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Overview

This chapter covers the following topics:

= OVPI and device resources

= Enhancements in Device Resources 3.0

= Integration with Network Node Manager
= Ways to customize reports

= Sources for additional information

OVPI and Device Resources

HP OpenView Performance Insight, commonly known as OVPI, is the operating environment
for reporting solutions. Each reporting solution consists of a report pack and at least one
datapipe. When you install the datapipe, you configure OVPI for data collection; when you
install the report pack, you configure OVPI for data summarization and aggregation. Using
the processing directives supplied by the datapipe and the report pack, OVPI manipulates the
data, performs various calculations, and populates report templates with trending analysis.

The Device Resources Report Pack monitors CPU, memory, and buffer resources in switches
and routers. CPU, memory, and buffer resources tend to function independently. If a buffer is
overutilized, the CPU that moves data in and out of the buffer could be underutilized. If the
CPU is overutilized, buffer and memory could be underutilized. Device Resources does not
monitor server resources. To monitor server resources, use the System Resources Report Pack.

If you run the Device Resources Report Pack and the Interface Reporting concurrently, there
are synergies to exploit. If Interface Reporting is showing high discards or high errors, Device
Resources will tell you whether or not overutilization of a resource might be causing the
problem. Conversely, if Device Resources indicates that network response time is spiking,
Interface Reporting will tell you whether interface utilization levels may be contributing to
the problem.

Enhancements in Version 3.0

Device Resources 2.0 was released October 2003. Version 2.0 included the following
enhancements:




Enhancements in Version 3.0

< New backplane utilization reports

— Historical Summary
— QuickView
— Snapshot

— Near Real Time QuickView

— Near Real Time Snapshot

< Update Thresholds form (for easier, faster changes to threshold values)

Device Resources 3.0 was released March 2004. The enhancements are as follows:
e Installs on OVPI 5.0 as well as OVPI 4.6

< Ifinstalled on OVPI 5.0, supports Oracle as well as Sybase

= Collects data from Cabletron devices (using the Dev Res Cabletron Datapipe)

= Upgrade package for customers running version 2.0 on Sybase

Folders and the Reports Inside

The Device Resources Report Pack contains 20 reports and the following folders:

e Customer
e Device
e Location

= Backplane

The following table shows what each folder contains.

Report Type

Customer

Device

Location

Backplane

Exceptions Summary

X

Card Historical Summary

Historical Summary

Historical Summary Snapshot

X
X
X

QuickView

Snapshot

NRT QuickView

NRT Snapshot

X | X | X| X

Forecast

Service Level Management

X | X[ X| X

Summary

Top Ten
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Collecting Data and Property Information

Some datapipes are vendor-specific and some are based on standards. The following vendor-
specific datapipes collect data for the Device Resource package:

e Dev Res 3COM Router Datapipe

< Dev Res Alcatel Xylan Switch Datapipe
< Dev Res Enterasys Router Datapipe

< Dev Res Enterasys Switch Datapipe

< Dev Res Cisco Switch Datapipe

< Dev Res Cisco Router Datapipe

< Dev Res Extreme Devices Datapipe

< Dev Res Foundry Datapipe

< Dev Res Dev Res HP ProCurve Datapipe
< Dev Res Nortel Bay Datapipe

In addition to performance data, reports contain the following kinds of property information:
= IP addresses and host names

= Customers

= Locations

Property information comes from tables maintained by the Common Property Tables package.
If you are already running the previous version of Common Property Tables, you can preserve
your existing property data by installing the upgrade package. This easy step is spelled out in
detail in the next chapter.

If you are installing Common Property Tables 3.0 for the first time, you will not see customers
or locations in reports until you import this data using either the batch-oriented import utility
or the “create new” forms. The utility and the forms belong to the Common Property Tables
package. For information about using the utility and the forms, see the Common Property
Tables 3.0 User Guide.

Integration with Network Node Manager

If you have already used the NNM/Performance Insight Integration Module to integrate NNM
and OVPI, the reports in the Device Resources package will blend smoothly with the fault
management capabilities of Network Node Manager. The NNM operator will see Device
Resource reports in the Report Launchpad. The Report Launchpad window can be opened
from NNM ovw, Home Base Dynamic Views, and the NNM alarm browser.

Device Resources 3.0 includes an optional thresholds sub-package. If you install it, the OVPI
server will send threshold traps to the NNM server. A trap from the OPVI server will show up
as an alarm in the NNM Alarm Browser. By selecting the alarm, the NNM operator can
display a report containing data about the node that caused the alarm.




Ways to Customize Reports

If you install the optional thresholds sub-package, the Package Manager install wizard will
automatically install the Threshold and Event Generation Module, also known as the
Thresholds Module. If desired, you may configure the Thresholds Module. For product details,
including information about the latest enhancements, refer to the Thresholds Module 5.0 User
Guide.

Ways to Customize Reports

The contents of a report can be customized by applying group filters, by editing parameters,
by editing tables and graphs, and by importing node names, customers, and locations. If you
apply a group filter, your goal is to change how the entire package appears to a particular
group of users. When you edit a report, you are making a temporary change. For more about
editing tables and graphs, see Chapter 9, Editing Tables and Graphs.

Group Filters

If you intend to share your reports with customers, or let divisions within your enterprise see
division-specific performance data, you will want these reports to be customer-specific,
containing data limited to one customer. Creating customer-specific reports is an
administrator task that involves the following steps:

= Importing customer names and device locations using Common Property Tables
= Creating a group account for all of the users affiliated with a particular customer
= Creating a group filter for the group account

For more information about creating filters for group accounts, refer to the OpenView
Performance Insight 5.0 Administration Guide.

Report Parameters

If you edit a parameter, you are applying a constraint to the report with the intention of
eliminating data you do not want to see. For example, if you edit the Customer Name
parameter, data for every customer except the customer you typed in the Customer Name
field will drop from the report. If you edit the Source Location, data for all locations except the
location you typed in the Source Location field will drop from the report.

Constraining the contents of a report by editing parameters is completely optional and you
may apply multiple constraints at once. Device Resources supports the following parameters:

= Customer Name
e Customer ID

e Location Name
e Location ID

= Device Name

= Make

= Model

10
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Some reports support every parameter in this list, while most reports support a subset of this
list. To edit parameters, click the Edit Parameters icon at the bottom right-hand corner of the
report. When the Edit Parameters window opens, type the constraint in the field and then
click Submit.

Sources for Additional Information

The following user guides are related to this manual:

= Common Property Tables 3.0 User Guide

e PI/NNM Integration Module 2.0 User Guide

= System Resources Report Pack 4.0 User Guide

= Thresholds Module 5.0 User Guide

The following release statements are related to this manual:
= Device Resources Report Pack 3.0 Release Statement

= Dev Res 3COM Router Datapipe Release Statement

= Dev Res Alcatel Xylan Switch Datapipe Release Statement
= Dev Res Cabletron Datapipe Release Statement

= Dev Res Cisco Switch Datapipe Release Statement

= Dev Res Cisco Router Datapipe Release Statement

= Dev Res Extreme Devices Datapipe Release Statement

= Dev Res Foundry Datapipe Release Statement

= Dev Res Nortel Bay Datapipe Release Statement

= Dev Res HP ProCurve Datapipe Release Statement

Manuals for the core product, OVPI, and manuals for the reporting solutions that run on
OVPI, are posted to the following website:

http://support.openview.hp.com/support

Select Technical Support > Product Manuals to reach the Product Manuals Search page. The user
guides for the core product, Performance Insight, are listed under Performance Insight. The
user guides for report packs, datapipes, preprocessors, and SPIs for NNM are listed under
Reporting and Network Solutions.

Each manual listed under Reporting and Network Solutions indicates the month and year of
publication. Because revised user guides are posted to this site on a regular basis, from
time to time you should check this site for updates. If your PDF has been superseded,
download the latest PDF.

11
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Package Installation

This chapter covers the following topics:

Guidelines for a smooth installation
Using Package Manager to install Device Resources

Removing the Device Resources package

Guidelines for a Smooth Installation

The RNS 5.0 CD includes NNM components as well as OVPI components. Once you select
OVPI report packs for extraction, the install script copies every OVPI package on the CD to
the Packages directory on your system. If the OVPI packages on the RNS 5.0 CD have already
been extracted, you may install Device Resources 3.0 by launching the Package Manager
install wizard and following the familiar on-screen directions.

If you are currently running Device Resources 2.0, you may upgrade to version 3.0 by
installing the upgrade package for Device Resources 2.0. However, in addition to installing
the upgrade package for Device Resources 2.0, you also need to upgrade Common Property
Tables, remove old datapipes, and install new datapipes. Follow these steps to upgrade from
Device Resources 2.0 to Device Resources 3.0:

1

2
3
4

Install the upgrade package for Common Property Tables; deploy reports.
Remove existing datapipes.
Install the upgrade package for Device Resources 3.0; deploy reports.

Install new datapipes.

Software Prerequisites

Version 3.0 of Device Resources has the following prerequisites:

OVPI 4.6, with all available Service Packs; or
OVPI 5.0, with all available Service Packs
Common Property Tables 3.0

13



Guidelines for a Smooth Installation

If you are not currently running any version of Common Property Tables, let Package
Manager install version 3.0 for you. If you are running the previous version of Common
Property Tables, upgrade from version 2.2 to version 3.0. Installing the upgrade package for
Common Property Tables is easy. However, if you need assistance or if you want to know more
about how this package operates, refer to the user guide.

Datapipes

The datapipes that collect data for this report pack are not prerequisites. You may install the
datapipes when you install the report pack or you may install the datapipes after you install
the report pack. The following datapipes are available:

= Dev Res 3COM Datapipe

= Dev Res Alcatel Datapipe

= Dev Res Cabletron Datapipe

= Dev Res Cisco Switch Datapipe

= Dev Res Cisco Router Datapipe

= Dev Res Enterasys Router Datapipe
= Dev Res Enterasys Switch Datapipe
= Dev Res Extreme Devices Datapipe
= Dev Res Foundry Datapipe

= Dev Res Nortel Bay Datapipe

= Dev Res HP ProCurve Datapipe

Installing at least one datapipe is mandatory. There are no upgrade packages for datapipes, so
you should always remove an existing datapipe before installing the latest version of the same
datapipe.

Thresholding and Integration with Network Node Manager

If you have already integrated OVPI with NNM, you may install the thresholds sub-package,
Device_Resource_Thresholds. This optional package contains customized thresholds. If you
install it, the threshold traps generated by OVPI will display as alarms in the NNM alarm
browser.

If you select the thresholds sub-package for installation, Package Manager will install the
Thresholds Module for you, automatically. The Thresholds Module controls the actions taken
in response to a threshold breach. For details about the latest enhancements to the
Thresholds Module, refer to the Thresholds Module 5.0 User Guide.

Distributed Environments

If you intend to run Device Resources in a distributed environment, the installation is more
complex. Here is an overview of the steps:

1 Make sure that every server is running the same version of OVPI.

2 Make sure that every server is running all available Service Packs for OVPI.

14



Chapter 2

3 Disable trendcopy on the central server.
4 Install the following packages on the central server:
= Device Resources; deploy reports
= Thresholds sub-package
< Common Property Tables 3.0; deploy reports
5 Install the following packages on each satellite server:
= Device Resources; deploy reports
e Common Property Tables 3.0
= At least one datapipe
6 Re-enable trendcopy on the central server.

After installing Device Resources in a distributed environment, use the Management Console
to set up connections between the central server and satellite server databases. In addition,
you must edit a file that controls how the central server pulls data from each satellite server.
These tasks are covered in Chapter 3, Package Configuration.

Installing Device Resources

Insert the RNS 5.0 CD. On Windows, a menu with installation options appears automatically;
on UNIX, mount the CD, navigate to the top level directory on the CD, and run the ./ setup
command. When the menu appears, select OVPI Report Packs for installation.

After the install script has copied every package to the Packages directory on your system, you
will be prompted to start the Package Manager install wizard. If you just extracted OVPI
packages from the CD and the Package Manager install wizard is running, begin the following
procedure at step 5; otherwise, begin at step 1.

1 Log in to the system. On UNIX, log in as root.
2 Stop OVPI Timer and wait for processes to terminate.
Windows NT: Select Settings > Control Panel > Administrative Tools > Services
UNIX: As root, type one of the following:
HP-UX: sh /sbin/ovpi _tiner stop
Sun:sh /etc/init.d/ ovpi _timer stop
Select HP OpenView > Performance Insight > Management Console.
Select Tools > Package Manager. The Package Manager welcome window opens.

Click Next. The Package Location window opens.

S g0~ W

Click the Install radio button. Approve the default destination directory or browse to a
different directory if necessary.

~

Click Next. The Report Deployment window opens.
8 If you are deploying reports, type your OVPI username and password.

9 Click Next. The Package Selection window opens. Click the check box for at least one
datapipe; click the check box for the following packages:

15



Installing Device Resources

Device Resource 3.0
Device Resource Thresholds [optional]
Device Resources Demo Package [optional]

10 Click Next. The Type Discovery window opens. To run Type Discovery immediately after
package installation, accept the default and click Next. The Selection Summary window
opens.

11 Click Install. The Installation Progress window opens and the install begins. When the
install finishes, a package installation complete message appears.

12 Click Done to return to the Management Console.
13 Restart OVPI Timer.
Windows NT: Select Settings > Control Panel > Administrative Tools > Services
UNIX: As root, type one of the following:
HP-UX: sh /shin/ovpi _tiner start
Sun:sh /etc/init.d/ ovpi _timer start

The reports in the demo package are static—the data will not change from day to day—but
the linking between tables and graphs works and you can experiment with view options (also
known as edit options) for individual tables and graphs.

Options for Viewing Reports

Before reports can be viewed using a web browser, they must be deployed. When you installed
Device Resource, you enabled the Deploy Reports option. As a result, Device Resource reports
are deployed to the Application Server and are available for viewing on the web.

If the client component of OVPI was installed on your system, you have access to Report
Viewer, Report Builder, and the Management Console. If the client component was not
installed on your system, web access to reports is your only means of access.

For more information about the client component, refer to the HP OpenView Performance
Insight 4.6 Installation Guide. For more information about the Management Console,
including how to use the Object Manager to launch reports specific to selected objects, refer to
the Performance Insight 5.0 Administration Guide.

Seeing Performance Data

Some reports populate with data sooner than others. The first report to populate with data is
the Near Real Time report. You will begin to see data in this report immediately after the first
data collection completes.

Any report that begins with an analysis of yesterday’s performance will need at least one full
day’s worth of data before results are viewable. You will begin to see forecast data soon, within
a few days. However, reliable forecast data will not be available until the rolling baseline is
complete, and that will take about six weeks.
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Chapter 2

Removing the Device Resources Package

When you uninstall a report pack, the tables associated with the report pack, as well as all the
data in those tables, are deleted. If you want to preserve the data in those tables, archive the
data before uninstalling the package.

Removing Device Resources automatically removes any datapipe that depends on Device
Resources. Follow these steps to uninstall the Device Resources package.

1
2
3

Log in to the system. On UNIX systems, log in as root.
Stop OVPI Timer and wait for processes to terminate.

Select HP OpenView > Performance Insight > Package Manager. The Package Manager
welcome window opens. Follow the on-screen directions for uninstalling packages. When
the uninstall process finishes, a package removal complete message appears.

Click Done to return to the Management Console.

Restart OVPI Timer.
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Removing the Device Resources Package
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Package Configuration

This chapter covers the following topics:

= Configuring servers in a distributed system

= Default thresholds for exceptions

= Using the change form to modify thresholds

Skip the next section if:

= You are running Device Resources on a stand-alone system

= You were running version 2.0 as a distributed system and you upgraded to version 3.0

Configuring Servers in a Distributed System

If you intend to run Device Resources 3.0 as a distributed system, you need to install packages
on the central server, install packages on each satellite server, configure the central server,
and configure each satellite server. If you followed the advice in Chapter 2, Installation, you
installed the following packages on the central server —

= Device Resources

= Thresholds sub-package [optional]
= Thresholds Module [optional]

= Common Property Tables

— and you installed the following packages on each satellite server:

Device Resources

Thresholds sub-package [optional]

Thresholds Module [optional]

Common Property Tables

At least one datapipe

Configuring the Central Server

Perform these tasks to configure the central server:

19



Configuring Servers in a Distributed System

e Task 1: Set up connections with satellite server databases
e Task 2: Configure trendcopy pull commands for hourly data

= Task 3: Configure trendcopy pull commands for rate data (optional)

}. These tasks apply to new installations only. If you just upgraded to Service
Assurance 3.0, and your servers were already configured to operate as a
distributed system, those settings are still in effect.

Task 1: Set up connections with satellite server databases

1 Select HP OpenView > Performance Insight > Management Console.

2 Click the Systems icon on the lower left. The System/Network Administration pane opens.

w

Right-click the Databases folder. When prompted, select Add OVPI Database. The Add
Database Wizard opens.

Click Next.
Type the hostname and port number for the database you want to add; click Next.

Review the Summary. Repeat Steps 4 and 5 for each additional database.

~N OO o1 b

Click Finish when you are done.

Task 2: Configure trendcopy pull commands for hourly data

1 Open the following file:
$DPI PE_HOWE/ scri pt s/ Devi ceResour ceReporting_hourly. pro
2 Uncomment the copy commands in the hourly copy block.
3 Modify the copy commands in the hourly_copy block as follows:
e Replace SATELLITE_SERVER_1 DATABASE with the satellite server name
e Replace THIS_MACHINE_DATABASE with the central server name
4  If there is more than one satellite server, create and configure new hourly copy commands
for each additional machine.

Task 3: Configure trendcopy pull commands for rate data (optional)

If you want to view Near Real Time reports on the central server, rate data must be available
on the central server. Follow these steps to pull rate data from satellite servers:

1 Add more trendcopy commands by replicating the existing trendcopy commands.
2 Make the following modifications to replicated trendcopy commands:

= Change SHDevRes_Device to SRDevRes_Device

e Change SHDevRes_DeviceMem to SRDevRes_DeviceMem

e Change SHDevRes_DeviceCard to SRDevRes_DeviceCard
3 Comment out the hourly trendsums in the DeviceResourceReporting_Hourly.pro file.
4 Open the following file:

$DPI PE_HOVE/ scri pt s/ Devi ceResour ceReporting_hourly. pro

5 Uncomment the copy commands in the rate_copy block

20



Chapter 3

6 Modify the copy commands in the rate_copy block as follows:
e Replace SATELLITE_SERVER_1 DATABASE with the satellite server name
e Replace THIS_MACHINE_DATABASE with the central server name

7 If there is more than one satellite server, create and configure new hourly copy commands
for each additional machine.

}. Copying rate data from satellite servers every hour has two
unpleasant side-effects: it increases traffic between servers, and it
increases the load on the central server.

Configuring Satellite Servers

Follow these steps to configure a satellite server.

}. This steps are not applicable to you if (1) the satellite server is performing
local reporting, or (2) the thresholds sub-package is not installed on the
satellite server.

1 Disable daily aggregations:
= Open the $DPIPE_HOME/lib/trendtimer.sched file.
= Comment out lines referencing DeviceResourceReporting Daily.pro

2 Change the default that determines when hourly processing begins; make hourly
processing begin sooner:

= Open the $DPIPE_HOME/lib/trendtimer.sched file.

= Locate the OVPI timer entry in the DeviceResourceReporting_Hourly.pro file. By
default, hourly processing begins at 40 minutes after the hour.

= To make sure the satellite server completes hourly summarizations before the central
server begins hourly summarizations, change the start time from 1:00+40 to 1:00+25.

3 Configure datapipe polling policies; make sure that each network device is polled by one
satellite server only.

4  If the satellite server has two or more pollers, create separate polling policies for each
poller and use views and types to separate the devices.

5 If remote pollers are being used, be sure to avoid duplicate polling across the pollers and
duplicate polling between the satellite and the pollers.

6 Verify that the system clock on the satellite server is synchronized with the system clock
on the central server.

Default Thresholds for Exceptions

The Device_Resource_Thresholds sub-package imposes an exception threshold on CPU
utilization, memory utilization, and buffer utilization. When performance reaches one of these
defaults, the thresholds sub-package sends a trap to the network management system.

21



Using the Change Form

The following table describes the condition behind each threshold breach and the severity of
the alarm sent in response to the breach.

Metric Threshold Severity
CPU 85% Medium
Memory 85% Medium
Buffer 85% Medium

No intervention on your part is necessary to enable the exception threshold values in the
preceding table. However, if you want to enable multiple types of traps, or set up multiple trap
destinations, you need to configure the Thresholds Module. For details, refer to the Thresholds
Module User Guide.

Using the Change Form

Device Resources 3.0 provides a form for modifying default thresholds. Follow these steps to
launch the Update Thresholds form:

1 Click the Objects icon in the panel on the left side of the Management Console window.
The Object/Property Management view opens.

Object Manager shows a list of objects. The type of object presented depends on which
Object Manager View is open:

= The Device view (the default) shows a list of devices
e The Customer view shows a list of customers
e The Location view shows a list of locations

2 To change the view, select View > Change View and use the pop-up window to select a
different view.

3 Once you see the type of object you are interested in updating, select the particular object
you would like to update. Object Specific Tasks appears in the window on the right.

4  Double-click the task to open the Update Thresholds form, shown below.

22
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[fi| /admin/DeviceResourceForms /update_device.frep - |I:I|5|
Device Resources (ﬁﬂl
Update Thresholds inven:t
This form alloves dewvice information to be updated. Click the Apply button to sawve
any changes. Clickthe Cancel button to cancel any changes. Click the OK
button to zave changes and close the form.

Device Name 16.140.11.218 v|
Exception Threshold Values
cPU Memory Buffer
Ik apply Cancel
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Top 10 Reports

Device Resources contains three Top Ten reports:
e Customer Top Ten

= Device Top Ten

< Location Top Ten

Use these reports to identify which customers, locations, and devices rank worst in terms of
CPU, memory, and buffer utilization. The customer report aggregates statistics for groups of
devices belonging to one customer, while the location report aggregates statistics for groups of
devices at various locations belonging to one customer. The device report does not aggregate
data. It displays statistics for the individual devices belonging to one customer.

In addition to ranking customers, locations, or devices, each Top Ten report also sorts items by
highest F90 value, the utilization level that OVPI predicts will be in effect 90 days from today.
Note that left and right tables are independent and that an item appearing in the worst
performing table on the left may not appear in the forecast table on the right. If the same item
appears in both tables, you can assume that yesterday’s performance is part of a longer-term
trend that may call for corrective action.

The tables on the left provide statistics for yesterday’s average utilization and yesterday’s
busy hour. Table entries sort according to average utilization, highest to lowest. The tables on
the right provide statistics for baseline, F30, F60, and F90; table entries sort by F90 value,
highest to lowest. Baseline here means average busy hour.

The Device Top Ten begins with a customer summary table that sorts customers by resource
utilization, highest to lowest. The Customer Top Ten and the Location Top Ten begin with a
customer exception count table that sorts customers by yesterday’s total exception count,
highest to lowest.

See below for samples of all three Top Ten reports.

25



Device Resource
Customer Top Ten

O

invent

The Customer Top Ten Report prowides the network manager and other members of the network management staff a list of the top ten customers based on varous

crtera.
Highest Average CPU Litilization
Wed Apr02 2002
Customer Average CPU Busy Hour CPU
Litil Litil
MetRadi= 5094 T1.38
Trinagy 59.44 7475
Highest Average Memaory Litilization
Wed Apr0z 2003
Customer Average Busy Hour
Memory LHil Memory LHil
MetRadiz 5238 a1.47
Trinagy 44 37 B6.70
Highest Average Buffer Utilization
Wred Apr02 2003
Customer Average Buffer Busy Hour Buffer
Lkl Litil
MetRadiz 9553 qr 47
Trinzgy 512 95 46

CPU Wtilization Forecast
rted by Highest 90 Day Forecasted Value
Customer Baseline J0ith Day  60th Day  90th Day
Triragy 85,00 BT A2 5959 5175
MetRadix G4.25 6744 5578 5008

Memaory Utilization Forecast
Sorted by Highe=t 90 Day Forecasted Walue

Customer Baseline 3J0th Day G0th Day  90th Day
MetRadiz 916 a7 16 113.20 129.23
Trinzgy 8942 7244 ET.36 g2.28
Buffer Liilization Forecast
Sorted by Highest 90 Day Forecasted Walue
Customer Baseline 30th Day Gith Day 90th Day
MetRacdiz g7 58 g7 38 97 56 97 74
Trinagy a5.00 9596 94 91 9386
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Device Resource

Top Ten ,
inmwemntiE
The: Dbt Raicpowrod: Tog Ten Repit prowides the seisor manager 3l other mesmibers of Th: nevess management Sart 3 ks oF the 1 1eh devices based on
L L T
Cuslomier Summany
Wi B D2 200
Customer Awerage CPU LRIl Anerage Memony Uil Aeerage Buffer LRl
Trnagy 49 4437 ez
Ne®ado 6094 v 9653
Highest Amrage CPU LRilization CPU Livilization Forecast
W a2 3003 Sored by Highest 90 Day Forecasted Walue
. Aundagiz TP B H Bewice  Daseline  Mah Doy Gith Dey  SiEh Day
[havice LHil CP it gz (12 8000 7433 b G0 TIA7
Cisco B2 Fars Cisco_H 8025 7061 6210 £3.43
Claco 02 56.70 7550
Highest fmrape Memony LRilization Meminy LEilization Farecast
Wad dgriz F003 Snired by Highest 90 Daiy Forecastod Walie
Devipe ferage Busy Hour Memony Device  Baselie  SMhDay  600h Day  Slh Day
Memony Uil LHil Chaco_[H 88 41 02 10520 114,58
Cizo M 5508 803 Cigen 12 9835 TEA BT 1 £7.90

Cisco 02 EElT a2
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Highest Average Buffer LHilization

Device

Cizco_01
Cizco_02

Wed Apr02 2003

Average Buffer
LHil
9626
9597

Busy Hour Buffer
Lhil
9y .ov
95 .50

NSNS N

Buffer Wilization Forecast
Sorted by Highest 90 Day Forecasted Value

Device Baseline Jth Day 60th Day 0th Day
Cigoo_o1 9795 95 .99 3554 95.08
Cizco_02 95.22 9550 34 .35 92895
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The Location Top Ten Report prowvides the network manager and other members of the network management staff a list of the top ten locations based

on wanous criteria.

Customer Exception Counts
Select a Customer for the Top Ten Locations
Wed Apr02 2003

. _ _ Memory Wil N B

Customer Total [}gceptluns CPU il Exceptions Exceptions Buffer LMil Exceptions
MetRadix 4B 4 38
Trinacy 44 4 35

Highest Average CPU Liilization
Wed Aprd2 2003

Location Average CPU Busy Hour CPU
LHil LHil

Eethesda 53.52 &1.25

Alexandriz 53.55 7200

Highest Average Memory WRilization
Wead Apr0z 2003

Location Average Busy Hour
Memory Wil Memory Ltil

Betheszda 2373 3964

Alexandria =1.00 7545

[}5 Highest Average Buffer Wilization
Whed Apr02 20032

Average Buffer Busy Hour Buffer

Location il il
Alexandria 95.69 9512
Eethesda 95.37 ar a7

CPU Utilization Forecast
Sorted by Highest 90 Day Forecasted Value

Location Baseline Joth Day  60th Day  90th Day
Bethescla 90.25 95.05 104.05 113.05
Alexandria 9275 05,05 35.45 15.52

Memory Litilization Forecast
Sorted by Highest 90 Day Forecasted Value

Location Baseline Joth Day  60th Day  9th Day
Eethesda 9592 9248 9494 97.39
Alezandria 97 76 E1.12 40,96 20.80

Buffer Liilization Forecast
Sorted by Highest 90 Day Forecasted Value

Location Baseline Jioth Day  G0th Day qith Day
Alexandria 95.41 9515 95.55 99.00
Eethesda 9532 97 B8 97 B8 97 B8
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Summary Reports

Summary reports focus on groups of devices rather than individual devices. If a graph
monitors utilization for all the devices belonging to one customer, or all the devices in one
location, you are looking at a summary report. If a graph provides hourly and daily data, and
the samples that constitute the hourly value and the daily value are based on averages, again
you are looking at a summary report.

The customer summary report focuses initially on the threshold exception count for specific
customers. Customers sort by the number of exceptions, highest to lowest. The graphs below
track CPU, memory, and buffer utilization. A bar chart displays the exception count hour-by-
hour and day-by-day, while the Grade of Service chart provides an overall score for the
customer, hour-by-hour and day-by-day. Use the Customer Summary to look at resource
utilization customer by customer.

The location summary is exactly the same as the customer summary, except for the location
selection table providing an exception count for all the locations belonging to one customer.
The graphs look at resource utilization for all the devices in one specific location. A bar chart
displays the exception count hour-by-hour and day-by-day for this location, while the Grade of
Service chart provides an overall score for this location on an hourly and daily basis.

The historical summary reports focus initially on busy hour and then provides detailed
analysis, in the form of hourly and daily aggregations, for individual devices or individual
cards on one device. The first table sorts customers by aggregated busy hour, highest to
lowest, allowing you to easily compare one customer to another. Select a customer to populate
a table of devices belonging to that customer, sorted by resource utilization, highest to lowest.
Select a device to populate a frequency distribution pie chart and graphs that track average
and maximum utilization for CPU, memory, and buffer. Here, maximum utilization is a single
sample, specifically, the highest sample for the hour or for the day, not an average of multiple
samples.

Like the historical summaries, the exception summary is device-specific. This report
focuses initially on exception counts per customer. Select a customer to populate a table
showing which devices were responsible for those exception counts. Use the hourly graphs to
find out exactly when those exceptions took place. Compare the hourly graph to the daily
graph to find out whether yesterdays exception count is an isolated incident or part of a
longer-standing trend.

See below for samples of all six summary reports, including the backplane historical
summary.
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The Customer Summary Report prowvides CF 0=, C10s, and managers, an owerview of the performance of corporate dewvices in the crtical areas of

CPU, Memory, and Buffer utilization. BEach chart shows key metrics aggregated for all dewices for a given customer.

Customer Exception Counts

Wed Apr 02 2003

i ] B Memory Wil Buffer LHil
Customer Total Exceptions CPU Wil Exceptions Exceptions Exceptions
MetRadix 45 4 4 35
Trinagy 44 2 4 Jia]
Hourly | Da”‘fl % Hourly | Da"‘fl
Average CPU Liilization Average Memaory Litilization
HetRadix HetRadix
Wed Apr02 12:00 Ak - Wied Apr02 09:00 Ak Wied Apr02 12:00 A - Wed Apr02 09:00 A4
1007 10071
a0t a0T
t 60T t BO0T
b &
& 407 & s0f
207 207
1] t n t
Wed 12:00 Al Wed 06:00 A Wed 12:00 A Wed 06:00 A
— furerage Forerage

NN NN NS NN
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Hourly I Da"‘:-’l Hourly | Da"‘fl
Average Buffer Litilization CPU, Memaory, and Buffer Exceptions
HetRadix HetRadix
Wed AprOz 12:00 A - Wed Apr0Z 09:00 Ahd Wed AprOZ2 12:00 Ak - Wed Apr 02 09:00 Abd
1007 )
T G
al 5
£ 601 B
5 =3
a a0+ 2
1 1
207 0
T YWed 00:00 Wed 03:00 Wed 06:00 VWed 05:00
n t W cru Ll
Wed 12:00 AmM Wed 06:00 AM EMemory Lkil
— Purerage B Buffer Ui

Houirly | Drsily I

Grade of Service
HetRadix
Wied Apr 02 12:00 Ab - Wied Apr 02 09:00 Abd

Critical
Warning
Good
Excellent
Wed 00:00 Wied 02:00 Wed 04:00 Wied 06:00 Wied 08:00
M CPU Ll
Otternory Lhil
M Buffer Lii
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The Location Summary Report prowides CFOs, Cl0=, and managers an overview of the performance of corporate devices in the crtical areas of
CPU, Memory, and Buffer utilization by location.

Customer Exception Count
Select a Customer for a List of Locations
Mied Aprdz 2003

i ] B Memory Wil Buffer LKil
Customer Total Exceptions CPU Wil Exceptions Exceptions Exceptions
MetRadix 45 4 4 35
Trinagy 44 2 4 38
Location Exceptions Report
HetRadix
ed AproZz 2003
i B i B Memory Wil Buffer LHil
Location Total Exceptions CPU Wil Exceptions Exceptions Exceptions
Al Locations: 45 4 4 35
Bethezda 24 3 2 19
Alexandria 22 1 2 14
Hourly | Da"':-"l Hourly | Da”':-"l
Average CPU Liilization Average Memaory Litilization
All Locations All Locations
red Aproz 12:00 Al - Wed Apr02 09:00 Al ed Apr02 12:00 Abd - Wed Apr02 09:00 Ak
1007 1007
a0t a0t
t 60T t BOT
& 5
o [
o 4071 o 4071
207 207
] t 1] t
Wied 12:00 Aht Wied 0600 Aht Wied 12:00 A Wied 06:00 Ahk
— Ffuwrerage Ayrerage

SN NN TN TN SN
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NN P N N e

Haurly | Cily I Haurly I Da"‘:-"l
Average Buffer Litilization CPU, Memory, and Buffer Exceptions
All Locations All Locations
Wed Apr02 12:00 Al - Wed Apr02 09:00 AM Wed Apr02 12:00 AM - Wed Apr02 09:00 AM
1001 v
T G
an 5
£ B0 4
5 =3
a 40+ 2
T 1
2071 0
T Wed 00:00 Wed 02:00 Wed 06:00 Wed 09:00
n t HWCru Uil
Wied 12:00 Al Wed 06:00 Al Dtdernory Lt
— FAwrerage M Butfer Lil
Hourly | Diaily I
Grade of Service
All Locationg
Wed Apr02 12:00 AM - Wed Apr02 09:00 AM
Critical
Warning
Good
Excellent

Wied 00:00 Wied 02:00 Wied 04:00 Wed 06:00 Wed 08:00
Titme of Day
W CPU Ll
Oternory Uil
M Buffer Ui
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The Dewvice Fesourze Historcal Summary Feport provides the network management staff with detailed information on key metrics for individual devices

with the highest CPU, Buffer, and hemory Lkilization.

Customer Summany
Wed Apro2 2003

Customer Busy Hour Busy Hour Busy Hour
CPU Hil Memory Wil Buffer LHil
MetRadi= 71.35 &1.47 ar.4a7
Trinagy 7475 GE.70 95 456

chU | Memuryl EquferI

CPU Wilization Fregquency Distribution
Cisco_D4
Wed Apr0z 2003

Wo-50%
COsn-as5%

M &5-20%
Oan & sbowe

Wfed Apr02 12:00 Ab - Mied Apr02 09:00 A
100

a0t
= ED-'/\/\‘/\
g ]
a4 401
207
1] +
Wied 12:00 A Wied 06:00 A
— furerage
hazimum

HetRadiz Device Summany
wied Apr 02 2003

Device Busy Hour Busy Hour Busy Hour

CPU Hil Buffer LHil Memonry Wil
Cizco_04 72.00 9512 7549
Cizco_03 a1.25 a7 v 59.64

Hourly I Diily I
CPU Lilization
Cisco_04

SN I IS NSNS
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Memaory Litlization
Cisco_04

Wed Apr 02 12:00 A - Wited Apr 02 02:00 Abd
100

a0
E /0T
g
& 40t
2071
0 +
Wad 12:00 A Wed 06:00 A
Forerage
— hfgimum

Chapter 5

Hourly | Dily I

Buffer Litilization
Cigco_04
Wed Apr02 12:00 Ak - Wed Apr0Z 09:00 Ahd

1007

anT
E /0T
g
& a0t
2071
0 +
Wed 12:00 At Wed 06:00 A
— Parerage
haximum
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The Device Resource Card Historcal Summary Report prowvides the network management staff with detailed information an key metrics for individual
devices by card or slot with the highest of CPU, Buffer, and hemory Liilization.

Customer Summany Device Summanry
Med Apr 02 2003 Mied Apr02 12:00 Abd
Customer Busy Hour Busy Hour Busy Hour Device Busy Hour Busy Hour Busy Hour
CPU il Memory Util Buffer LHil CPU LWtil Memory Wil Buffer WHil
MetRadix 71.35 147 a7 47 Cizco_04 7200 7545 9512
Trinagy 7475 BE.70 95 45 Cizco_03 81.25 5964 a7y

3

Card Summary CRU | Memnryl Bufferl

Wred Apr02 2003
CPU Wtilization Frequency Distribution

Card Busy Hour Busy Hour Busy Hour Card 0
CPU LHil Menmory LHil Buffer LHil Wied Apr0Z 2003
0 ¥2.00 7845 9512

Mooy
Osn-a5%

M &5-20%
O=zn & abowve
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Hourly | Disily I Houirly | Da"':-’l
CPU LWHilization Memonry WHilization
Cisco_04 Cisco_04
Mied Apr02 12:00 Akl - Mired ApridZ 09:00 Ahd ied Aprd2 12:00 Al - Wed Apr02 09:00 Ahd
10071 100
a0t an
£ 50 /\/\/\ § o
5o g
& 401 & 401
207 207
n t n t
Wied 12:00 Al Wed 06:00 A Wied 12:00 Al Wed 06:00 Al
— fwerage Fwrerage
haximum — hdaximum
Hourly | Diaily I
Buffer Litilization
Cigco_04
Mied Apr02 12:00 Akl - Mired ApridZ 09:00 A
10071
a0T
E BOT
8
& 40t
2071
0 +
Waied 12:00 Ak Wied 06:00 Ahd
— furerage
hdaximum
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Exceptions Summary lnvent

The Dewice Resource Ecceptions Report prowides the network manager and other members of the network management staff a list of devices that
hawve exceaded threshold conditions.

Customer Exception Counts
Wied Apr 02 2003

B } i Memory Wil Buffer WHil

Customer Total Exceptions CPU Util Exceptions Exceptions Exceptions
MetRadix 45 4 4 35
Trinagy 44 2 4 38

Device Exception Counts
MetRadix
ed Apr02 2003
. . " ; Mennory Liil : i
Device Total Exceptions CPU WHil Exceptions Exceptions Buffer Liil Exceptions

Cizco_03 24 3 2 19
Cizco_04 > 1 % 2 19
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WW

Haurly | Da"‘fl
Average Memaory Litilization

Cisco_03
Wred Apr02 12:00 Ahkd - Wied Apr0Z2 09:00 A

1007
a0t

60T

Percent

407

207

0 +
Wiad 1200 Al Wi 0600 Al
Forerage

Haurly | Draily I

Average Buifer Liilization

Cisco_03

Wed Apr02 12:00 Ak - Wed Apr 02 09:00 AR

1001,

a0T

BOT

Fercent

401

207

o
Wed 12:00 At

Wed D600 AM

— Ffurerage

Hourly | Diaily I

CPU, Memaory, and Buffer Exceptions
Cisco_03
Wed Apr0Z2 12:00 Ak - Wed Apr 02 09:00 A

Total

1]
YWed 00:00 Wved 03:00 YWed 06:00 \Wed 05:00
M CrU Ll
Oternory il
B Buffer Ui

Exception Detail Table Sorted by Time Period

Cisco_03

fed Aproz 2003

Time Period

Wied Apr 02 12:00 ARkt
Wied Apr 02 01:00 ARk
Wied Apr 02 02:00 ARk
Wied Apr 02 03:00 ARk
Wizd Apr 02 04:00 ARk
Wizd Apr 02 0500 Ak
Wied Apr 02 06:00 Ak
Wied Apr 02 0700 ARk
Wied Apr 02 0500 ARk
Wied Apr 02 09:00 ARk

Kl

CPU kil

225
365
G425
5775
=205
2925
F3.7s
43.75
g1.25
3.0

Memory

kil

2459
a5 65
7594
2814
2530
5747
5797
3833
41 .41

59 64+

Buffer WHil

96.96*
93.97*
96.45*
95.91*
9717
95.55*
93.82*
96.23*
96.359*
96.5.2*

| H
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Device Resource Reporting - Backplane (ﬁB

Historical Summary invent

The Device Resource Backplane Historical Summary Report prowvides the network management staff with detailed information on key metrics for individual
dewices with the highest Backplane, CPU, Buffer, and hemory Ltilization.

Switch Summary CPU, Buffer, and Memory Litilization
Tue M=y 20 2003 Tue May 20 2003
Device Auvg Bkpl LHil Device Busy Hour Busy Hour Busy Hour
151.53.129 2427 - CPU Lhil Buffer LHil Memory Wil
1515104 5 0.07 — 1513104 6 10.25 71.44
15.3.208.119 0.04
1521442 0.04
15897223 0.m
1597228 0.m
1589726 0.m
1542922187 0.0a
152540189 0.0a —
1525401 0.0a
15254023 0.oo
15254025 0.0a
15254027 0.0a
Device Make Model Bkpl Type Customer Location
15131046 Cisco WS-CESOE 16 Gigabit Switch Customer Unassighed Location Unassigned
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P VAV NN AV AV AV VAN Va2 VAV

Houirly I Dzl I

Backplane Litilization
15.13.104.6
Tue May 20 12:00 Abd - W'ed bay 21 12:00 Abd

Tue 12:00 Ak Tue 1200 PM  Wed 12:00 AM
— Arerage
hd aximum
— Minimum

Hourly  Daily

Average and Busy Hour LHilization
15.13.104.6
Wed May 14 2003 - Tue Way 20 2003

1001

adT

60T

Percent

407

207

1] + 1
Wed 12:00AM  Sat12:00AM  Tue 12:00 Ak

Forerage
— Busy Hour

Hourly  Daily |
Average and Busy Hour CPU Wiilization
15.13.104.6
Wed May 14 20032 - Tue Way 20 2003
1007
ant
T g0t
g ]
g 407
207
0 + 1
Wied 12:00 Al Sat12:00 Ahkt Tue 12:00 A
— Ffwrerage
— Busy Hour
Hourly  Daily

Average and Busy Hour Buffer Litilization
15.13.104.6
Wed May 14 2003 - Tue May 20 2003

1007
80T

607

Percent

407

207

Wed 0741 PM Wed 0742 PM
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Forecast Reports

The three forecast reports in Device Resources focus on Days to Threshold (DTT) and provide
estimates for future utilization. The threshold is 90% utilization, and the value for DTT
indicates how close the device is to reaching 90% utilization.

The customer and location reports are actually summary reports, aggregating data by
customer or by location. The DTT values in these reports are actually averages across all
devices for that customer, or all devices in that location. For example, if the memory
utilization DTT is 17 for a customer, many devices could be closer to the threshold while many
devices could be further away from the threshold.

If you want to see which customer is closest to a threshold, or which location is closest to a
threshold, start with the summary reports. If a customer or device looks suspicious, use the
device report to pinpoint the devices that appear to be causing the problem. The device report
provides DTT and forecasts for specific devices; the data is not aggregated.

All three reports use the same criterion for inclusion: a customer, location, or device appears
in the report if CPU, buffer, or memory utilization is expected to exceed the exception
threshold sometime within the next 90 days. The three graphs under the DTT data allow you
to find out which resource is contributing to the problem. Each graph has three tabs:

= Standard
= Day of Week
= History

Use the standard graph to compare the baseline (average busy hour during the baseline
period) to F30, F60, and F90. Use the day of week graph to compare the baseline to F30, F60,
and F90 on a day of week basis and to find out whether resource usage is correlating with a
particular day of the week. Use the history graph to compare average utilization to busy hour
utilization over the baseline period. In the hourly graph, “average utilization” is based on four
samples. In the daily graph “average utilization” is based on 96 samples (4 samples per hour,
24 hours per day).

The F30, F60, and F90 values are produced by applying linear regression to busy hour values
recorded over the baseline period. Busy hour is the highest average utilization for the day.
During that hour, actual utilization may have been considerably higher for at least a portion
of the hour. Busy hour reflects a persistent event, not a momentary spike. When busy hour is
high, you want average utilization to be low. If average utilization is high, you know that
resource utilization has been high for an extended period of time.

45



Device Resource
Customer Forecast

(/3

inwvent

The Customer Forecast Feport lists customers that are forecasted to reach CPU, memory, or buffer dtilizations greater than 90°% within the next 90

days based on all reported dewices for the selected customer.

Customer CPU, Buffer, and Memaory Litilization
Projected to Exceed 90% LHilization within 90 Days
ied Apr0Z 12:00 A

Customer CPU LIl DTT
Trinagy
MetRadix
Standard | Day l:ufWeekI Histl:uryl
CPU Lkilization Forecast
Trinagy
ted Apr0Z 12:00 At
anT
TaT
M Bazeline
Oanth Day
Eadr Otk Day
& Mootk Day
'¥]
[ I5+
1871
I:I d

Wed 00:00

Memory LIl DTT

17

Standard | Day of Weekl Histl:ury'l

Memaory Litilization Forecast
Trinagy
Wed Apr 02 12:00 A

Percent
[ ]
.

L]
[s7]

Wed 00:00

Buffer LKl DTT

M bazeline

Oanth Day
Oaoth Day
M acth Day
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Stancard | Dy DfWeekl Histn:nr'fl

Buffer Lhilization Forecast
Trinagy
Mied Apr 02 12:00 Ahd

1007
anT
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£ 60T Oeoth Day
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The Device Resource Forecast Report lists devices that are reaching CPU, memony, or buffer utilization thresholds within the ne:xt 80
days indicating where nearterm cormection ¢an prevent service degradatian.

Customer Selection List

Custome
NetRadix%

Trinagy

Device Estimated Days toThreshold
Projected to Exceed 90% WHilization within 90 Days
HetRadix Devices

Device CPU LI DTT Memory WMl OTT Buffer LKl DTT
Cizco_04 1]
Cizco_03 14 ]
Standard | Day of Weekl Histu:uryl Standard | Day of Weekl Histu:uryl
CPU Liilization Forecast Memaory Utilization Forecast
Cizco_04 Cizco_04
Wed Apr02 12:00 Ah Wed Apr0Z 12:00 A
1007 1007
ant anr
M Bazzline M bazzline
COanth Daw Claoth Day
t BO07 Osoth Day t 607 Osoth Day
E M anth Day E Macth Day
LY L
° 407 o407
207 2071
n- 0-
Wed 00:00 Wed 00:00
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407

207

Buffer Litilization Forecast
All Locations
Wifed Apr 02 1200 Ak

Wed 00:00

W bazeline
Camth Day
Centh Day
M anth Day
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The Location Forecast Report lists locations by customer that are forecasted to each CPU, memory, or buffer utilization greater than 90°% within the next 90 days
based on all reported devices for the selected location.

CPU, Buffer, and Memory Wilization by Customer
Select a Customer for a List of Locations

Customer CPU WMl DTT

Memory Wil DTT Buffer Wl DTT
Trinagy
MetRadiz 17 0
CPU, Buffer and Memory Litilization by Location
Projected to Exceed 90% LKilization within 90 Days
Trinagy
Location CPU LI DTT Memory Wil DTT Buffer Wil DTT
All Locations
Azhburn
Reston I
Standard | Day of wiesk | History | Standard | Day of wesk | History |
CPU Liilization Forecast Memory Litilization Forecast
All Locations All Locations
Wed Apr 02 12:00 At Wed Apr02 12:00 A
g07 E1IR
T2T 72T
M Bascline M Baszline
Caoth Day Czoth Day
o947 Oeith Day tad7 sitth Day
E Maoth Day E Mooth Day
'} '}
03T 0367
1871 187
1] n-
Wad 0000 Wed 00:00
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Service Level Management

The Service Level Management report focuses on the availability of individual devices and
network response time. Use this report to see if availability and network response time are
meeting levels guaranteed by service level agreements.

An available device is a device that returns a request from the polling agent. The calculation
that determines availability has limitations. Although it can compensate for network issues
that may prevent the device from responding to a polling request, it cannot tell the difference
between a device that is down and a device that is busy and not able to respond. Given this
limitation, you may want to use the availability statistics in this report as one indicator of
device availability, not your only indicator of device availability.

Network response time is defined as the length of time that elapses from the moment a
request is sent by the datapipe to the moment the answer is received by the datapipe. This
perspective on response time is different from the user’s perspective. Since the perspectives
are different, you should interpret response time increases as an indicator that traffic may be
congested and that the delay experienced by users may be comparable.

Selecting a customer from the customer list populates two tables:
= Devices sorted by availability
= Devices sorted by network response time

The first table sorts devices by availability, highest to lowest. The second table sorts devices
by busy hour, highest to lowest.

Selecting a device populates two graphs:
= Device availability, hourly and daily
= Average network response time vs. busy hour network response time

The hourly view of device availability covers a 24-hour period, midnight to midnight. The
daily view begins with yesterday and covers the previous two weeks. If you see low
availability, or high response time, compare yesterday’s performance with performance over
the past two weeks to see whether yesterday’s performance is in line with recent history or
different from recent history.
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The Device Resource Service Lewel WBnagement report infomms executives, network managers, end users, and customers which dewvices may not be meeting
required awvailability or network rezponse time values.

Customer Summany
Wied Apr0Z 2003 - Wed Apr 02 2003

Customer
MetRadiz
Trinzgy
Device Availabilty Hetwork Response Time
HetRadix HetRadix
ad Apr02 2003 Wed Aproz 2003
Device Availability Device Average Busy Hour
Cizco_03 75.35 Response Time Response Time
Cizco_04 7517 Cizco_03 0.54 1.35
Cizco_04 0.a0 125
Dily | Huurlyl Dy | Hu:uurlyl
Availability Hetwork Response Time
Cizco_03 Cigco_03
Whed hdar 19 2003 - MWed Apr02 20032 Wed hdar 19 2003 - Wed Apr02 2003
1007 1
801 _ M
T "
T B0T 2
C L
E 4 § _"\/\N\/\
o ]
o 40+t 1
207
nt— + Thu 12:00 At Thu 12:00 ARt
Thu 12:00 At Thu 12:00 A — forerage
— Awrailability — Busy Hour
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Near Real Time Reports

The two Near Real Reports in Device Resources—the QuickView and the Snapshot version of
the QuickView—shed light on resource utilization over the last six hours and the last 24
hours. The selection table at the top of the report focuses on the last six hours and sorts
devices by resource utilization, highest to lowest. It displays average utilization for CPU,
memory, and buffer, using for input all the samples taken during the last six hours. In
practice, this means approximately 24 samples. If samples are taken every 15 minutes, then
the most recent sample in this average is only several minutes old.

While the table at the top of the report provides averages for the previous six hours, the CPU,
memory, and buffer graphs monitor activity over the previous 24 hours. In OVPI speak, you
are looking at rate data, that is, the actual samples, not hourly averages. You also have a
grade of service chart that ranks service quality over the last six hours. Since the Near Real
Time report is recalculated after every poll, you can use this chart to find out whether a
situation you are watching closely is improving or getting worse.

Because the table at the top highlights devices with the worst utilization, you can use the
NRT QuickView to identify which devices are in trouble—or confirm that no devices are in
trouble. In addition, if an average in the table seems abnormal, you can compare the average
in the table to the previous 24 hours to see if the current average represents an existing
condition or a completely new condition. If a summary report for yesterday points to a
situation that could become problematic, the Near Real Time report will tell you whether that
condition is improving, worsening, or staying about the same. The good news is that you have
some advance warning and you should be able to correct the problem before it becomes a
serious issue for users.

Due to space limitations, the time period in the three rate data graphs may be partially
concealed. You can easily improve your view of the data by right-clicking the graph, selecting
View in New Frame, and resizing the window. Once resized, every hour will be clearly
visible.

The Snapshot version of the Near Real Time QuickView operates just like the Snapshot
version of the Historical Summary. Launch it, then respond to the prompts that ask you which
device or devices you want to include in the report. If a summary, top ten, or forecast report
has already alerted you to a device with resource problems, and this device is not appearing in
the NRT QuickView, you can launch the Snapshot version to see where utilization levels are
right now and what has happened since yesterday.

Samples of QuickView NRT, QuickView NRT Snapshot, and Backplane NRT follow.
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The Device Resource Near Real Time report gives the network management staff an up to date view of the performance of individual devices. By
selecting a dewice from the selection list, cument device performance up to the most recent data collection can be investigated in detail .

Device Hear Real Time
Averages Over the Last Six Hours
Select a Device

Device Average CPU LHil Average Memory Litl Average Buffer Liil

CPU Whilization Memaory Litlization
Thu Apr03 02:13 PM - Thu Apr02 0313 P Thu Apr03 02:13 PM - Thu Apr03 0313 P
Mo Data Mo Data
Buffer Liilization Grade of Service
Thu Apr03 02:13 PM - Thu Apri3 0313 P Thu Apr03 02:13 PM - Thu Aprio3 03:13 P
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Device Resource (ﬁ/n

Near Real Time Snapshot

invent

The Dewice Fesource Mear Feal Time report gives the netwark management staff an up to date wiew of the performance of individual devices. By
selecting 3 dewice from the selection list, cumrent dewvice performance up to the most recent data collection can be investigated in detail.

by

Device Hear Real Time
Averages over the Last Six Hours
Zelect a Device

Device Average CPU Ll Average Memaony Litil Average Buifer Liil
CPU LWilization Memory Litilization
Thu Apr03 0216 Ph - Thu Apro3 03:16 Ph Thu Apr03 0216 Ph - Thu Apro3 03:16 Ph
Mo Daka Mo Daka
Buffer Litilization Grade of Service
Thu £pr 03 03:16 Phd - Thu Apr 03 03:16 PR Thu Apr03 0216 Ph - Thu Apro3 03:16 Ph

57



Device Resource Reporting - Backplane

Near Real Time Report

(/3

invent

The Near Real Time report provides a detailed look at the peformance of individual blackplanes being utilized in the last palling

cycle,

aniteh or bus.

Time Period

Wiied hay 21 07:00 PR
Wied hay 21 07:00 Ph
Wied hay 21 07:00 Ph
Wied hay 21 07:00 Ph
Wizd hay 21 07:00 PR
Wizd hay 21 07:00 PR

aoy

187

Percent

127

E..

W\

Device

13153129
1313104 6
13.129.22187
15.25.4019
1525401
15254023

Switch Near Real Time

Select 3 Switch

Make

Cisco
Cisca
Cizcao
Cizco
Cizco
Cisco

Model

iS-C1400
iS-CEI06
iS-C3309
iS-C4003
WS-C4003
WS-C4003

Backplane Type

FOO
16 Gigakit Switch
3.6 Gigabit Swwitch Enhanced
12 Gigahkit Switch
12 Gigakit Switch
12 Gigahit Switch

Switch Backplane Litilization
15.1.53.129
Tue hlay 20 07:00 P - Wied May 21 0730 Akl

VAN

FAN .

Select a anitch and view the busles) for that anitch. Watch the tabbed areas for a detailed look into the performance of that

Auvg Bkpl

kil

25.00
0.0o
0.0o
0.0o
0.0o
0.0o

N + + + + + +
Tue 0700 FPM Tue 0900 P Tue 11:00 PM WWed 0100 AWM YWed 03:00 AM Wed 05:00 AM Wed O7:00 A
— forg Blpl Uil

Tinme Period

Switch Backplane Wilization per Bus Hear Real Time
Select = Bus

Device

Make

Model

Bus Type

Aug Bkpl Wil

=

o
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A/\/V\/\A/\/\/W\/V\/\/\/\/W

Bus Litilization

Med May 21 0735 P - Wed May 21 0735 PM

Mo Data
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Editing Tables and Graphs

Any table or graph can be viewed in several ways. While the default view is usually fine, you
can easily change to a different view. If you are using Report Viewer, change the default view
by right-clicking the object and selecting a different view. If you are viewing the report on the
Web, click the Edit Table or Edit Graph icons.

View Options for Tables

Right-clicking a table, or selecting Edit Table, opens a list of table view options.

Device Interface FH Customer Descr. Baseline Avg.
2413171 5 F Concert Cahles/o In:2 Quta
2413171 5 F Concert Cahblesio In:2 Quta
2413171 5 F Concert Cahblesin In:3 Quta
2413171 5 F Concett Cahblesin In:2 outa
2413171 5 F Cancett Cahles/o In:2 dutd
413171 B F Concert Cable&in 2ot Time Period. .
2413171 5 F Concert Cahblesio Change Canstraink Values. ..
2413171 B F Concert CahbleBio Select Nodes(Interfaces..,
2413171 B F Concett Cahblesio
Change Max Rows, .,
2131471 E F Concert Cahlesin N
Yiew in new Frame
Print Tahble. ..
Expork Element as CSY, ..
[elete Table

Select Set Time Period to alter the relative time period (relative to now) or set an absolute
time period. The Set Time Period window opens.

You may shorten the period of time covered by the table from, for example, 42 days to 30 days
or to 7 days. If you are interested in a specific period of time that starts in the past and stops
before yesterday, click Use Absolute Time and select a Start Time and an End Time.
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View Options for Tables

=l0lx

D P iy
Input
Iriprurt
Inpiid
Iripur
Inpud
Inpid
Iripud
Input
Iriprurt
Inpud
Iripiirt
Inpud
Inpid
Input
Input
Iriprurt
Inpit
Iripurt
Il
Input
Input
Input
Iripurt
Inpit
Iriprurt
Inpi
Inpud
Input
Input
Iripud
Input
Iriprurt
Inpui
Inpurd
Inpud
Inpisd
Iripud
Input

Select Change Constraint Values to loosen or tighten a constraint, thereby raising or
lowering the number of elements that conform to the constraint. The Change Constraint
Values window opens. To loosen a constraint, set the value lower; to tighten a constraint, set
the value higher.

The Select Nodes/Interfaces allows you to change the scope of the table by limiting the
table to specific nodes, specific interfaces, or a specific group of nodes or interfaces. The Select
Node Selection Type window opens.

Change Max Rows increases or decreases the number of rows in a table. The default is 50. If
you expand the default, the table may take more time to open. If you are trending a large
network, using the default ensures that the table opens as quickly as possible.

View in new Frame opens the table in a Table Viewer window, shown below. If necessary,
make the data in the table more legible by resizing the window.

Paollad IP Qo5 Statistics Data - Input
Orer Predious 6 Howrs

I Prasosiedanscom Bwsiiched Ebes Ewilohad Fits Tivva Pt cad

105 0ES BT T Dol 2@ OF 00 i
¥ 1} Tue Dot o5 07 00 AR

T Dol 20 OF D0 s

Tue Qi 26 OO0 AM

Tuw Dol 20 OF 00 Ak

Tue Dot 29 OF 00 AR

Tus Dol 28 0F 00 A6

T Dol 2@ OF 00 Jifd

= B Fus Dot B9 D5 =5 5R

T Dol 20 Ol sbd

Tue Qi 20 D9 AM

Tus Dol 20 Ologs apd

Tue Dot 20 O A5 AR

Tus Dol 20 0S5 Gpd T

T Dol 20 Ol did

Fus Dot 25 055 aM

043 T Dol 20 O30 apd

Tur Qi 50 OG0 AM

Tuw Dol 20 Ol Apd

Tue Dot 50 0310 AR

Tus Del 20 030 ap

Tuie Dol 20 Oz dipd

Fus Dol 258 O30 Grd

Tiii Dol 20 O30 ik

o043 Tur Qi G185 AM

Tuw Dol 20 01 E dakd

Tue Dot 50 015 AR

Tus Dol 20 0515 AM

Tue Dok 20 Ol S il

Fus Dol 250 018 BM

Tiiie Dol 20 Ol & sk

Tur Qe G185 AM

2454 Tuw Dol 20 Ol dpd

Tue Dot 20 0N 00 AN

Tus Dol 20 Ol 00 apd

Tue Dok 28 0ol 0 Jifd

Fus Dol 250 000 S0

T Dol 20 Ol 0
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Chapter 9

View Options for Graphs

Right-click any graph to open a list of view options.

Gdd Owerlay. ..
Remawve Overlay

Set Time Period. ..
409,00 1

Change Constraink Yalues. ..

Select Modes)Interfaces. ..
32720 1

Displayed Data
| arid
Legend

294540 1

b A . .

163 .60 + Skyle

Change Max Rows, .,

g1.80 ¢ Display Data Table
' Export Element as C5¥...
n Display: Gwerlay Data Table

Sep 17 Sep 21 Sep25  Sep 20
Expark Graph Owverlaw Daka as ©5h.

View in new Frame
Print Graph...
[elete Graph

The following table provides a few details about each option.

Set Time Period Same as the table option shown above.

Change Constraint Values Same as the table option shown above.

Select Nodes/Interfaces Same as the table option shown above.

Displayed Data For every point on a graph display data in a
spreadsheet.

Grid Add these to the graph:

X axis grid lines
Y axis grid lines
X and Y axis grid lines

Legend Delete or reposition the legend.

Style See the illustrations below.

Change Max Rows... Same as the table option shown above.
Display Data Table See below.

Export Element as CSV... Same as the table option shown above.
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View Options for Graphs

View in New Frame Opens graph in a Graph Viewer window.

Print Graph Same as the table option shown above.

Style Options

Select Style to display a list of seven view options for graphs.

Add Cverlay. ..
Remayve Cvetlay Fid 1
Set Time Period. .. 43 s
Change Constraint Yalues. ..
Select Modes)Interfaces. ..
Displayed Data ] % L
GErid ¥
Legend J A
Shyle Area
Change Max Rows.. . Stacking Area
Display Data Table Bar
Export Element as C5Y... Stacking Bar
Display: Gerlay Data Table Pie:
Export Graph Overlay Data as C5..., # Plat
Yiew in new Frame Scatter Plot
Print Graph. .. Al B e
B B Hi-Lo-Cpen-Close —
- —roa  Candle
Style > Area

The plot or bar chart changes to an area graph. While relative values and total values are
easy to view in this format, absolute values for smaller data types may be hard to see. Click
anywhere within a band of color to display the exact value for that location

a0+

a5E0

olurne

7170 ¢

Sat Feb 24 06:00 &M EST
Mormal Disconnect (107 j= 74.00

s

04 t t + t t t t
04:00 0E:00 0300 10:00 12:00 1400 16:00 1800 20:00 2200
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Chapter 9

To shorten the time span of a graph, press SHIFT+ALT and use the left mouse button to
highlight the time span you want to focus on. Release the mouse button to display the selected

time span.

Style > Stacking Area

The area or plot graph changes to a stacking area graph. This view is suitable for displaying a
small number of variables.

% 200.00

1E80.00
120.00
20.00

40.00

a
ton 01 Tue 02 Wied O3

W oeg Utilization (H)
Bl 14 2 Utilization ¢H)
I Util Threshold

Style > Bar

The graph changes to a bar chart. This view is suitable for displaying relatively equal values
for a small number of variables. There are three variables in the graph below.

11,924.00
953920
7,154.40

4,763 B0

Forecast Minutes

2 354 50

i} I —
Thu 01 Fri D2 Szt 02 Sun 04 Mon 05 Tue 0E Wed 07

Days Of The Week
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View Options for Graphs

Style > Stacking Bar

The plot or area graph changes to a stacking bar chart. If you increase the width of the frame,
the time scale becomes hourly. If you increase the height of the frame, the call volume shows
in units of ten.

200,00
160,00
120,00
20,00
40.00
]
Mo 04 Tue 02 Wiad 03
M 2oeq Utilization (H)
M 1 2 Utilization (H)
M Util Threshold
Style > Plot

Bands of color in an area graph change to lines. If you adjust the frame width, you can make
the data points align with hour; if you adjust the frame height, you can turn call volume into
whole numbers.

7850 1

E2.80 1 ﬂ
4710 1 (Y M K

3140 1

1870 1

hon 01 Tue 02 Wed 03

— Awrg WMilization (H)
— hlax Utilization (H)
— il Threshald
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Style > Pie

An area graph becomes a pie chart. Bands in an area graph convert to slices of a pie and the
pie constitutes a 24-hour period. This view is helpful when a small number of data values are
represented and you are looking at data for one day.

Mimures Of Use Distributions for Yesterday
For Selected Customer

W Under 1 minute

O Between 1 and & minutes

[ Between & and 30 minutes

O Between 20 minutes and 2 hours
M Between 2 hours and 12 hours
W Over 12 hours

If you look at data for more than one day, you will see multiple pie graphs, one for each day.

Display Data Table

This option changes a graph into a spreadsheet.

1ol
* Bxis I Overage I

Tue Feb 19 ... 0,309

Tue Feb 19 ... 0.621

Tue Feb 19 ... 1.026

Tue Feb 19 ... 0,362

Tue Feb 19 ... 1.171

Tue Feb 19 ... 1.051

Tue Feb 19 ... 0,254

Tue Feb 19 ... 0,826

Tue Feb 19 ... 1.483 %

Tue Feb 19 ... 0,967

Tue Feb 19 ... 1.471

Tue Feb 19 ... 1.308

Tue Feb 19 ... 1.123

Tue Feb 19 ... 0.93

Tue Feb 19 ... 1.497

Tue Feb 19 ... 0,308

Tue Feb 19 ... 0.725
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View Options for Graphs

View in New Frame

The graph opens in a Graph Viewer window. Make this graph easier to see, and display more
details along the x axis, by resizing the window.

¥ Graph Viewer = Ol x|
Hetwork Response Time
Cisco_04

Tue Feb 19 12:00 AM - Tus Feb 19 11:00 P

Seconds

Tue 05:00 AM Tue 11:00 PM
— Aurerage
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Availability

The percentage of time the device is operational. This measurement accounts for outages indicated
by the sysUpTime variable; however, it does not account for periods of time the device could not be
reached by OVPI.

Average utilization

In an hourly graph, this value is an average of four samples taken over a one-hour period. In a daily
graph, this value is an average of 96 samples taken over a 24-hour period.

Baseline

The average busy hour over the baseline period. Rate of growth, a statistic that appears in forecast
reports, is calculated by dividing F30 by the average busy hour.

Baseline period

The previous 91 days. Forecasts for F30, F60, and F90 are based on performance during the
baseline period.

Buffer utilization exception

Recorded when buffer utilization exceeds the allowable threshold.

Buffer utilization threshold

When buffer utilization is above this value, an exception is raised. The default value for the
threshold is 85%.

Busy Hour

The definition varies depending on what is being measured. Busy hour is either a busy hour total, or
a busy hour average. A busy hour total points to the hour of the day that recorded the highest
number of events, for example, the highest number of discards or the highest number of errors. In
Device Resources, busy hour is the highest hourly average for the day. Busy hour is a relatively
persistent event. Do not confuse busy hour with peak, a momentary event. Since busy hour is an
average, you may assume that actual utilization could have been significantly higher or lower
during the course of that hour. Busy hour average refers to the highest average hour among 24
hourly averages; this term is synonymous with busy hour. Average busy hour refers to an average
of all busy hour values over the baseline period and is synonymous with baseline.

Card

Whether or not performance information at the card level is available depends on the make and
model of the device. Some vendors maintain a distinction between CPU and card and some do not.
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Vendors who do maintain the distinction may not maintain it uniformly across all equipment. The
card selection table in the card historical summary report may contain just one entry or it may
contain multiple entries. If you see just one entry, it is possible that the device contains just one
card, or it could indicate that the device is not able to report multiple cards. If the device cannot
report multiple cards, the statistics that display at the card level are exactly the same as the
statistics that display at the device level.

Common Property Tables

Customer names can appear in reports if you import customer names using the Common Property
Tables package. As explained in the Common Property Tables User Guide, two methods of property
import are available, a batch-oriented property import utility, and a series of forms for creating and
updating customer, locations, and nodes. If you do not import customer names, data from every
customer will roll up under All Customers If you do no import locations, data for all locations will
roll up under All Locations.

CPE utilization exception

Recorded when CPU utilization exceeds the allowable threshold.

CPU utilization threshold

When CPU utilization exceeds this value, an exception is raised. The default value for the threshold
is 85%.

Daily

A view of performance that compares average utilization to busy hour utilization. The number of
days that you can see in this view depends on the number of days that data has been collected. The
maximum number of days is the rolling baseline, 91 days. Note that daily views also include
performance data from yesterday, the same data currently visible in the hourly view, rolled up as
one average and one busy hour.

Days to Threshold (DTT)

The number of days that will elapse before utilization is expected to reach 90%. Device Resources
calculates DTT for CPU utilization, memory utilization, and buffer utilization.

Device

A router or a switch; not a server. In selection tables, devices are listed by IP address or hostname.

Grade of Service

A total score based on a combination of contributing scores, sometimes equally weighted,
sometimes not. In Device Resources the GOS is equally-weighted and it combines scores for
memory, buffer, and CPU as follows:

GOS = % GOS memory + % GOS buffer + % GOS CPU

Hourly

An average derived from four collections taken once every 15 minutes; also a graph showing
yesterday’s hourly increases and decreases.
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Memory utilization exception

Recorded when memory utilization exceeds the allowable threshold.

Memory Utilization threshold
When memory utilization exceeds this value, an exception is raised. The default value is 85%.

Near Real Time

An average for performance over the previous six hours, ending with the most recent poll. If polling
takes place 4 times an hour, the NRT average is derived from 24 samples. The NRT average is a
rolling average and it is recalculated at the conclusion of each poll.

Network response time

The time that elapses from the moment the poller sends an SNMP request to a device to the
moment the poller receives a response from the device.

Summary

An aggregation of multiple samples. In an hourly graph, an average based on multiple samples
collected during one hour; in a daily graph, an average based on multiple samples collected over the
course of each day. In customer and location reports, an aggregation of multiple averages for
multiple devices across the same hour, the same day, or the same month.

Utilization

Utilization for a time period, measured as a percentage; the value of the metric in use divided by the
total available resources for that metric, multiplied by 100.
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3COM Router Datapipe, 9

A

Alcatel Xylan Switch Datapipe, 9
availability, 53
availability (defined), 69

B

baseline period, 69

C

change max rows option, 63
Cisco Router Datapipe, 9
Cisco Switch Datapipe, 9
Common Property Tables, 70
customer-specific reports, 10
customer summary report, 31
Customer Top Ten, 25
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Datapipes
3COM, 14
Alcatel, 14
Cisco Router, 14
Cisco Switch, 14
Enterasys Router, 14
Enterasys Switch, 14
Extreme, 14
Foundry, 14
HP ProCurve, 14
Nortel Bay, 14

Days to Threshold (DDT), 45
device aggregations, 21
device availability, 53

Device Top Ten, 25

Dev Res 3COM Datapipe, 14

Dev Res Alcatel Datapipe, 14

Dev Res Cisco Router Datapipe, 14
Dev Res Cisco Switch Datapipe, 14
Dev Res Extreme Datapipe, 14

Dev Res Foundry Datapipe, 14

Dev Res HP ProCurve Datapipe, 14
Dev Res Nortel Bay Datapipe, 14
Display Data Table, 63

displayed data option, 63

E

Enterasys Router Datapipe, 9
Enterasys Switch Datapipe, 9
Extreme Devices Datapipe, 9

F

forecast reports, 45
Foundry Datapipe, 9

G

graph view options, 61
grid options, 63

group filters, 10

H

historical summary report, 31
HP ProCurve Datapipe, 9

L

legend options, 63

location summary report, 31
Location Top Ten, 25
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near real time reports, 55
network response time, 53
Nortel Bay Datapipe, 9
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OVPI Timer, 21

P
Product Manuals Search (web page), 11

R

report parameters, 10

S

satellite servers, 21
Service_Assurance_Daily.pro, 21
Service_Assurance_Hourly.pro, 21
service level management report, 53
style options for graphs, 63

summary report
customer, 31
historical, 31
location, 31

sysUpTime variable, 69

T

table view options, 61

top ten report
customer, 25
device, 25
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U
upgrading from Dev Res 2.0 to Dev Res 3.0, 13
Use Absolute Time, 61

Vv

view in new frame, 62
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