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The WLS-SPI

Introduction

The Smart Plug-in for BEA WebLogic Server (WLS-SPI) is a full-featured SPI
that allows you to manage WebLogic servers from an HP OpenView
Operations console. It is suggested you read about the WLS-SPI concepts from
the online help. The following topics are covered in the online help:

= Concepts

= Configuration editor
= Tools

= Policies

= Reports and graphs

= Error messages




Software Requirements

Software Requirements

Tablel Management Server

Component

Supported Version(s)

HP OpenView Operations for Windows

Table2 Managed Nodes

Component

7.2,7.21

Supported Version(s)

HP OpenView Operations for Windows Agent
HP-UX
Solaris

Windows

Windows Script Host (for NT 4.0 only)?
WebL ogic Application Server

HP OpenView Performance Agent UNIX®

HP OpenView Performance Agent NT

HP OpenView Performance Agent Windows 2000
HP OpenView Reporter

7.2,7.21
11.00, 11.11, 11.23
26,7,8,9

NT 4.0 and SP5+
Windows 2000 Pro and Server
Windows 2003

5.6

6.1 and sp1, sp2, sp3, or sp4b
7.0, 7.0 and spl or sp2

8.1

C.02.00 or higher
C.02.00 or higher
C.03.00 or higher
A.03 or higher

aGo to http://msdn.microsoft.com/library/default.asp?url=/downloads/list/webdev.asp/
download this component. See http://msdn.microsoft.com/library/default.asp?url=/library/en-us/
scri pt56/html/wsconwhati swsh.asp for more information about Windows Script Host.
b.Service pack 1, 2, 3, or 4 must be installed with WLS 6.1. WLS-SPI only supports WL S 6.1 with
one of thelisted service packsinstalled (if no service packs are installed, WL S-SPI does not support

that server).

to
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Installing, Upgrading, and Removing
WLS-SPI

This chapter covers installing, upgrading, and removing the Smart Plug-in for
BEA WebLogic Server (WLS-SPI)).

Installing WLS-SPI

The WLS-SPI can be installed in the following manner:
= Install WLS-SPI and OVO simultaneously
= Install WLS-SPI with OVO already installed

Installing WLS-SPI and OVO

If you are installing OVO for the first time, you can install WLS-SPI at the
same time:

1 Follow the installation instructions in the HP OpenView Operations/
Performance for Windows Installation Guide.

2 When the Product Selection window displays, be sure to select the
checkbox next to BEA WebLogic listed under the Smart Plug-ins section.

11



Upgrading WLS-SPI

3 Complete the installation as described in the HP OpenView Operations/
Performance for Windows Installation Guide.

Installing WLS-SPI with OVO Installed

If OVO is already installed, it is not necessary to stop your OVO sessions
before beginning the WLS-SPI installation. To install WLS-SPI, do the

following:

1 Insert the hp OpenView New and Upgraded Smart Plug-ins and
Integration Modules for OV operations for Windows 7.10, 7.20, 7.21 CD
into the CD drive of the management server. The HP OpenView
Operations InstallShield Wizard starts.

2 From the first screen, select Next.
3 In the Program Maintenance window, select Install products.

4 In the Product Selection window, select the check box next to BEA
WebLogic and select Next.

5 Complete the installation by following the instructions in the windows
that display. Refer to the HP OpenView Operations/Performance for
Windows Installation Guide for more information.

Upgrading WLS-SPI

To upgrade to WLS-SPI version B.02.09, do the following:

1 Install the WLS-SPI. Refer to "Installing WLS-SPI" on page 11 for more
information.

} The following policies are removed when WLS-SPI version B.02.09 is
installed (these policies are no longer supported):

WLSSPI-60-05min
WLSSPI-60-15min
WLSSPI-60-1h
WLS5SPI-Availability
WebL ogic 5 Logs

12



Chapter 2

Create the WLSSPI node group:

In the console tree, select Tools = SPI for WebLogic Server = WLSSPI -
WebLogic Server Admin = WLSSPI Create Node Groups.

All the nodes found in the WLS-SPI service map are placed in the WLSSPI
node group.

Deploy new instrumentation to the WLSSPI node group:
a Select the WLSSPI node group and right-click on it.
b  Select All Tasks = Deploy instrumentation.

Verify the version of the WLSSPI Messages policy and deploy it to all
nodes on which it was previously deployed (when you deploy the policy,
these nodes are automatically selected):

a Inthe console tree, select Policy management = Policies group by type =
Open Message Interface.

b Find the WLSSPI Messages policy and verify that it is version 3.0.
c Select the WLSSPI Messages policy and right-click on it.
d Select All Tasks = Deploy on.

The nodes on which the policy was previously deployed should be
selected by default.

e Select OK.

Remove policy groups WebLogic 5.1 and WebLogic 6.0, which are no longer
supported:

a Inthe console tree, select Policy management = Policy groups = SPI for
WebLogic Server.

b Select the WebLogic 5.1 policy group and right-click on it.
c Select Delete.

d Select Yes to delete the WebLogic 5.1 policy group.

e Select the WebLogic 6.0 policy group and right-click on it.
f  Select Delete.

g Select Yes to delete the WebLogic 6.0 policy group.

13



Removing WLS-SPI

Removing WLS-SPI

The complete removal of the WLS-SPI deletes all WLS-SPI program
components as well as the WLS-SPI policies.

Complete the tasks in the order listed
e Task 1: Uninstall All WLS-SPI Policies from the Managed Nodes
= Task 2: Remove WLS-SPI Node Groups on the Management Server

= Task 3: Remove the WLS-SPI Software from the Management Server

Task 1: Uninstall All WLS-SPI Policies from the Managed
Nodes

If you have customized policies (copies of WLS-SPI default policies) residing in
other OVO policy groups, you should remove them as well.

1 In the console tree, select Policy management = Policy groups.

2 Right-click on SPI for WebLogic Server and select All Tasks = Uninstall from.
A node selection window appears.

3 Select the nodes on which the policies are installed.
4  Select OK.

5 \Verify the policies are uninstalled. Check the status of the job in
Deployment jobs under Policy groups. All WLS-SPI policies must be
uninstalled before you start the next task.

14



Chapter 2

Task 2: Remove WLS-SPI Node Groups on the Management

Server

If you ran the WLSSPI Create Node Groups tool, the SPI for WebLogic Server
node group was created and must be removed:

1
2

In the console tree, select Nodes = SPI for WebLogic Server.
Open the Node Configuration editor.

a Select the Nodes folder in the console tree.
b Click 2 on the Configuration toolbar to open the editor.

In the Nodes list, either select the name of the node group you want to
delete and press the Delete key or right-click on the node group and select
Delete.

Click Yes to continue the delete operation.

Task 3: Remove the WLS-SPI Software from the
Management Server

1

Insert the hp OpenView New and Upgraded Smart Plug-ins and
Integration Modules for OV operations for Windows 7.10, 7.20, 7.21 CD
into the CD drive of the management server. The HP OpenView
Operations InstallShield Wizard starts.

From the first screen, select Next.
In the Program Maintenance window, select Remove products.

In the Product Selection window, select the check box next to BEA
WebLogic and select Next.

Complete the removal by following the instructions in the windows that
display.

15
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Configuring WLS-SPI

Introduction

This chapter covers configuring the Smart Plug-in for BEA WebLogic Server
(WLS-SPI) for use with OpenView Operations (OVO). To successfully
configure WLS-SPI, you must complete all configuration prerequisites,
complete basic configuration, and complete additional configuration based on
your environment.

Configuration Prerequisites

Complete the following tasks before configuring WLS-SPI:
Task 1: Add OVO Managed Nodes

Task 2: Verify the Application Server Status

Task 3: Collect Application Server Information

Task 1. Add OVO Managed Nodes

For each WebLogic Administration Server and WebLogic managed server you
want to manage from OVO, make sure each node on which the WebL ogic
servers are running is configured in OVO as a managed node.

17



Configuration Prerequisites

To add a UNIX managed node, do the following:

1 Install the OVO agent on the node. Refer to the OVO online help topic
“Agent Installation on UNIX computers” for more information.
2 Specify each WebLogic Server node on UNIX to be managed. Refer to the

OVO online help topic “Configure Managed Nodes” for more information.

To add a Windows managed node, do the following:

1

Specify each WebLogic Server node on Windows to be managed. Refer to
the OVO online help topic “Configure Managed Nodes” for more
information (the OVO agent is automatically installed when you complete
this step).

Task 2: Verify the Application Server Status

Verify that your application servers are running by checking a server’s status
from the WebL ogic administration console. The WLS-SPI discovery policies
only find application servers that are running.

/% webLogic Server Console - Microsoft Internet Explorer H=] B
| Ble Edt Wew Favortes Tools Help
| dwpak » = - D 7} | @usearch [iFavorites ¢ HHistory | B 5§
| Address IE _1046:31 019451 68:MBean=mydomain® 34 hame%3Dmydomain%2 CType%s30DomainbadyFrameld=w|_console_frame_1046310194517 | @¥&o. |JL|nks =
@ console d in> S
Elomydomam mydomain ervers
E 5353!’\1'&!’5 Connected to rosf 003 Active Domain: mydomain Feb 26,2003
mMySemner
mclusters
Ptachines B Confiqure a new Server..,
Elnetwork Channels
& Hlepioyments & Customize this view
Applications
Sew N Listen Port | Listen Port Enable | Stat
QWQh applications ame Isten Kol 1sten F ol nable are
Elwen senice Components myserver | 7003 true RUNNING || 7 &
&l cannectors
Slstartup & shutdown
B Hsenices
Elscom
Elpec
—

Task 3: Collect Application Server Information

Basic information about your environment is needed to configure WLS-SPI:

= WebLogic login and password

18




Chapter 3

= OVO managed node name(s) on which the WebLogic Administration
Server(s) are running

WebLogic Login and Password

Collect the WebLogic login and password for each WebLogic Administration
Server. Or, if you do not wish to use the existing login and password, create
them. The login and password are needed by the WLS-SPI discovery process
to gather basic configuration information and by the WLS-SPI data collector
to collect metrics.

Configuration of the WLS-SPI is simplified if the WebLogic login and
password are the same to access all WebLogic Administration Servers.

WebLogic Server Version 5.1 and 6.x

If you are running WebL ogic Server version 5.1 or 6.X, you can use the default
administration login “system.”

If you want to configure a different login, do the following:

1 In the WebLogic Server administration console, create the login and
password that you plan to use for the WLS-SPI), if it does not already
exist.

2 Create an ACL named webl ogi c. admi n. nbean if it does not already exist.

3 Create a permission named access for this ACL if it does not already
exist.

4 Add the login (created in step 1) to the list of users for the access
permission (created in step 3).

WebLogic Server Version 7.0 and Higher

If you are running WebLogic Server version 7.x, you can use the
administration login that was configured when you installed the WebLogic
Server.

If you want to configure a different login, do the following:
1 Inthe WebLogic Server administration console, create a login.

2 Assign that login to the Administrators group.
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Basic WLS-SPI Configuration

For more information about creating a login and assigning a login to a group,
refer to the “Users and Groups” section of the Securing WebLogic Resources
manual (http://e-docs.bea.com/wls/docs70/secwlres/
usrs_grps.html#1150651).

OVO Managed Node Name(s)

Collect the names of the OVO managed node(s) on which the WebL ogic
Administration Server(s) are running. You must select these managed node(s)
when you configure WLS-SPI.

You do not need to collect the names of the OVO managed node(s) on which
only a WebLogic managed server is installed. On these OVO managed nodes,
as long as the WebLogic managed server is running, the WebLogic managed
server is automatically discovered when you complete the basic WLS-SPI
configuration.

Basic WLS-SPI Configuration

Task

To complete basic WLS-SPI configuration, complete the following tasks:
e Task 1: Run WLSSPI Discover

= Task 2: Verify the Discovery Process

= Task 3: Set Additional Properties

1: Run WLSSPI Discover

WLSSPI Discover sets basic configuration properties needed for discovery and
deploys the WLS-SPI discovery policies.

To run WLSSPI Discover, do the following:

1 From the OVO console, select Operations Manager = Tools = SPI for
WebLogic Server = WLSSPI - SPI Admin.

2 Double-click on WLSSPI Discover.

3 Select the managed nodes on which the WebLogic Administration
Server(s) are running.

20



Chapter 3

Click Launch.

The “Console Status” window displays. Wait a few seconds for the
“Introduction” window to display. This window contains brief information
about the WLSSPI Discover tool.

Select Next.

A second “Introduction” window displays. This window displays
information on which properties may be required in order for the
discovery process to work.

Read this information and select Next.

If you have not set the WLS-SPI LOG Nand PASSWORD properties, the “Set
Access Info for Default Properties” window displays.

aul =]

E%WLSSPI Discover Tool: Set Access Info for Defz

FPlease enterthe Lagin and Passwaord infarmatian.
This information is required by the SP1to access a secured

application semer's environment. Flease click Help for mare details.

Login l

Fassword I

Werify Password I

Custormize | et | Cancel Help

If you have already set the LOG N and PASSWORD properties, the
configuration editor displays. Go to step 8.

Set the LOG N and PASSWORD properties to the WebLogic login and
password collected in "Task 3: Collect Application Server Information™” on
page 18. You must set the LOG N and PASSWORD even if you are using the
default login/password (WebLogic version 5.1 and 6.x) or the login/
password configured during the WebLogic Server installation (WebLogic
version 7.0 or higher).
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Basic WLS-SPI Configuration

The LOG N and PASSWORD properties set in this window are used as the
default WebLogic login and password (they are set at the global properties
level). That is, if no NODE level or server-specific LOG N and PASSWORD
properties are set, this WebLogic login and password are used by
WLS-SPI to access all WebLogic Administration Servers. For more
information about the configuration structure, refer to the online help
topic “The configuration.”

If the WebLogic Administration Server login and password are the same
for all instances of WebLogic on all OVO managed nodes, do the following:

a Set the LOGA N and PASSWORD in the “Set Access Info for Default
Properties” window.

b Select Next.
¢ Go to step 10.

If the WebLogic Administration Server login and password are different
for each managed node but are the same for all instances of the WebL ogic
Administration Server on each managed node, you must customize the
WLS-SPI configuration by setting the LOG N and PASSWORD properties at
the NODE level (for more information about the configuration structure,
refer to the online help topic “Configuration editor operation.”):

a Set LOA Nand PASSWORD to the most commonly used WeblL ogic login
and password in the “Set Access Info for Default Properties” window.

b Select Customize to start the configuration editor and set the LOG N
and PASSWORD properties at the NODE level.

If the WebLogic Administration Server login and password are different
for each managed node and they are different for the instances of the
WebL ogic Administration Server on a managed node, you must customize
the WLS-SPI configuration by setting the LOG N, PASSWORD, NAMVE, and PORT
properties at the server-specific level (for more information about the
configuration structure, refer to the online help topic “The
configuration.”):

a Set LOA Nand PASSWORD to the most commonly used WeblL ogic login
and password in the “Set Access Info for Default Properties” window.

b Select Customize to start the configuration editor and set the LOG N,
PASSWORD, NAMVE, and PORT properties at the server-specific level.

From the configuration editor, set the properties. Refer to the online help
for more information about using the configuration editor.
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Chapter 3

9 Select Next to save any changes and exit the editor.

10 The “Confirm Operation” window displays. Select OK. The discovery
policies are deployed to the selected managed nodes.

}. If you select Cancel, the discovery policies are not deployed. However, if you

made changes to the configuration, those changes remain in the
configuration on the management server. To make the changes to the
selected managed nodes’ configuration, you must start the WLSSPI Discover
tool, select those managed nodes, select Next from the configuration editor,
and then select OK.

11 Scan the “Console Status” window for any error messages. If none display;,
click on Close.

If the window displays an error message, refer to "The WLSSPI Discovery
Policies" on page 90 in the Troubleshooting WLS-SPI chapter to diagnose
the problem.

Task 2: Verify the Discovery Process

Depending on the number of managed nodes in your environment, verification
takes several minutes to complete.

1 Verify that the following message appears in the message browser of the
managed node:

Updating W.S-SPI configuration in OVO server for <node>

and verify that the following message appears in the message browser of
the management server:

The SPI configuration for <node> was updat ed by di scovery in the
OVO server. The updated configuration is as shown bel ow

Depending on the number of managed nodes in your environment, it may
take several minutes for these messages to display for all managed nodes.

If these messages are present, the WLSSPI Discovery policies have been
successfully deployed.

If these messages are not present, go to "Task 3: Set Additional
Properties" on page 24.
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Basic WLS-SPI Configuration

2 View the service map and verify that the WebLogic and WebLogic Server
instances are correctly represented.

3 After the discovery process has completed, the appropriate WLSSPI group
policies are deployed on the managed node(s). An automatic procedure to
set up a managed node for WLSSPI operations starts about 10 minutes
after the policies are deployed. Wait 10 minutes and run the Verify tool to
verify the version of the policies installed on a managed node:

a From the OVO console, select Operations Manager = Tools = SPI for
WebLogic Server = WLSSPI - SPI Admin.

b  Double-click on WLSSPI Verify.

c Select the node(s) to verify (select all managed nodes running
WebL ogic Administration Servers and WebLogic managed servers).

d Click Launch.

e The WLS-SPI version is displayed. The version should be B.02.05 or
higher.

f  Click Close.

4 If verification is successful, go to "Additional WLS-SPI Configuration” on
page 25. Otherwise, go to Task 3: Set Additional Properties.

Task 3: Set Additional Properties

LOGA N and PASSWORD are the basic properties needed by the discover process.
However, depending on your environment, additional configuration
information may be needed by the discover process.

Determine if you need to set the following properties (refer to the online help
for more information):

= ADDRESS - Required if the WebL ogic Server is configured to a virtual IP
address. ADDRESS is the domain name or IP address where the WebL ogic
Server is listening.

= ADM N_PORTS - Required if the domain configuration file (confi g. xm ) is
not located in the default directory:

— <WeblLogic_Install _Dir>/confi g/ <WebLogi c_Donmai n>/
(WebLogic 6.x)
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— <BEA Hone_Dir>/user_projects/ <WblLogi c_Domai n>/
(WebLogic 7 or 8)

where <WbLogi c_I nstal | _Di r> is the directory where the WebLogic
Server is installed, <BEA Hone_Di r > is the directory that contains the
regi stry. xnm file, and <WebLogi ¢c_Donai n> is the WebLogic domain
name.

ADM N_PORTS is the port number(s) of WebLogic Admin server(s).

e HOVE_LI ST - Required if the BEAregi stry. xm file is not accurate or
cannot be found (occurs if you did not use BEA's installation scripts to
install the WebLogic Server software and Service Packs). HOVE_LI ST is a
list of directories where the WebL ogic Server is installed.

= JAVA HOME - Required if there is more than one directory where Java is
installed. JAVA_HOME is the default directory where Java is installed.

To set one or more of these properties, do the following:

1 Repeat "Task 1: Run WLSSPI Discover" on page 20. When you get to step
8, set one or more of the properties listed above.

2 Repeat "Task 2: Verify the Discovery Process" on page 23.

3 If verification is successful, go to "Additional WLS-SPI Configuration” on
page 25.

If verification is not successful, view the error messages in the message
browser and follow the instruction text to correct the problem.

Additional WLS-SPI Configuration

Once you have successfully completed basic WLS-SPI configuration, you must
finish WLS-SPI configuration by setting additional configuration properties
(these properties are not automatically discovered by the Discovery policies)
and/or installing and configuring additional components. Setting some of
these properties and configuring additional components depends on your
environment.

Refer to the online help for a complete definition of the properties.

To run the WLSSPI Start and WLSSPI Stop tools from the OVO console,
set the START_CMD, STOP_CMD, and USER properties.
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Additional WLS-SPI Configuration

If you are configuring user-defined metrics, set the
UDM DEFI NI TI ONS_FI LE property. Refer to "User Defined Metrics" on page 69
for additional configuration information.

If HP OpenView Performance Manager is installed (must be purchased
separately) and you want to view graphs, set the GRAPH_SERVER property.
Refer to "Integrating WLS-SPI with HP OpenView Performance Manager" on
page 62 for additional installation and configuration information.

If HP OpenView Reporter is installed (must be purchased separately and
is not the version of Reporter that is included with OVO), refer to "Integrating
WLS-SPI with Reporter to Generate Reports" on page 58 for installation and
configuration information.

If WebL ogic clustering is implemented on a managed node (WebLogic 5
or 5.1 only), set the CLUSTER property.

If absolute log file names are not configured in the WebLogic Server or
when the WebL ogic Server’s installation and starting directories are
in different locations (WebLogic 6.x only), set the LAUNCH_DiI R property.

To update the configuration, do the following:

1 From the OVO console, select Operations Manager = Tools = SPI for
WebLogic Server = WLSSPI - SPI Admin.

Double-click on WLSSPI Configure.
Select the managed node(s) to configure.
Click Launch.

Click Next in the “Introduction” window.

S g0 A~ wWN

Set the properties. Refer to the online help for more information about
using the configuration editor.

Select Save

~

8 Select Next.
9 Select OK.
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Using and Customizing WLS-SPI

Introduction

Like all OpenView plug-ins, the Smart Plug-in for BEA WebLogic Server
(WLS-SPI) is easy to use. You should have installed the software, configured
the WLS-SPI connections, and deployed the policies. In the OVO message
browser, some messages may be appearing regarding the performance of
WebL ogic Server.

As you become familiar with the WLS-SPI, you can determine which policies
are most useful to you and which you might want to change. This chapter
assists you by providing further detail on the policies and how to make those
changes.

In general the following topics are covered:

Using the WLS-SPI Policies

Basic Policy Customizations

Advanced Policy Customizations
Reinstalling WLS-SPI Policies

Using Policies/Tools to Generate Reports

Monitoring WebLogic on Unsupported Platforms
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Using WLS-SPI Policies

Using WLS-SPI Policies

You can customize WLS-SPI policies, although they work without any
modifications. To help you in understanding how you might customize the
WLS-SPI policies, the following sections cover the OpenView Operations
policies in general and WLS-SPI policy groups in particular.

WLS-SPI Policy Groups

WLS-SPI policy groups provide a means of organizing various OVO policies.
There are four primary WLS-SPI policy groups (6.0, 6.1, 7.0, and 8.1).
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These groups contain metric and logfile policies as follows:

< Metric (monitor) policies: generate messages according to threshold
settings monitoring WebLogic availability and performance metrics
grouped according to collection intervals. The Metrics group contains a list
of policies that fall into two categories according to their function.
Metric policies pertain to individual metrics. Collector policies pertain to
all metrics scheduled to be collected in the specified collection interval.

= Logfile policies: generate messages according to logfile and error text
detected in both the WebLogic Server logfiles and in the WLS-SPI logfiles.
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The WLSSPI Discovery policy automatically updates the WebL ogic
configuration information in the service map. Uncheck the AUTO DI SCOVER
check box in the configuration editor if you do not want the discovery policy to
automatically overwrite this configuration information. Refer to the online
help for information on how to use the configuration editor.

OVO Policy Types and WLS-SPI

Metric policies define how data is collected for the individual metric and set a
threshold value that, when exceeded, generate alerts/messages in the
Message Browser. You can change the threshold within a policy by double-
clicking on the policy, clicking on the Threshold levels tab, and clicking on
Threshold level in the Level summary pane.

Incoming values for metric WLSSPI1-0012.1 are compared against its
threshold limits. In the figure below, the default threshold is set at 10.

Figurel Threshold Level Window
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Collector policies define all metrics for the WebL ogic Server application that
are scheduled for collection at the specified interval. Though still identified as
a “metric policy” in the OVO lists of policies, you will notice that these policies
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Basic Policy Customizations

Basic

»

have names different from the individual metric policies. Within the name of
each collector policy is its collection interval (for example, W.SSPI - 70- 1h).
When you open any collector policy, you see all metrics (by number) collected
within the interval following the -m option of the collector/analyzer command
wasspi_wls_ca.

The figure below shows the Pr ogr am name text box which contains the
collector/analyzer command (wasspi _wW s_ca), followed by the collection
parameter and collection name (- ¢ W.SSPI - 70- 1h), followed by the metric
parameter and each metric (- m 240- 242)

Figure 2 Program Name Text Box.

Froagram parameters
|V Program name® Iwasspi_wls_u:a -z WS SPI-F0-Th -m 240-242 _I

Policy Customizations

After you begin using the WLS-SPI, you may decide that specific WLS-SPI
policies need some modification. Descriptions contained in the previous
section of metric policies (rules for interpreting metric data, for example,
thresholds,) and collector policies (rules for the scheduled metric collection)
show you where to go to make the various changes. For example, to change a
threshold, you would open a metric policy. To schedule or delete a metric from
data collection, you open the collector policy. Those kinds of basic
customizations are covered in this section.

In most cases, it is advisable to make copies of the original policies so that the
default policies remain intact.

Modifying Metric Policies

Many metric attributes can be modified for all monitored instances of
WebL ogic Server. Attributes not mentioned here are defined in the online
help.
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Threshold Level and Actions

To modify the threshold level and actions of a policy, do the following

1

From the OVO console, select Operations Manager = Policy management —
Policy groups = SPI for WebLogic Server = WebLogic 7.0 = Metrics.

Double-click on a policy.
Select the Threshol d | evel s tab.

From the Level summary pane, click on Threshol d | evel . The Threshold
level window displays.
Y
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In the figure above, the threshold limit is set to 10 for WLSSPI1-0026. The
incoming values for this metric show the total number of times per minute
clients must wait for an available (Enterprise Java) bean. A value of more
than 10 would start to impact the server response time the client
experiences, generating a Warning message.

The following attributes can be modified:

Threshold limit. The value that triggers a message if it is met or crossed.
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Basic Policy Customizations

Short-term peaks. A minimum time period over which the monitored
value must exceed the threshold before generating a message. For a
message to be sent, the value must be greater than the threshold each
time the value is measured during a duration that you select. If the
duration is set to 0 or the box is left empty, an alarm is generated as soon
as OVO detects that the threshold has been equaled or crossed.

Reset. A limit below which the monitored value must drop (or exceed, for
minimum thresholds) to return the status of the monitored object to
normal.

Click on one of the actions tabs to set the following:

Start actions. Actions carried out the first time that the threshold is
crossed.
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Continue actions. Actions carried out at each subsequent polling
interval if the reset value is not reached.

U Warning Hheeshokl™
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End actions. Actions carried out after the threshold crosses the reset
value.
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In each of the actions tabs, you can set the type of actions to perform. The
WLS-SPI provides the ability to generate Performance Manager graphs or
reports, or to add custom programs. The reports or graphs are accessible to
the user from:

Automatic command. A command run when the rule is matched. The
automatic command delivered with the WLS-SPI generates a snapshot
annotations report that shows the data values at the time the action was
triggered from an exceeded threshold. You can view the report in the
message annotations.

Operator-initiated command. A command attached to the message
that the rule sends to the message browser. This command can be started
by the operator from the message browser. The operator-initiated
command delivered with the WLS-SPI allows the operator to press the
Perform Action button to view a graph of the metric whose exceeded
threshold generated the message along with other related metric values.
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Message and Severity

To modify the message and severity of a policy, do the following
1 Double-click on a policy.
2 Select the Threshol d | evel s tab.

3 From the Level summary pane, click on Message. The Outgoing Message
window displays.
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The following attributes can be modified:

= Severity. Indicates to the operator the importance of the event which
triggers this message.

< Message Text. Be careful not to modify any of the parameters—
surrounded by <> brackets, beginning with $—n a message.
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Advanced Policy Customizations

The policy changes suggested here range from making copies of default policy
groups in order to customize a few settings, to deleting whole groups of
metrics within a policy’s command line. This section is considered advanced
because all changes described here, whether simple or complex, require some
advanced knowledge of the WLS-SPI metrics.

Choosing Metrics To Monitor

As a start, determine which metrics you want to change and what policies
within the group you want to use. Then proceed as follows:

1 Create a new policy group:
a Right-click on the policy group you want to copy and select Copy.
For example, right-click on the Metrics policy group under WebL ogic
7.0 and select Copy.
b Right-click on the group under which this policy group is located and
select Paste.
For example, right-click on WebLogic 7.0 and select Paste.
¢ Rename the new group.
For example, right-click on Copy of Metrics and select Rename. Type
in a new name.
2 Rename the original policies within the new policy group:
a Right-click on the policy and select All Tasks - Edit.
b Click on File = Save As.
¢ Enter a new policy name and select OK.
3 Delete all original policies within the new policy group:
a Highlight the policies and hit Delete.

4  Alter the renamed policies within the new group as necessary.
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Parameter Function

-C (collector) Specifies
collector policy name. Note:
(required)

-m (metric) Specifies the metric

Chapter 4

Creating a new policy group allows you to keep custom policies separate from
the original default policies, which you copy and place within the new group.
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Using the WLS-SPI Collector/Analyzer Command with Parameters

The wasspi _w s_ca conmand is used in every collector policy, named
according to its collection interval. You can view the default command line
parameters within each collector policy in the Program name text box in

OVO.

Using the WebLogic Server Command Parameters

WLS-SPI data collections are started with the wasspi _w s_ca command, to
which you can add other parameters, as identified in the following table.

Syntax with Example

-c <col |l ector_policy_nanme>

Must match the collector policy name in

which it appears.

Example: -¢ W.SSPI - 61- 05ni n

numbers or number ranges
on which to collect data.

-m <netric_nunber, netri c_nunber_range>
Example:-m 1, 3-5,9-11, 15
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Parameter

-t

Function

(tag) Allows you to create a
new policy group by adding a
prefix to an existing collector
policy along with the metric
number(s).

(include) Allows you to list
specific servers to monitor.
This option may not be used
with -e option.

(exclude) Allows you to
exclude specific servers; may
not be used with -i option.

Allows you to specify a
property/value as follows:

alarm: when of f, overrides
any alarming condition as
set up in the metric policy.

print: when on, prints the
metric name, instance name,
and metric value to STDOUT
in addition to any configured
alarming or logging.

log: when of f, prevents
graphing or reporting
functions.

Syntax Examples

Syntax with Example

wasspi _W s_ca
<prefix>-<col | ector _policy>
-m<netric_nunber> -t <prefix>-

Example:
wasspi_wW s _ca -c W.SSPI - 61-05mi n
-m 220- 223 -t DEV-

-i <server_nane>

Example: -i server1, server3

-e <server_nanme>
Example: -e server2, server4

-X <property>=<property_val ue>

-x al ar nFof f

-X print=on

-x | og=of f

= To specify metrics to collect:

wasspi_wW s_ca -c WSSPI -61-05m n -m 10- 14, 25, 26

wasspi _wW s_ca -c <neasurenent _t hreshol d_policy_nanme> -m
<metric_nunber _range>, <netric_nunber>
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To differentiate server instances:

wasspi _W s_ca -c STAGE-W.SSPI - 61- 05mi n - m 245, 246, 260 -i
serverl, server3 -t STAGE-

(Inserting “serverl” and “server3” in the Program name text box of the
collector policy results in collecting data for the specified metrics from these
servers only.)

Changing the Collection Interval for All Scheduled Metrics

To change the metric collection interval, simply change the Polling Interval in
the appropriate collector policy. For example, to change the collection of
default metrics from 5 minutes to 10 minutes for the WebLogic 7.0 policy
group WLSSPI-70-05min collector policy, follow these steps:

1

From the OVO console, select Operations Manager = Policy management —
Policy groups = SPI for WebLogic Server = WebLogic 7.0.

Select Metrics.

Right-click on the collector policy WLSSPI-70-05min and select All Tasks —
Edit.

Click on File = Save As and change the Nane to WLSSPI - 70- 10mi n.
Change the Pol I i ng I nterval from 5m to 10m.

Modify the command line - ¢ parameter to reflect the new policy name
(WLSSPI - 70- 10ni n) as follows:
wasspi_wWs ca -c¢ WLSSPI - 70-10mi n. ...

Deploy the new policy:

a Right-click on WLSSPI-70-10min.

b  Select All Tasks = Deploy on ...

¢ Select the node(s) on which to deploy the policy.
d Click OK.
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Changing the Collection Interval for Selected Metrics

To change the collection interval for selected metrics, copy the appropriate
collector policy and rename with a name reflecting the new interval, deleting
all but the metrics you are changing. Set the new interval. Edit the original
policy to remove the changing metrics. For example, to change the collection
interval to 10 minutes for metrics 70-81, follow these steps:

Frogram puaesmsies
Frogesm name” 187 5 5P T40%rn -m 1,2 61 53 §EIL= 503 _J

1 From the OVO console, select Operations Manager = Policy management —
Policy groups = SPI for WebLogic Server = WebLogic 7.0.

2  Select Metrics.

w

Right-click on the collector policy WLSSPI-70-05min and select All Tasks —
Edit.

Click on File = Save As and change the Nane to WLSSPI - 70- 10mi n.
In the Program name text box, delete all metrics after the -m except 70-81.

Change the Pol I i ng I nterval from 5m to 10m.

~N o o b~

Modify the command line - ¢ parameter to reflect the new policy name
(WLSSPI - 70- 10ni n) as follows:
wasspi_wWs ca -c¢ WLSSPI - 70-10mi n. ...

8 Select Save and Close.

9 Right-click on the collector policy WLSSPI-70-05min and select All Tasks =
Edit.

10 In the Program name text box, delete metrics 70-81 after the -m.
11 Select Save and Close.
12 Deploy the new policies:

a Right-click on WLSSPI-70-10min.

b  Select All Tasks = Deploy on ...

¢ Select the node(s) on which to deploy the policy.

d Click OK.

e Right-click on WLSSPI-70-05min and repeat steps b-d.
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Customize the Threshold for Different Servers

Customize the threshold as needed. For example, you may want to set the
threshold to 20 for SERVER 1 for metric 0012 and leave the threshold at 10
for all other servers. To do so, copy the existing condition and modify it to
serve as the exception. Follow these steps:

1

a b~ w N

(e2}

10
11
12
13
14
15
16

17

Double-click on the metric to open it for customization (for example,
double-click on WLSSPI1_0012).

The Measurement Threshold window displays.

Select the Threshol d | evel s tab.

Press the Specify instance filters button.

Select the Condi ti on tab.

Enter a Rule description (for example, "Rule for all servers except
SERVER_1").

Press OK.

In the Measurement Threshold window, press the Copy button to make a
copy of the rule.

Double-click on the copy of the rule. Enter a new Rule description (for
example, "Rule for SERVER_1").

In the Obj ect nane mat ches field, enter the desired characters to use for
pattern matching (in this example SERVER 1).

Select the Act i ons tab.

Double-click on the condition.

Change the name the condition to W.SSPI - 0012. 2.
Change the Threshold limit to 20.

Press OK.

Press OK.

Verify the order of your rules (for example, make "Rule for SERVER_1"
the first rule).

Click the Matching test button to test the pattern and verify pattern
matching (you must set up a match file first).
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Creating Custom, Tagged Policies

Another advanced customization option is to use the tag option (-t on the
command line) , which allows the collector/analyzer to recognize customized
policies that have a tag attached to the name. This option provides you with
the flexibility of using more than a single set of policies to define conditions
pertaining to specific installations of WebLogic Server.

When multiple nodes are managed by a number of groups, this option allows
you to create specially tagged policies that are separate from your original
setup. In such a case, you would make copies of the policies, rename them
with the tag and re-work the collector policy to pick up the tagged names, then
assign them to the various groups.

For example, you might create a group of policies and change each policy
name to include CLI ENTOL1 in it. A metric policy might be named CLI ENTO1-
WLSSPI 0012 (retaining the metric number, which must be used). The
collector policy name would be named FI RST_CLI ENT- 61- 05mi n. You could
then set up another group for SECOND_CLI ENT and change all those policies to
include the CLI ENTO2 in the name.

To create the new policy group:
1 Copy the original policy group:
a Right-click on the policy group you want to copy and select Copy.
For example, right-click on the Metrics policy group under WebL ogic
7.0 and select Copy.
b Right-click on the group under which this policy group is located and
select Paste.
For example, right-click on WebLogic 7.0 and select Paste.
¢ Right-click on Copy of Metrics and select Rename. Rename the new
group according to how you plan to identify the new metric and
collector policies.
For example, rename the group to CLIENTO1Metrics.
2 Rename the original policies within the new policy group.

The names you give the new metric policies in the group would contain the
new name followed by the original metric number. For example, a copy of
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WLSSPI 0001 could be called CLI ENTO1- W.SSPI _0001.

The name you give the new collector policy would also contain the
identifying name. You would also modify the scheduled collection for the
new group by inserting the -t property in the Program name text box.
For example:

wasspi_wW s_ca -c FIRST_CLIENT-61-10mn -m 16 -t CLI ENTO1-
In this case the copied collector policy has been renamed:

FI RST_CLI ENT- 61- 10mi n

a Right-click on the policy and select All Tasks - Edit.

b Click on File = Save As.

¢ Enter a new policy name and select OK.

3 Delete all original policies within the new policy group:

Highlight the original policies and hit Delete.

Re-installing the WLS-SPI Policies

To restore the default WLS-SPI policy groups on your OVO management
server, you must remove and then reinstall the WLS-SPI. Refer to "Removing
WLS-SPI" on page 14 and "Installing WLS-SPI" on page 11 for more
information.

Using Policies/Tools to View Annotation
Reports and Graphs

Some policies have actions defined with threshold violations or error
conditions that automatically cause reports to appear in the message
Annotations. These reports are snapshots of data values collected from the
server around the time that the alarm occurred.
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Other policies have operator actions associated with them that allow you to
generate a graph.

The reports discussed in this section should not be confused with those
generated by OpenView Reporter, which show more consolidated, historical
data generated as Web pages in management-ready presentation format.

You can access the data as follows:

To view the Message Properties. Double-click on a message in the
OVO message browser. Reports can be viewed from the Annot at i ons tab
area, showing data values on a single server.

To view reports. From the OVO console, select Operations Manager =
Tools = SPI for WebLogic Server = WLSSPI - Metric Reports. Double-click on
the report. A report is generated for all WebLogic Server instances on the
selected managed node.

To view graphs. Double-click on a message in the OVO message
browser. Graphs can be generated in the Cormands tab area, if an
operator-initiated command has been configured and data has been
collected. Select Start to generate the graph.

The View Graphs application launches your Web browser, which displays
the graphing feature available in HP OpenView Performance Manager
(which must be purchased separately).
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Automatic Command Reports

Many metrics generate Automatic Command Reports. These reports are
generated as soon as an alarm is triggered in OVO.

How you know a report has been generated

When an Automatic Command Report is executed from OVO, the server is
gueried for additional data. If your message browser is set to display the
SUIAON column, you will see an “S” under the “A” column (see illustration),
which indicates that a generated report is available in the Annotations area of

the Message Properties.
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How to view the report

To view the report, double-click on the message and select the Annot at i ons
tab. Column descriptions provide further clarification.

How Automatically Generated and Manually Generated Reports Differ

Automatic Command reports show the state of the system moments after the
alarm occurred. You can manually generate a report that shows the current
state of the system by navigating down the console tree to the individual SPI
for WebLogic reports and double-clicking on the report.

Reports

Reports run for all WebLogic Server instances configured on the managed
node, in contrast to Automatic Command Reports which are generated for a
single WebLogic Server instance. The reports generated reflect the current
state of WebLogic Server on the managed node.
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To generate a report in OVO, simply navigate down the console tree to the
individual SPI for WebLogic reports, double-click on the report, and select a

managed node.

Use these tools to manually generate a report similar to an Automatic
Command report. These reports differ by showing data on ALL WebL ogic
Server instances on the managed node. The Automatic Command report
shows data on the single WebLogic Server instance with the exceeded

threshold

Sample Report

The following example shows the format of a WLS-SPI report. This report is
automatically generated (automatic command report).
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Figure 3 Report on Metric B-011
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default | ExecuteThresad10]
default | ExecuteThread[11]
default | ExecuteThread[12]
default | ExecuteThread[l3]
default | ExecuteThread(14]

Idle Threads

Vaiting Requests

2 o
11 o
i0 o

Longest Waiting Begquest
Cct 16, 2001 3:22:20 PM
Qee 16, 2001 3:22:20 PH
Oot 16, 2001 3:22:20 PM

Current Regquest

Current Reguest

null
weblogilc. i, internal . BasicExecuteRequesctl£0cS5
Socket Feader Regquest
Socket Reader Regquest
Bead Multicast Masg Fragment

Monitoring WebLogic on Unsupported Platforms

The WLS-SPI supports monitoring WebLogic Server-installed systems
running on HP-UX, Solaris, and Windows NT/2000. However, it is possible to
configure the WLS-SPI to monitor a WebLogic Server installed on systems
running on unsupported platforms—systems we refer to as “remote systems.”
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The intent of this section is to help you determine if your environment is
conducive to setting up remote monitoring. If you determine that your
environment meets the criteria described below, and you have some expertise
in using the WLS-SPI, this section offers an example to get you started.

Requirements for Monitoring Remote Nodes (running on
Platforms not supported by WLS-SPI)

For a WebLogic Server installation on a system running on a platform other
than Solaris, HP-UX, or Windows NT/2000, you can use WLS-SPI to monitor
that remote system if the following conditions apply. The last condition is
optional:

= The remote system is covered by a purchased license (using Tier 1
pricing).

= The WLS-SPI runs on at least one managed node on a supported platform:
HP-UX, Solaris, Windows NT or Windows 2000.

= (Optional, for logfile monitoring) The remote system runs on a platform
supported by the OVO agent software.

Overview

The following section provides an overview of remote monitoring and shows
how it is implemented. Also included are details on how to set up the WLS-SPI
to access WebLogic Server metrics and logfiles on unsupported platforms by
using both the WLS-SPI and OVO agent software.

Remote Monitoring: How It Works

In a standard configuration, WLS-SPI programs/policies are deployed on the
local, managed node. In a non-standard configuration, the local system is used
as a proxy through which remote metric information becomes accessible.
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Remote system data collection/interpretation relies on the local, managed
node to act as the proxy on which data collection is configured.

OpenView Operations OpenView Operations
Managed Node Management Server
Proxy System DE!

Configuration entries requirement: Within the configuration, entries for both
local and remote systems are included. You can include multiple remote
system entries in a local system'’s section. (Please refer to the example on
page 51, showing how the remote entry appears (with system IP address).

Policy deployment requirement: Policies for the correct WebL ogic Server
version must be deployed on the local node. If you need a separate policy
group (for example 6.0 or 6.1) to cover a different WebLogic Server version,
you can copy and rename the existing policies and specify the WebLogic
Server name on the command line using the -i or - e options. Refer to a
previous section in this chapter “Using WLS-SPI Policies, page 28" for details
on using these command line parameters.
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OVO agent deployment requirement (optional logfile monitoring): To access
remote WebLogic logfiles, the OVO agent software must be installed on the
remote system. Using standard OVO processes, you can modify the standard
logfile policies included with the WLS-SPI to specify the correct logfile names,
then deploy them to the remote system.

}. Monitoring remote systems using logfile versioning is not supported.

Configure Remote System Monitoring

You can monitor WebL ogic servers remotely on systems other than those
running on HP-UX, Solaris, or Windows NT/2000 platforms by completing the
following tasks.

Task 1. Configure the Remote WebLogic server

Using the WLSSPI Configure tool in the WLSSPI - SPI Admin tools group,
configure each local managed node that communicates with a remote
WebLogic server. In the configuration, add entries for remote WebLogic
Servers.

1 Start the WLSSPI Configure tool.

2 Choose a WebLogic managed node from which to monitor the remote
WebLogic Server.

3 In the configuration, include an entry for each remote WebLogic server:
ADDRESS=<DNS server nanme or |P address>.

The example configuration below shows how local and remote WebL ogic
servers are configured in the same file. Notice, however, that for the
remote servers the ADDRESS=<I P_addr ess> line is added:

ADDRESS=15. 75. 27. 109 or
ADDRESS=har | ey. hp. com
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Example Configuration

#

BB B B T R T B B B B R B P B R A
HOVE=/ opt / bea/ Wl sser ver 6. Ospi

JAVA HOVE=/ opt / bea/ j dk130

SERVERL NAME=c| assact
SERVERL_PCORT=7001

SERVERL LOd N=server1l admn
SERVERL_PASSWIRD=ser ver 1_passwor d

SERVER2_NAME=har | ey
SERVER2_PCORT=7002

SERVER2 LQOd N=server 2_adm n
SERVER2_PASSWIRD=ser ver 2_passwor d
SERVER2_ADDRESS=har | ey. hp. com

There are two WeblLogic servers configured in the example configuration.
SERVERI is the local server, running on an HP-UX managed node. SERVER? is
running on an OVO-managed node, that is a Linux system (a platform
unsupported by WLS-SPI). The remote system is configured similar to that of
the local system but contains the new line SERVER2_ADDRESS=har | ey. hp. com

Task 2: (optional) Integrate OpenView Performance Agent
(MeasureWare Agent)

Since the OpenView Performance Agent collection occurs on the managed
node, not the remote system, if you use PerfView and would like to graph the
remote system data, you must ensure that MeasureWare integration is
enabled on the (local) managed node.

Task 3: Assign Local Node to WLS-SPI node group

Assign the local managed node to the appropriate node group. For example,
you would assign the local node to the WLS 6.1 node group if the local and
remote managed nodes are both WebL ogic 6.1 servers. Make sure you are
deploying the configuration on the same WebLogic Server version node as the
remote system.
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Configuring Remote Monitoring for Logfiles (Optional)

Monitoring remote system logfiles is supported if the following is true: (1) The
remote system has an OVO agent running on it and (2) the system does not re-
version logfiles when they roll. To set up logfile monitoring, at the OVO
console, copy the WLS-SPI logfile policy and then configure, assign, and
deploy the copied logfile policy to the remote system.

Configure the logfile policy for remote logfiles

1 Open a copy of the WebLogic Log Policy located under the WebLogic
version Group.

a From the OVO console, select Operations Manager = Policy management
— Policy groups = SPI for WebLogic Server = WebLogic 7.0.

b  Select Logfiles.
¢ Double-click on the log policy

2 In the Logfile pathname text box, enter the location of the logfile on the
remote system: / <pat h>/ <fi | enanme>.

3 Assign and deploy the logfile policy to the remote OVO-managed node.
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The Log File Policy and the OVO Agent, both present on the remote system,
make WebLogic Server logfile monitoring possible.

OpenView Operations OpenView Operations
Managed Node Management Server

Proxy System

Remote Monitoring Limitations

The WLS-SPI and the OVO agent do not support access to logfiles that are
re-versioned each time the logs are rolled.

When no OVO agent is present on the remote system, monitoring of
WebLogic logfiles on the remote system cannot occur.

WLS-SPI tools cannot be executed on remote systems.

WLS-SPI does not support application servers with the same name.
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Using HP OpenView Reporting and
Graphing Features with WLS-SPI

Introduction

HP OpenView Reporter, which must be purchased separately (this is not the
version of Reporter that is included with HP OpenView Operations for
Windows), integrates fully with the Smart Plug-in for BEA WebLogic Server
(WLS-SPI). Reporter produces management-ready, Web page reports,
showing historical and trending information.
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The WLS-SPI, working in conjunction with Reporter, produces a variety of
reports, showing consolidated information on WebLogic Server.

hp CpanView aparoians

Serviet Average Bxecution Time - TOP 20
Average Execution Time in milliseconds

Another OpenView product, Performance Manager, provides graphing
capability. With this added capability you can use the WLS-SPI Graph tools to
generate graphs of current conditions. In addition, Performance Manager also
works to generate graphs associated with Operator-initiated actions
(wherever included in a WLS-SPI policy).

This section provides information on how to fully integrate WLS-SPI1 with
HP OpenView Reporter and Performance Manager. After you complete the
instructions in this chapter, every night Reporter generates reports that show
the performance and availability of WebLogic Server on configured managed
nodes. You can also take advantage of the built-in graphing capabilities of the
WLS-SPI, coupled with Performance Manager.
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Using the OpenView Performance Agent

The OpenView performance subagent (CODA) is automatically deployed on all
managed nodes. WLS-SPI relies on this default performance subagent to
collect and store performance data used with OVO graphing and reporting.
These reporting and graphing features only work with CODA.

However, you may want to use the OpenView Performance Agent (OVPA or
MeasureWare Agent) which is supported by HP OpenView Reporter and HP
OpenView Performance Manager (these products must be purchased
separately).

You can configure the WLS-SPI data collector to use OVPA to collect and store
performance data, but you cannot use the graphing and reporting features in
OVO with this data.

To configure the WLS-SPI data collector to use OVPA, do the following:

1 On the managed node, create a nocoda. opt file in the following
directory:

Operating System File Location

UNIX [ var/ opt/ OV/ conf/ dsi 2ddf/

Windows \ Program Fi | es\HP OpenVi ew I nstal | ed
Packages\ { 790C06B4 ...} \conf\dsi 2ddf\

If the directory dsi 2ddf does not exist, create it.

2 Edit the nocoda. opt file to contain the following single line:
ALL

3 Save the file.
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Integrating WLS-SPI with Reporter to Generate
Reports

Prerequisite: Configuration of the WLS-SPI, which includes software
deployment, server connection configuration, and assignment/deployment of
policies to targeted nodes.

1 Install the WLS-SPI report package on the Windows system running
Reporter:

a Insert the hp OpenView New and Upgraded Smart Plug-ins and
Integration Modules for OV operations for Windows 7.10, 7.20, 7.21
CD into the CD drive of the Windows system running Reporter.

b Gotothe/WbLogi c SPI Reporter Package directory.
¢ Double-click on WLSSPI-Reporter.msi

d Complete the installation by following the instructions in the windows
that display.

2 Check the Reporter status pane (see the illustration that follows) to note
changes to the Reporter configuration.

}. For Windows 2000 managed nodes, during the installation an error message may
appear that indicates the installer has detected an older version of the installer on
your system. Y ou can safely ignore the message and continue.

For NT 4.0 managed nodes, during the installation you may get the error:

1604: This setup does not contain the Windows Installer engine
[INSTMSIW.EXE] required to run the installation on this operating system.

In this case you must install the Microsoft Windows Installer from the Microsoft
Web site.
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The status pane (at the bottom of the Reporter window) shows you
information on the programs running and any errors occurring. You can check
the status pane to see that Reporter has been updated with the WLS-SPI
reports.

i2* Reporter i =101 %l
Ble yiew Action  Help

\@\&\’5%1\"0\ e

=98 Reporter Administrator (= = Systen - who.rose hp.com
& ﬁ Discovery Area [# Groups
' Metric Lists -3 Metric Lists
: :—g Reports El .-—;l Reports
w30 A 78| BEA Weblogic J0BC Cannection Likization

i=-15l| BEA wsblogic Avalsbiliy

=] BEA WebLogic Availability

im| BEA WebLogic Availsbiity Details
EEA, Weblogic Performance

8| BEA Weblogic 145 Server Ut by Bytes
BEA Weblogic M5 Server LEll by Message
28| BEA Weblogic Servers Queus Throughput
BEA Weblogic Servers Serviet Requests
18| BEA WebLogic JDBC Connection Ukiliza 18| BEA Weblogic Servers Transackion Thraughput
BEA Weblogic JMS Server Ll by Byte: @ BEA Weblogic Transaction Rollbacks
i#| BEA WebLogic IMS Server Lkl by Mess [ 4} System Information
2R BEA Weblogic Queues Throughput

8 BEA Weblooic Servers Queus Througt
BEA WebLogic Servers Serviet Reques
i| BEA Weblogic Servers Transaction The
= BEA ‘WebLogic Servet Exec Time
2B BEA Weblogic Seret Reguests

® BEA ‘WeblLogic Thread Utiization
BEA WebLogic Transackion Rollbacks
BEA Weblogic Transactbon Throughput

i _l Cnrflquratm -

4| | b

(L) 2001/10/11 11:35:46 RepMaink: Removing all but the last 7 days data from the table YPR_PROCESSOR. (< 10/04/01 00:00 =]
200110711 11:35:46 RepMaink: Remaving all but the last 7 days data From the tabie YPR_SYSTEM (< 10/04/01 00:00:00)
2001110711 11:35:46 Rephaink: Removing all buk the last 7 daws data from the table WEBLOGIC (< 10/04/01 00:00:00)

(E)2001{10/11 11:35:46 RenMaink: Removing all but the last 7 days data from the table DOWNTIME (< 10/04/01 00:00:00)

@MLHWI 1 11:35:46 RepMaint: Removing 2l buk the last 7 daws data from the table COMPLETED (< 10/04001 00:00:00)

@2[01 J10/11 11:35:47 RepMaint: Removed 1 bemp files (0 bytes total)

Ll

200110411 11:35:47 Scheduler: Starting program “ReplCrys.exe”
‘1 AN TN 11 IR D e rnie s e abad nke Ba W7 cansik .....J-.r-n.p 5 o
A > |\ Reporter Status f, Fsport Trace
Readhy |Reporter Service - Stopped 2
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»

You can find instructions in the Reporter Help for assigning WLS-SPI reports
to the targeted nodes. To access Help, select Reports or Di scovered Systens
in the left panel of the Reporter main window and right-click it. Select Repor t
Hel p or Di scovered Systens Hel p from the submenu that appears. See the
topic “To assign a report definition to a Discovered Systems Group.”

3 Add group and single system reports by assigning reports as desired. (See
the Reporter Help and the online Concepts Guide for complete
information.)

Group and single system WL S-SPI reports require that you identify systems by
their full name (for example, abc.xyz.com is acceptable while abc is not).

WLS-SPI Reports

The reports available through the integration of HP OpenView Reporter and
WLS-SPI show consolidated data on server performance and availability on
all WebLogic Server systems. In addition, other reports show data for single
systems. These reports are available the day following your installation of the
WLS-SPI report package on the Reporter Windows system. (Please refer to
page 58 if you have not yet completed the report package installation.)

The following tables show pre-defined reports

Tablel Performance
Report Title Description WebLogic Metric
Version
DB Connection Utilization Shows DB connection pools throughput against the  6.x, 7.0, 260
connection utilization 8.1

EJB Cache Hits - Top 20 Shows stateful and entity EJB cache hits for the top 7.0, 8.1 238

20 servers.
EJB Free Pool Wait Rate -  Shows the number of times per minute that a 7.0,81 25
Top 20 request had to wait for an EJB to become available

for the top 20 servers.
EJB Pool Utilization Shows the EJB pool utilization for the top 20 7.0,81 235

servers.
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Table1l Performance
Report Title Description WebLogic Metric
Version
EJB System Transaction Shows the throughput (transactions per second) for 6.1 227-230
Tput. - Top 20 the top 20 EJBs for each WebLogic Server.
EJB Timeout Rate - Top 20 Shows the number of times per minute that a 7.0,8.1 26
request timed out while waiting for an EJB to
become available for the top 20 servers.
EJB Transaction Rollback  EJB transaction rollback rate by EJB for the top 20 6.1 36
Rate - Top 20 servers.
EJB Transaction Shows the average EJB transaction throughput for 6.1 35
Throughput - Top 20 the top 20 servers.
JMS Server Util by Bytes Charts the throughput against the queue utilization 6.x, 7.0, 252, 256
by byte count for destinations on the JMS servers for 8.1
each WebLogic Server.
JMS Server Util by Charts the throughput against queue utilization by 6.x, 7.0, 251, 255
Message message count on the JMS servers for each 8.1
WebLogic server.
Server Queue Throughput- Shows the average throughput for the top 20 6.x, 7.0, 10
Top 20 execute queues of all servers. 8.1
Server Queue Utilization Shows the throughput against the thread utilization 6.x, 7.0, 10,11
for each WebLogic server. 8.1
Server Queue Utilization -  Shows the throughput against the thread utilization 6.x, 7.0, 10,11
Top 20 for the top 20 servers. 8.1
Servlet Avg. Response Shows the average response time for the top 20 6.x, 7.0, 240
Time - Top 20 servlets. 8.1
Servlet Request Rates - Shows the total servlet request rate being received 6.x, 7.0, 242
Top 20 by the top 20 servers. 8.1
Servlet Requests - Top 20  Shows the total servlet requests being received by 6.x, 7.0, 242
the top 20 servers. 8.1
Transaction Rollbacks Shows the average transaction rollback by day. 6.x, 7.0, 71
8.1
Transaction Throughput - Shows the average transaction throughput for the 6.x, 7.0, 76
Top 20 top 20 servers by day. 8.1
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Table2  Availability

Report Title Description WebLogic Metric
Version
Server Availability Contains a daily histogram showing the percentages 6.x 2

of uptime and downtime for all servers.

Server Availability Details Contains spectrum graphs showing minutes of 6.X 2
uptime by day and hour for each WebLogic Server.

Removing the WLS-SPI Reporter Package

From the Control Panel, double-click on Add/Remove Programs.
From the Add/Remove Programs window, select WLSSPI-Reporter.

Click on Remove.

A W N R

Complete the removal by following the instructions in the windows that
display.

Integrating WLS-SPI with HP OpenView
Performance Manager

To use Performance Manager, you must purchase and install it separately. To
integrate WLS-SPI with OVPM, do the following:

1 Configure the location of the graphing system within the WLS-SPI
configuration. Refer to the online help for more information about setting
the GRAPH_SERVER property.

2 Install the WLS-SPI graph package on the Windows system running
Performance Manager:

a Insert the hp OpenView New and Upgraded Smart Plug-ins and
Integration Modules for OV operations for Windows 7.10, 7.20, 7.21
CD into the CD drive of the Windows system running Performance
Manager.
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b Gotothe/WbLogi c SPI OVPM Configuration Package
directory.

¢ Double-click on WLSSPI-Grapher.msi

d Complete the installation by following the instructions in the windows
that display.

3 To graph any WebLogic server metric, you need the data source name:
WLSSPI _METRI CS

Viewing Graphs that Show Alarm Conditions

For graphing purposes, the WLS-SPI organizes metrics according to type and
includes four groupings. When a message is generated for any metric
appearing in a table in the section that follows, you can view a chart of its and
other metric values.

To view a graph associated with an alarm condition (Operator-initiated action
has been defined with the WLS-SPI policy), complete these steps:

1 In the OVO Message Browser double-click the message.
2 In the Message Properties window select the Conmands tab.
3 Press Start to start the Operator-initiated command.

The resulting action displays the metric’'s WLS-SPI graph, which charts its
values along with the values of other metrics in the same group.

Viewing Graphs that Show Past/Current Conditions

You can also generate any of the four available graphs manually by using the
WLSSPI - SPI Admin Tool View Graphs.
To manually generate a graph:

1 From the OVO console, select Operations Manager = Reports & Graphs =
Graphs = SPI for WebLogic Server.

2 Double-click on the graph you want to generate.
WLS-SPI Metrics Available for Add-On Graphs

The following tables show the graphs available for mapping collected metric
values. If you are interested in viewing any one of the metrics included in any
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of these tables, you can use the View Graphs tool to launch the graph, which
appears in your Web browser.

Table 3 Cluster: 80, 81

Graph Label

Metric Name

Metric Description

Cluster Outgoing
Message Failure Rate

Cluster Incoming
Message Failure Rate

B080_ClsOutMesFailRt

B081_ClslnMesFailRt

Number of multicast messages per
minute resent to cluster.

Number of multicast messages per
minute from cluster lost by the server.

Table 4  Enterprise Java Beans (EJB): 25, 26, 35, 36

Graph Label

Metric Name

Metric Description

Aggregate EJB Free
Pool Wait Rate

EJB Timeout Rate

EJB Transaction
Throughput Rate

EJB Transaction
Rollback Rate

B025 EJBFreePoolWtRt

B026_EJBTimeoutRt

B035 EJBTranThruRt

B036_EJBTranRbRt

Number of times per minute that no
EJB beans were available from the
free pool.

Number of times per minute a client
timed out waiting for an EJB.

Number of EJB transactions per
second.

Number of EJB transactions rolled
back per second.

Table5  Server Status (Serverstat): 5, 13, 14, 61, 85, 91

Graph Label

Metric Name

Metric Description

JVM Memory
Utilization Percent

Socket Traffic Rate

B005_JVMMemUtilPct

B013_ SocketTrafficRt

Percentage of heap space used in the
JVM.

Number of socket connections opened
per second.
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Table5  Server Status (Serverstat): 5, 13, 14, 61, 85, 91

Graph Label

Metric Name

Metric Description

Active Socket Count

JDBC Connect Pool
Wait Count

Invalid Login Attempts
Count

Timer Services
Throughput Rate

B014_ ActiveSocketCnt
B061_JDBCConPIWtCnt

B085_InvLoginAttCnt

B091 TimeSerThruRt

Number of socket connections opened.

Number of clients waiting for a
connection from the connections pools.

Number of invalid login attempts.

Number of triggers executed per
second.

Table 6 Transaction: 70, 71, 72, 73, 74, 75, 76, 77

Graph Label

Metric Name

Metric Description

Transaction Average
Time

Transaction Rollback
Percent

Transaction Resource
Error Rollback Percent

Transaction Application
Error Rollback Percent

Transaction Time Error
Rollback Percent

Transaction System
Error Rollback Percent

Transaction
Throughput Rate

Transaction Heuristic
Count

B0O70_TranAveTime

B071_TranRollbackPct

B072_TranResErrRbPct

B073_TranAppErrRbPct

B074_TranTimErrRbPct

B075_TranSysErrRbPct

B076_TranThruRate

BO77_TranHeurCnt

Average commit time for
transactions.

Percentage of transactions rolled
back, based on the total.

Percentage of the transactions rolled
back due to resource error.

Percentage of transactions rolled
back due to application error.

Percentage of transactions rolled
back due to a timeout error.

Percentage of the transactions rolled
back, based on system error.

Number of transactions processed
per second.

Percentage of transactions returning
a heuristic decision.
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Launching the Web Page display with an Operator Action that Generate
Graphs

Performance Manager graphs can be generated from most WLS-SPI alarm
messages by double-clicking on the message, selecting the Cormands tab, and
selecting Start in the Operat or 1 niti ated section. The operator action
launches your Web browser, which can then display a graph of the metric that
generated the message as well as other related metrics.

Figure 1l A graph generated from an Operator Action

| Automatically Refresh Refresh Graph Now

Specifying a Date Range

Within the Web page display, you can specify a date range of one day, one
week, one month, or one year. Please see the online Help for instructions on

changing display settings.
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Removing the WLS-SPI Grapher Package

A W N R

From the Control Panel, double-click on Add/Remove Programs.
From the Add/Remove Programs window, select WLSSPI-Grapher.
Click on Remove.

Complete the removal by following the instructions in the windows that
display.
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Introduction to User Defined Metrics

The Smart Plug-in for BEA WebLogic Server (WLS-SPI) can collect data on
roughly 55 metrics. However, you can add your own metrics. In defining your
own metrics, you can monitor your own tools by registering application
MBeans with the WebLogic MBean server and creating user-defined metrics
(UDMSs) that instruct the WLS-SPI to gather data from these MBeans.

}. A custom MBean must expose a“Name” attribute. The WL S-SPI uses this name
as the identifying name for the MBean. If your custom MBean is a multi-
instance MBean, then each M Bean instance must have a unique value in its
Name attribute. For example, WebL ogic's ServletRuntime M Beans are multi-
instance because a ServletRuntime MBean is instantiated by WebL ogic for each
deployed servlet. The Name attribute of the MBean identifies the servlet that the
MBean is monitoring.

Please seethe IM X documentation for more information about creating MBeans.
Also refer to the WebL ogic documentation for more information about
registering MBeans.

You must understand the metric definitions DTD before creating your UDMs.
The sections that follow assume you are familiar with XML (extensible
markup language) and DTDs (Document Type Definitions).
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Metric Definitions DTD

The Metri cDefinitions. dtd file provides the structure and syntax for the
XML file that you create. The WLS-SPI uses this file to parse and validate the
XML file you create. The Metri cDef i ni ti ons. dt d file content is described
and a sample XML shown in the sections that follow.

On a managed node, the Metri cDef i ni ti ons. dtd file is located in the
following directory:

Operating System Directory

UNIX [ var/ opt/ OV/ wasspi /W s/ conf/
Windows % OvAgent Di r %4 wasspi \ W s\ conf\
}. Becausethe Met ri cDefi nitions. dtd fileisused at runtime, you should not

edit, rename, or move it.

MetricDefinitions.dtd consists of the following elements:
e MetricDefinitions

e Metric

= MBean

= FromVersion/ToVersion

e Calculation/Formula

The MetricDefinitions Element

The MetricDefinitions element is the top-level element within the
Metri cDefinitions. dtd file. It contains one collection of metrics,
consisting of one or more metric definitions.

<! ELEMENT MetricDefinitions (Metrics)>
<! ELEMENT Metrics (Metric+)>
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The Metric Element

The Metric element represents one metric. Each metric has a unique 1D (for
example, “WLSSPI1_0701"). If a user-defined metric is an alarming, graphing,
or reporting metric, the metric ID must be “W.SSPI _0xxx” where xxx must be
a number from 700 through 799. Otherwise, if the metric is used only within
the calculation of another metric, the metric ID must begin with a letter (case-
sensitive) and can be followed by any combination of letters, numbers, and
underscores (for example, "mbeanl").

A Metric element contains one or more elements that represent the metric
data source. Two data sources are supported: Mbeans and calculations. Each
metric data source element is scanned for a Fr onVer si on or ToVer si on child
element to determine which metric data source element to use for the version
of the application server being monitored.

<! ELEMENT Metric (MBean+ | Cal cul ati on+) >

<! ATTLI ST Metric id ID #REQU RED
name CDATA "
al arm (yes | no) "no"
report (yes | no) "no"
graph (yes | no) "no"
pr evi ous (yes | no) "yes"
description CDATA #| MPLI ED >

Metric element attributes are described in the following table.

Attribute Type Required Default Description

id ID yes -- The metric ID.

nane text no no The metric name, used for graphing and
reporting. The name can be up to 20

characters in length.

alarm "yes" no no If yes, the metric value is sent to the agent
"no" via opcnon.

r eport "yes" no "no" If yes, the metric value is logged for
"no" reporting.

pr evi ous "yes" no "yes" If yes, the metric value is saved in a history

"no" file so that deltas can be calculated. If you are
not calculating deltas on a metric, set this to
"no" for better performance.
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Attribute Type Required Default Description

gr aph "yes" no "no" If yes, the user-defined metric is graphed.
"no"

description text no A description of the metric.
Example

<Metric id="W.SSPI _0700" nane="UDM 700" al ar m="yes">

<)Matric>

The MBean Element

The MBean element is used when the data source of the metric is an attribute
of a IMX MBean. The MBean element contains the following elements:

ObjectName - the IMX-compliant object name of the MBean. The object
name can include JIMX-compliant pattern matching.

Attribute - the MBean attribute name.

AttributeValueMapping (optional) - numeric values that should be
substituted for the values returned by the MBean attribute. This can be
used to convert string attributes to numbers so they can be compared to a
threshold. Each AttributeValueMapping contains one or more Map
elements. Each Map element specifies one value to be mapped.

AttributeFilter (optional) - provides basic filtering of MBeans based on
MBean attribute values.

FromVersion/ToVersion (optional) - the versions of the WebLogic
Server for which the MBean element is valid. See "FromVersion and
ToVersion Elements"” on page 74 for more information.

<! ELEMENT MBean (FronVersion?, ToVersion?, bjectNane,

Attribute, Attri but eVal ueMappi ng?,
AttributeFilter*)>

<l ATTLI ST MBean instanceType (single | multi) "single"

dat aType (nureric | string) "numeric" >

<I ELEMENT Cbj ect Name (#PCDATA) >
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<I ELEMENT Attribute (#PCDATA)>

<! ELEMENT Attri but eVal ueMappi ng ( Map+) >
<! ELEMENT Map EMPTY>
<! ATTLI ST Map from CDATA #REQU RED

to CDATA #REQUI RED >

<IELEMENT AttributeFilter EMPTY>
<I ATTLI ST AttributeFilter type (include | exclude) "include"
narre CDATA #REQU RED
operator (initial SubString |
final SubString |
anySubString | match |

gt | geq | It | leq | eq)
#REQU RED
val ue CDATA #REQU RED >

MBean element attributes are described in the following table.

Attribute Type Required Default Description

instanceType  "single" No "single" Indicates if there are multiple
"multi” instances of this MBean.

dataType "numeric" no "numeric" Indicates if the value returned from
"string" the MBean attribute is a string or a

numeric value.

Map element attributes are described in the following table.

Attribute Type Required Default Description
from text yes no default The value that is to be mapped.
to text yes no default The new metric value to be returned in

place of the mapped value.
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AttributeFilter element attributes are described in the following table.

Attribute Type Required Default Description

type "include" no "include" Specifies if an MBean that matches
"exclude" this filter should be included or

excluded from consideration by the
data collector.
name text yes no Specifies the MBean attribute on
default  which to apply the filter.

operator  “initialSubString" yes no Specifies the filter to apply.
"finalSubString" default  “initialSubString", "finalSubString",
"anvSubString” "anySubString", and "match" can be
) y ) 9 used with MBean attributes that

match return text values.
gt "gt", "geq", "It", "leq", "eq" can be
"geq" used for MBean attributes that
"l return numeric values. See the JMX
g documentation for more information
q about filtering MBeans.

"eq"

value text or number yes no Specifies the value to compare. The

default  metric definition creator is

Example

<MBean i nstanceType="nul ti">
<FronVersi on server="6.0" update="1"/>
<(bj ect Name>*: *, Type=Execut eQueueRunt i me</ Cbj ect Nare>
<At tri but e>Pendi ngRequest Cur rent Count </ Attri but e>

</ MBean>

responsible for making sure the
value data type matches the data
type of the corresponding MBean
attribute.

FromVersion and ToVersion Elements

The FromVersion and ToVersion elements are used to specify the versions of
the WebLogic Server for which the data source element is valid.
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The following algorithm is used for determining which application server
version is supported by each metric data source element within the Metri c
element.

1 If a FromVersion element is not present, no lower limit exists to the server
versions supported by this metric.

2 If a FromVersion element is present, the server attribute indicates the
lowest server version supported by this metric. If an update attribute
exists, it qualifies the lowest server version supported by specifying the
lowest service pack or patch supported for that version.

3 If a ToVersion element is not present, no upper limit exists to the server
versions supported by this metric.

4 If a ToVersion tag is present, the server attribute indicates the highest
server version supported by this metric. If an update attribute exists, it
gualifies the server version supported by specifying the highest service
pack or patch supported for that version.

<! ELEMENT FromVersi on ( EMPTY) >
<! ELEMENT ToVersi on (EMPTY) >

<I ATTLI ST FronVersion server CDATA #REQU RED

updat e CDATA >
<I ATTLI ST ToVersi on server CDATA #REQU RED
updat e CDATA RS
FromVersion and ToVersion element attributes are described in the following
table.
Attribute Type Required Default Description
server numeric  yes none Specifies a primary server version; for
string example, <Fr omVer si on server="6.0"/>
updat e numeric  no hal Specifies a secondary server version, such as
string "1" for service pack 1.
A "*" indicates that the metric is valid for
all secondary server versions.
Example

<Fr onVer si on server="6.0"/>
<ToVer si on server="6.999"/>
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Calculation and Formula Elements

The Calculation element is used when the data source of the metric is a
calculation using other defined metrics. The Calculation element contains a
Formula element whose content is a string that specifies the mathematical
manipulation of other metric values to obtain the final metric value. The
metrics are referred to in the calculation expression by their metric ID. The
result of the calculation is the metric value.

<l ELEMENT Cal cul ati on (FronmVersion?, ToVersion?, For mul a) >
<! ELEMENT For mul a ( #PCDATA) >

Syntax

Calculations must use the following syntax:

= Operators supported are +, -, /, *, and unary minus.

= Operator precedence and associativity follows the Java model.

= Parentheses can be used to override the default operator precedence.
= Allowable operands are metric IDs and literal doubles.

A metric ID can refer to either an MBean metric or another calculated metric.
Literal doubles can be specified with or without the decimal notation. The
metric ID refers to the i d attribute of the Metric element in the metric
definitions document.

Functions

The calculation parser also supports the following functions. All function
names are lowercase and take a single parameter which must be a metric ID.

= del t a returns the result of subtracting the previous value of the metric
from the current value.

= interval returns the time in milliseconds that has elapsed since the last
time the metric was collected.

= sumreturns the summation of the values of all the instances of a multi-
instance metric.

e count returns the number of instances of a multi-instance metric.
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Examples

The following example defines a metric whose value is the ratio (expressed as
a percent) of Metric_1toMetric_3.

<Formul a>(Metric_1 / Metric_3) *100</ Formul a>

The following example could be used to define a metric that is a rate (number
of times per second) for Metric_1.

<Formul a>(del ta(Metric_1)/interval (Metric_1))*1000</ For mul a>

Sample 1

Metric 10 uses metric " mbeanl" in its calculation. This calculated metric
applies to all WebLogic Server versions. However, the MBean metric on which
it is based has changed. Originally the MBean for metric 10 was introduced on
server version 6.0, service pack 1. However in version 6.1, the attribute name
changed, and this change remains the same up to the current server version,
6.5.

<Metric id="nbeanl" al arm="no">
<MBean >
<FronVersi on server="6.0" update="1"/>
<ToVer si on server="6.099"/>
<(bj ect Nane>*: * Type=Execut eQueue</ (hj ect Name>
<Attribut e>Servi cedRequest Tot al Count </ Attri but e>
</ MBean>
<MBean >
<FronVersi on server="6.1"/>
<(bj ect Nanme>*: *  Type=Execut eQueue</ (hj ect Narre>
<Attri but e>Servi cedRequest Count </ At tri but e>
</ MBean>
</ Metric>
<Metric id="WSSPI_0710" al arn¥"yes">
<Cal cul ati on>
<For mul a>
(del ta(nbeanl) / interval (nbeanl))*1000)
</ For nul a>
</ Cal cul ati on>
</ Metric>
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Sample 2

Using the example above, a decision was made to make metric 10 a per-
minute rate instead of a per-second rate as of server version 7.0. The changes
that had to be made to the metric definitions are in bold type. Note that the
versions supported by the base metrics and calculated metrics are not
necessarily in sync.

<Metric id="nbeanl" al arn¥"no">
<MBean- >
<FromVer si on server="6.0" update="1"/>
<ToVer si on server="6.099"/>
<Chj ect Nane>*; * | Type=Execut eQueue</ (hj ect Nare>
<At tri but e>Servi cedRequest Tot al Count </ Attri but e>
</ MBean>
<MBean>
<Fr onVersi on server="6.1"/>
<(hj ect Nane>*: *  Type=Execut eQueue</ (hj ect Narre>
<Attri but e>Servi cedRequest Count </ At tri but e>
</ MBean>
</ Metric>
<Metric id="WSSPI_0710" al arn¥"yes">
<Cal cul ati on>
<Fr onVer si on server="6.0"/>
<ToVersi on server="6.999"/>
<For nul a>
(del ta(nbeanl) / interval (nbeanl))*1000)
</ For mul a>
</ Cal cul ati on>
<Cal cul ati on>
<FromVer si on server="7.0"/>
<For nul a>
(del ta(nbeanl) / interval (nbeanl))*1000 * 60)
</ For mul a>
</ Cal cul ati on>
</ Metric>

Sample 3: Metric Definitions File

The following is a sample metric definitions file to illustrate how you might
create your own user-defined metrics. This sample file also contains examples
of calculated metrics.

<?xm version="1.0" encodi ng="UTF- 8" ?>
<! DOCTYPE MetricDefinitions SYSTEM "MetricDefinitions.dtd">
<l-- sanple UDMnetrics configuration File -->

<MetricDefinitions>
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<Metrics>
<l-- The following metrics illustrate some of the options
avai | abl e when creating user-defined netrics.
-->

<l-- The following netric uses an MBean that can have
mul tiple instances in the MBean server. Note that
JMX- conpl i ant pattern-matching can be used in the
MBean (hj ect Nane tag.
-->

<Metric id="WSSPlI _0700" name="UDM 700" al arn¥"yes" >
<MBean i nst anceType="nul ti">
<Fr onVer si on server="6.0" update="1"/>
<(bj ect Nae>*: *, Type=Execut eQueueRunt i me</ Cbj ect Nane>
<At tri but e>Pendi ngRequest Qurrent Count </ Attri but e>
</ MBean>
</Metric>

<l-- The following 2 metrics are "base" metrics.
They are used in the calculation of a "final"
netric and are not al arned, reported, or graphed
t hensel ves. Base netrics may have an 'id that
begins with a letter (case-sensitive) followed by
any conbi nation of letters, nunbers, and underscore.
Base metrics nornally have al arm="no".
-->
<Metric id="JWM HeapFreeCQurrent" al arn¥"no" >
<MBean i nst anceType="si ngl e" >
<Fr onVer si on server="6.0" update="1"/>
<(hj ect Nane>*: * | Type=JVMRunt i ne</ bj ect Nane>
<At tri but e>HeapFreeCQurrent </ Attri but e>
</ MBean>
</Metric>
<Metric id="JWM HeapSi zeQurrent" al arn¥"no">
<MBean>
<Fr onVer si on server="6.0" update="1"/>
<(bj ect Nane>*: * Type=JVMRunt i ne</ (bj ect Narmre>
<At tribut e>HeapSi zeQurrent </ Attri but e>

</ MBean>
</Metric>
<l-- The following netric illustrates a cal culated netric.
The cal culation is based on the previous 2 "base"
nmetrics.
-->

<Metric id="WSSPlI _0705" name="B705 JVMvenikil Pct"
al ar m="yes" graph="yes">
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<Cal cul ati on>
<Fr onVer si on server="6.0" update="1"/>
<For mul a>( (JVM HeapSi zeQurr ent - JVM HeapFreeQurrent)
/ IV HeapSi ze Qurrent)*100</ For mul a>
</ Cal cul ati on>
</Metric>

<l-- The following nmetric illustrates a mapping fromthe
actual string value returned by the MBean attribute to
a nuneric value so that an alarm ng threshold can be
specified in a nmetric policy. Note that the 'datatype'
nmust be specified as 'string'.
-->

<Metric id="WSSPlI _0701" al arn¥"yes" report="no">
<MBean dat aType="string">
<Chj ect Nane>*: *, Type=Ser ver Runt i ne</ Chj ect Nane>
<Attribute>State</Attribute>
<At tri but eVal ueMappi ng>
<Map fron¥"Running" to="1"/>
<Map fron¥"Shutdown Pendi ng" to="2"/>
<Map fron¥"Shutdown I n Progress" to="3"/>
<Map fron¥"Suspended" to="4"/>
<Map fron¥"Unknown" to="5"/>
</ Attri but eVal ueMappi ng>
</ MBean>
</Metric>

<l-- Metric IDs that are referenced fromthe col |l ector
command |ine nust have a nanmespace prefix followed by
4 digits. The default namespace prefix is 'WSSPl '
The ' namespace' option nust be used on the comrand |ine
for the following metric since this netric has a
different prefix other than 'WSSPl _'.
Exanpl e:

wasspi_wW s _ca -c FIRST_CLI ENT_60-5M N
-X namespace=Testing_ -m992 ...

<Metric id="Testing_0992" nanme="Testing_Metric" al arn¥"yes">
<MBean>
<Cbj ect Nane>*: * Type=Ser ver Runt i ne</ (hj ect Name>
<At tri but e>QpenSocket sQurrent Count </ Attri but e>
</ MBean>
</Metric>

</ Metrics>
</ MetricDefinitions>
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Create User-defined Metrics

Now that you have reviewed the structure for creating UDMs, do the
following:

Task 1: Disable graphing (if enabled)

Task 2: Create a metric definitions file

Task 3: Configure the metric definitions file name and location
Task 4: Create a UDM policy group and policies

Task 5: Deploy the policy group

Task 6: Enable graphing

Task 1. Disable graphing (if enabled)

If graphing has been enabled, disable it:

1
2

From the OVO console, select Operations Manager = Nodes.

Right-click on the node on which you want to disable UDM graphing and
select All Tasks = Launch Tool = UDM Graph Disable.

Task 2: Create a metric definitions file

The metrics definition file you create must be an XML file that follows the
format defined by the metric definitions DTD file described in "Metric
Definitions DTD" on page 70.

Do not edit, rename, or movethe Met ri cDef i ni ti ons. dt d fileinstalled with

the WLS-SPI.

A sample metric definitions file is installed on the managed node:

/var/opt/ Ov/ wasspi /W s/ conf/ UDMVet ri cs- sanpl e. xnl (UNIX), or
<%vAgent Di r %\ wasspi \ wl s\ conf\ UDMVet ri cs- sanpl e. xml (Windows).
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Task 3: Configure the metric definitions file name and location

In order for the UDM data collection to occur, the WLS-SPI configuration
must include the name and location of the metric definitions file, as shown
below:

UDM DEFI NI TIONS_FI LE = <full path of user metric definitions file>

where the path name should use only forward slashes ("/").

To add the UDM file name and its location to the WLS-SPI configuration:

1

From the OVO console, select Operations Manager - Tools = SPI for
WebLogic Server = WLSSPI - SPI Admin.

Double-click on the WLSSPI Configure tool.

Select the managed node(s) on which the metrics definition file exists and
select Launch.

A Console Status window appears.

The WLSSPI Configure Tool Introduction window appears. Read the
information and select Next.

The WLSSPI Configure Tool window appears. If the metrics definition file
uses the same name and location on all managed nodes, configure the
UDM_DEFINITIONS_FILE property at the Defaults (global properties)
level. Otherwise, configure the property for each managed node selected in
step 3:

a Single-click on Default Properties at the Defaults level or for a node.
b  Select the Set Configuration Properties tab.

¢ From the Select a Property to add pulldown menu, select
UDM_DEFINITONS_FILE.

d Select Add Property.

e Enter the value (metric definitions file name and its fully-qualified
path name, using forward slashes in the path name only).

f  Select Save.
g Select Next.

The WLSSPI Configure Tool: Confirm Operation window displays. Select
OK to configure the selected managed nodes.
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Any changes you made to managed nodes that were not selected are saved
to the configuration on the management server. However, to configure
those managed nodes, you must deploy the WLSSPI Service Discovery
policy to these nodes.

Task 4: Create a UDM policy group and policies

To run the UDM data collection and establish thresholds for alarming, create
a UDM policy group and policies:

1

Copy an existing WLS-SPI policy group:

a From the OVO console, select Operations Manager = Policy management
— Policy groups = SPI for WebLogic Server— WebLogic <version>.

b Right-click on the WLS-SPI group you want to use as a starting point,
and select Copy.

¢ Right-click on WebLogic <version>and select Paste.
Rename the policy group:

Rename the new policy group according to how you plan to identify the
new metric and collector policies. For example, you might include UDM in
the name to clearly indicate that the group is made up of custom metric
monitors.

a Right-click on the policy group and select Rename.
b  Type in the new name.

Edit and rename each policy:

a Double-click on the policy you plan to use.

b Configure the collector policy command line (in the Program text box)
to include the policy name and UDM metric number. Refer to
"Advanced Policy Customizations" on page 36 for more information.

¢ Configure thresholds in the policy, as appropriate. Refer to "Advanced
Policy Customizations” on page 36 for more information.

d Select File = Save As, and rename the policy according to your naming
scheme.

The name you give the new metric policy in the group would contain
each new UDM number. For example, a copy of W.SSPI _0001 could be
called W.SSPI _0701.
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The name you give the new collector policy would also contain the
identifying name. You also include the policy name after the - c
parameter on the command line as in the example:

wasspi_w s ca -c¢c UDM61-15m -m 701
In this case the copied collector policy has been renamed:
UDM 61- 15m n

4 Delete all original policies from the new group:

a Right-click on the policy and select Delete.

Task 5: Deploy the policy group

1 Right-click on the policy group and select All Tasks = Deploy on.
2  Select the node(s) on which to deploy the policy group.
3 Click OK.

Task 6: Enable graphing

If you are using graphing (HP OpenView Performance Manager, also known
as HP PerfView or MeasureWare, must be purchased and installed), enable
data collecting for UDM graphing:

1 From the OVO console, select Operations Manager = Nodes.

2 Right-click on the node on which you want to enable UDM graphing and
select All Tasks = Launch Tool = UDM Graph Enable.

Allow sufficient collection intervals to occur before attempting to view graphs.

84



Troubleshooting WLS-SPI

Introduction

This chapter covers troubleshooting the Smart Plug-in for BEA WebL ogic
Server (WLS-SPI).

Error messages (listed by number) are available in the online help.
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Log and Trace Files

Management Server

The following log file is found on the management server (typically,
\<%vinstall Dir%\ is\ Program Fi |l es\ HP CpenVi ew ):

File Type Log

Filename \ <%OvinstallDir%>\ i nst al | \ WASSPI \ WLSSPI \ Engl i sh\ Di scover y\ | og\
<managed _node> di sc_server. | og

Description Records the updates done by the WLSSPI Discovery policy to the management
server’s configuration for each managed node. Log files are overwritten each time
the discovery policy is run on the managed node. Logging to this file is always
enabled.

UNIX Managed Nodes

The following log and trace files are found on the managed nodes running on
UNIX (typically, / <OvAgent Di r >/ is/var/opt/ OV/):

File Type Log
Filename / <OvAgentDir>/ | og/ j avaagent . | og

Description OVO discovery agent log file containing the status of the OVO discovery agent.
By default, logging to this file is enabled at LOG LEVEL 3. Set the LOG_LEVEL
variable in <OvAgent Di r >/ conf/ svcDi sc/ OvJavaAgent . cf g to 6 or higher
(up to 9) to capture troubleshooting information (the higher the number, the
more information is collected). To disable this log, set the LOG LEVEL to 0.
Additional information can be configured in this file to define log file size and the
number of archived files kept. By default, the log file size is 1MB and five
archived versions are kept.
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Log
/ <OvAgentDir>/ wasspi /W s/l og/ config. | og

Records output from the WLS-SPI configuration scripts.

Log
/ <OvAgentDir>/ wasspi /w s/ 1 og/ errorl og

Records WLS-SPI error messages. This log file is monitored by WLS-SPI policies.

Trace

[tp/ wasspi _wW s_disc.trc (archived files have a three digit number
appended to the filename)

Discovery binary trace file used by your HP support representative. By default,
tracing to this file is enabled. To disable tracing, in <OvAgent Di r >/ bi n/

i nstrument ati on/ wasspi _w s_di scoveryUni x. pl , set the $trace_on
variable to 0. To enable this trace, set the $trace_on to 1. When instrumentation
is deployed, the wasspi _wW s_di scover yUni x. pl file is overwritten (therefore,
if you disable tracing, it becomes enabled when instrumentation is deployed).
Five archived versions are kept. A new trace file is created when the discovery
policy is run.

Trace
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Directory

Description

/ <OvAgentDir>/ wasspi /W s/l og/ trace. | og (archived files have a three
digit number appended to the filename)

Trace file used by your HP support representative. By default, tracing to this file
is disabled. To enable this tracing, use the WSSPI Trace - Start tool.

Windows Managed Nodes

File Type
Filename

Description

File Type
Directory

Description

The following log and trace files are found on the managed nodes running on
Windows (typically, <%OvAgent Di r % is
\ Program Fi |l es\HP OpenVi ew\ I nstall ed Packages\{790 ...}\):

Log
\ <%OvAgentDiIr%>\ | og\ j avaagent . | og

OVO discovery agent log file containing the status of the OVO discovery agent.
By default, logging to this file is enabled at LOG LEVEL 3. Set the LOG_LEVEL
variable in <%vI nstal | Di r %\ conf\ svcDi sc\ OvJavaAgent . cfg to6 or
higher (up to 9) to capture troubleshooting information (the higher the number,
the more information is collected). To disable this log, set the LOG LEVEL to 0.
Additional information can be configured in this file to define log file size and the
number of archived files kept. By default, the log file size is 1IMB and five
archived versions are kept.

Log
\ <%vAgent Di r % \wasspi \w s\l og\ config.l og

Records output from configuration scripts.
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Log
\ <%OvAgent Di r % \wasspi \w s\l og\errorl og

Records WLS-SPI error messages. This log file is monitored by WLS-SPI policies.

Trace

C\temp\wasspi _W s _disc.trc (archived files have a three digit number
appended to the filename)

Discovery binary trace file used by your HP support representative. By default,
tracing to this file is enabled. To disable tracing, in

\ <%OvlinstallDir%>\ bi n\i nstrument ati on\wasspi _wW s_di scoveryWn. pl
set the $trace_on variable to 0. To enable this trace, set the $trace_on to 1. When
instrumentation is deployed, the wasspi _wW s_di scover yW n. pl fileis
overwritten (therefore, if you disable tracing, it becomes enabled when
instrumentation is deployed). Five archived versions are kept. A new trace file is
created when the discovery policy is run.

Trace

\ <%OvAgent Di r % \wasspi \wWl s\ | og\trace. | og (archived files have a three
digit number appended to the filename)

Trace file used by your HP support representative. By default, tracing to this file
is disabled. To enable this tracing, use the W.SSPI Trace - Start tool.
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The WLSSPI Discovery Policies

Problem

The WLSSPI Discovery policies do not automatically discover and update the
WLS-SPI configuration.

Solution

1 Check for errors in the message browser of the managed nodes not being
discovered. Follow the instruction text of any error messages displayed.

2 Check if the WLSSPI Discovery policies are still being deployed:

From the OVO console, select Operations Manager = Policy management =
Deployment jobs.

= If the state of a WLSSPI Discovery policy is Act i ve, then the policy is still
being deployed. Wait for the deployment of the policy to complete.

= If the state of a WLSSPI Discovery policy is Suspended or Err or, then
check for any error messages in the message browser and continue to
troubleshoot the problem by reading the rest of this section.

= If the WLSSPI Discovery policies are not listed, check the message
browser for the following messages

WASSPI - 302: Updating W.S-SPI configuration in OVO server for
<node>

WASSPI - 303: The SPI configuration for <node>was updated by
discovery in the OVO server. The updated configuration is as shown below

If these messages are present, the WLSSPI Discovery policies have been
successfully deployed. If these messages are not present, either the
policies were not successfully deployed or the AUTO DI SCOVER check box
has not been selected in the configuration editor.

Continue to troubleshoot the problem by reading the rest of this section.

Verify that a WebL ogic application server is installed on the managed node. If
an application server is not installed, uninstall the WLSSPI Discovery policy
group from the managed node, install an application server, and complete the
configuration tasks listed in Chapter 3, Configuring WLS-SPI.

Verify the WebLogic application server status. The application server must be
running. See "Task 2: Verify the Application Server Status" on page 18 for
more information.
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Solution
(cont.)

5

Verify that the LOG N'PASSWORD properties are set (refer to the online help) and
that the WebLogic user configured has the correct permissions (see "Task 3:
Collect Application Server Information” on page 18).

On a Windows managed node, if the HKEY_LOCAL_MACHI NE\ \ Sof t war e\ \ BEA
Syst ens\ \ BEAHOVELI ST registry key does not exist, either configure it, create
the file %8y st enDr i ve% BEA\ beahon®l i st , or configure the BEA_HOVE_LI ST
property for that managed node.

Verify the Java home directory (see "Verifying the Java Home Directory"” on
page 94).

Verify that the discovery agent is running on the managed node:

a Run the command opcagt - st atus
b Look for the following:
Servi ce Discovery Agent OvSvcDi scAgent.cnd (1084) is running

If the agent is not running, start it by running the command opcagt -
start -id 13

If you are running WebL ogic Server 7.0 or higher and did not save the domain
configuration file (for example, confi g. xm ) in the default directory
(<BEA_Hore_Di r >/ user _pr oj ect s/ <WebLogi c_Domai n_X>/, where

<BEA Hone_Di r > is the directory that contains the r egi stry. xm file), then
do one of the following:

= Manually set the server using the WLSSPI Configure tool, OR

= Manually configure ADM N_PORTS, the port number(s) of the WebLogic
Admin server(s) listed in the domain configuration file, using the
WLSSPI Configure tool. The global LOG N and PASSWORD must be
configured for the node on which these WebLogic Admin servers are
running.
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Solution | 10 On a UNIX managed node, verify that BEA HOVE_LI ST and HOVE_LI ST
(cont.) directory path names do not include spaces. The discover process currently
does not support spaces in directory names.
11 If you deployed the Discovery policies at the WLSSPI Discovery level or not in
the order shown in "Manually Deploying the Discovery Policies" on page 93,
uninstall and redeploy the Discovery policies:
a From the OVO console, select Operations Manager = Policy management -
Policy groups = SPI for WebLogic Server.
b  Right-click on WLSSPI Discovery and select All Tasks = Uninstall all.
¢ Select the node(s) from which to uninstall the Discovery policies.
d Click OK.
e Redeploy the Discovery policies in the order shown in "Manually
Deploying the Discovery Policies" on page 93. The policies must deployed
in order. If you deployed the policies as a group, the policies may not be
deployed in the correct order.
12 Verify that the WLSSPI Configure tool is not running and/or a configuration is
not open in an editor. Only one process can access a configuration at a time. If
a configuration is open, other processes that must access that file (like the
discovery policy) hang until the file becomes available.
Problem | The WLSSPI Discovery policies are adding inaccurate information to the
configuration
Solution |1 Verify LOG N and PASSORD are correct. Refer to "Task 3: Collect Application

Server Information™ on page 18 for more information.

2 \Verify the Java home directory. Refer to "Verifying the Java Home Directory
on page 94 for more information.

3 Update the configuration and uncheck the AUTO DI SCOVER check box in the
configuration editor to prevent the WLSSPI Discovery policies from
overwriting the configuration information.
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Problem

Two or more WebLogic domains have managed WebLogic Servers on the
same OVO managed node.

The following error message displays: (PMD51) Error: Unable to depl oy
instrunentation files fromdirectory <directory_name>: (NUL16389E)
Unspeci fied error (0x80004005). Pl ease check the error log on the
managed node.

The property of critical error messages in the OVO console is: Error s
occurred during the distribution of the nonitors. Solve the
probl ens and distribute the nonitors again. (OpC30-1030).

Solution

From the OVO console, select Operations Manager = Policy management =
Deployment jobs.

Find the jobs in an Error state.

For each job you want to restart, right-click on it and select All Tasks = Restart
job.

Manually Deploying the Discovery Policies

If the WLSSPI Discovery policies do not deploy successfully when you run the
WLSSPI Discover tool, you can manually deploy them to the managed nodes
on which the WebLogic Admin Servers are running (they must be deployed in
the order shown):

1 From the OVO console, select Operations Manager - Policy management —
Policy groups = SPI for WebLogic Server = WLSSPI Discovery.

Right-click on WLSSPI-Messages and select All Tasks - Deploy on.

Select the node(s) on which to deploy the auto-discovery policies.

Click OK.

Right-click on WLSSPI Service Discovery and select All Tasks = Deploy on.

Select the node(s) on which to deploy the auto-discovery policies.

~N o o~ wWwN

Click OK.
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Verifying Discovery Policy Deployment is Currently Active

To check if the WLSSPI Discovery policies are still being deployed, from the
OVO console, select Operations Manager = Policy management = Deployment
jobs.

If the state of a WLSSPI Discovery policy is Act i ve, then the policy is still
being deployed. Wait for the deployment of the policy to complete.

If the state of a WLSSPI Discovery policy is Suspended or Err or, then
check for any error messages in the message browser. Refer to "The
WLSSPI Discovery Policies" on page 90 to diagnose the problem.

If the WLSSPI Discovery policies are not listed, check the message
browser for the following messages

WASSPI - 302: Updating W.S-SPI configuration in OVO server for
<node>

WASSPI - 303: The SPI configuration for <node>was updated by
discovery in the OVO server. The updated configuration is as shown below

If these messages are present, the WLSSPI Discovery policies have been
successfully deployed. If these messages are not present, either the
policies were not successfully deployed or the AUTO DI SCOVER check box
has not been selected in the configuration editor.

Verifying the Java Home Directory

In order to successfully use the WLSSPI Discovery policies, the Java home
directory (on both a Windows and UNIX managed node) must be configured
correctly.

Although the discovery policies search for this information, if they cannot find
this information or the information is not accurate, the discovery policies do
not function completely.

On each managed node on which you want to run the discovery policies, verify
one of the following (listed in the order of precedence used by the discovery
policies):

JAVA HOME is correctly defined in the configuration. To edit/view the
configuration, run the WLSSPI Configure tool:
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From the OVO console, select Operations Manager = Tools = SPI for
WebLogic Server = WLSSPI - SPI Admin.

Double-click on WLSSPI Configure.
Select the node(s) to configure.

Click Launch.

Java is installed in each of the BEA home directories (each directory listed
in the file beahonel i st).

The JAVA_HOME system variable is correctly defined.

On a Windows managed node, do the following:

a
b
c
d

e

Select Start & Settings = Control Panel.
Double-click on System.

Select the Advanced tab.

Select Environment Variables ...

Scroll through the System variables list. Verify the JAVA_ HOME
value. If JAVA_HOME does not exist, it is not defined.

On a UNIX managed node, do the following:

a

Type echo $JAVA HOME

Verify the output. If no output is returned, JAVA_HOME is not
defined.
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The Configuration

Problem

The WLS-SPI configuration does not have complete or accurate information for a
WebLogic managed server.

Solution

Verify LOG Nand PASSORD are correct. Refer to "Task 3: Collect Application Server
Information” on page 18 and the online help for more information. This is the
most common reason for incorrect information for a WebLogic managed server
running on a remote node (not running on the OVO managed node).

Problem

The WLSSPI Discovery policies overwrite the configuration with inaccurate
information.

Solution

Update the configuration and uncheck the AUTO DI SCOVER check box in the
configuration editor to prevent the WLSSPI Discovery policies from overwriting
the configuration information.

Verifying the Node Name

Verify that the node name specified in a node or group block matches the
primary node name configured in OVO. To display the primary node name, do
the following:

1 From the OVO console, select Operations Manager = Nodes.
2 Right-click on the node and select Properties.

3 Select the Network tab.
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Message

Configuration variable SERVER<n>_START_CMD missing for server "Default
Server"

Solution

Before you can successfully run the WLSSPI Start tool, you must set the
START_CMD and USER properties. Set these properties using the WLSSPI
Configure tool. Refer to the online help for more information about this tool.

Message

Configuration variable SERVER<n>_STOP_CMD missing for server "Default
Server"

Solution

Before you can successfully run the WLSSPI Stop tool, you must set the STOP_CVD
and USER properties. Set these properties using the WLSSPI Configure tool.
Refer to the online help for more information about this tool.
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