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1 HP Service Manager
Processes and Best Practices

Welcome to the HP Service Manager® Processes and Best Practices guide. HP Service Manager enables
organizations to manage their I T infrastructures efficiently and effectively. This guide documents the best
practice workflows that are standard with out-of-box Service Manager applications. It includes high-level
workflow diagrams and step-by-step guidelines.

The Service Manager best practice workflows are based on the Information Technology Infrastructure
Library (ITIL) standard, awidely recognized source of guidelines for Information Technology Service
Management (ITSM).

This guide describes how Service Manager applications implement the ITIL guidelines.
Topicsin this section include:

e Overview of Service Manager on page 12

*  Overview of Service Manager best practices on page 13

e Service Manager best practice processes on page 18

*  Service Management organization on page 16

»  Relationships between Service Manager applications on page 20
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Overview of Service Manager

Service Manager is HP's enterprise service management solution. Itsintegrated applications are designed
for out-of-box implementation, with best practice work flows that help organizations support their
infrastructure and drive competitive advantage in their core businesses.

Service Manager enables companies to manage their service and support operations. It provides the tools
and workflows needed to manage corporate assets: the people, knowledge, information, processes,
equipment, documentation, software, and all tangible resources collectively known as infrastructure.

Architecture

Service Manager has athree-tiered client/server architecture:

»  The presentation layer displays information to the user through aclient (either aweb client or Windows
client). Service Manager displays information to the user on forms.

»  Theapplication layer consists of the various applications and the Run-Time Environment (RTE). The
application server executes the workflow code.

» Thedatabase layer is an external relational database management system (RDBMS) to which
Service Manager has been mapped. The database stores the application workflow code and the format
descriptions.

An administrator sets parametersin the Service Manager initialization (sm.ini) file to select language,
display color scheme of the forms, connection parameters to the relational database management system
(RDBMS) and so on.

Service Manager Run-time Environment (RTE)

The foundation of the Service Manager architectureis the RTE. The RTE isthe collection of executable
programs that interprets the applications and transglates application requests into appropriate actions for a
specific platform.

RTE functions include:

»  Processing application code.

»  Managing the front-end graphical user interface (GUI).
» Handling database transactions.

e Accepting client connections.

» Initiating application processing.

Service Manager clients

The Service Manager clients allow usersto interface with the Service Manager applications. The application
server retrieves aform from the database and passesit as a client. The client interprets and builds the form
and presentsit to the user.
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Windows client

The Windows client runs on Microsoft Windows platforms but can connect to a server running on any
supported platform.

Web client

The web client runs from aweb browser and connects to the web tier (a system where a supported web
application server and web server areinstalled). Theweb tier in turn connectsto the Service Manager server,
which can run on any supported platform.

Service Manager applications

Service Manager's integrated applications are designed for ease-of-use and management of interrelated
events that occur throughout the service life cycle of an asset. The core applications enable out-of-box
workflow for IT Service Management (ITSM). Additional applications optimize productivity and improve
cost controls. For example, Service Manager can process a reported incident through restoration of service,
analysis, and, when necessary, changesto the I T infrastructure.

Overview of Service Manager best practices

To help you make optimal use of the functionality of Service Manager, HP has created best practices based
on industry standard practices and on practical experience gained from Service Manager implementations
with many customers of various sizes.

Service Manager applications incorporate best practice workflows in an out-of-box solution to streamline
implementation. Using the out-of-box workflows results in less time designing and devel oping tools, and
more time supporting business operations. Sample data and Service Manager Best Practice documentation
provide additional guidelines for best practice implementation.

ITSM Industry Standards

Service Manager best practices are based on ITIL V3 theory. Service Manager embeds and incorporates the
ITIL best practices that are used by organizations worldwide to establish and improve their capabilitiesin
service management.

Applicable controls from Control Objectives and IT Process Framework (COBIT) 4.1 and International
Organization for Standardization (1SO) 20000 are also incorporated in the processes.

e COBIT 4.1 and the Service Manager best practices describe the mapping between the COBIT 4.1
controls and the applicable Service Manager best practices reference.

e |1SO 20000 and the Service Manager best practices describe the mapping between the SO 20000
controls and the applicable Service Manager best practices reference.

By making optimal use of the functionality that Service Manager offers, you can implement state-of-the-art
service management processes.

HP Service Manager Processes and Best Practices 13
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ITIL processes provide a framework with which you can identify, record, and control al of the objects that
make up an information technology (IT) infrastructure. It has become the most widely accepted approach to
ITSM intheworld. A key concept of ITIL isthat of services. A serviceisameans of delivering value to
customers by facilitating outcomes customers want to achieve without the ownership of specific costs and
risks. ITIL V3isalifecyle-based approach with five stages aimed at delivering a set of servicesto achieve
defined business outcomes.

ITIL consists of aseries of books giving guidance on the provision of quality IT services, and on the
accommodation and environmental facilities needed to support IT. ITIL has been developed in recognition
of organizations growing dependency on IT and embodies best practices for IT Service Management. For
complete information on ITIL, see their web site at www.itil-officialsite.com.

The HP Service Manager processes are based on ITIL V3 theory and arereferenced inthe ITIL V3 core. The
ITIL core consists of the following five documents, each of which describes a different aspect of providing
Service Management:

e Service Srategy focuses on how to design, develop, and implement Service Management both asa
service and as a strategic asset. It gives guidance on how to improve the alignment between your
Service Management capabilities and your business strategies. |mportant topics include Service
Portfolio Management and Financial Management.

»  Service Design focuses on how to design, develop, improve, and maintain value over the lifecycle of
services and Service Management processes. It gives guidance on how to convert strategic objectives
into services and service assets. Important topics include Availability Management, Capacity
Management, Continuity Management, and Security Management.

e Service Transition focuses on how to transition new or updated services into operation. It gives
guidance on how to control the risks of failure and disruption and prevent undesired conseguences
while still allowing innovation. Important topics include Change Management, Release Management,
Configuration Management, and Service Knowledge Management.

*  Service Operation focuses on the activities required to manage service operation and to achieve
effectiveness in the delivery and support of services as defined in Service Level Agreements with the
customers. Important topics include Incident Management, Problem Management, and Request
Fulfillment.

»  Continual Service Improvement focuses on how to create and maintain value by continual improvement
to the quality of the servicesthat an IT organization delivers to a business or customer. Important topics
include Service Reporting, Service Measurement, and Service Level Management.

Service Manager best practices implement the following processes found in the ITIL Service Transition and
Service Operation documents. These processes are described in the chapters that follow.

Table1-1 ITIL processesreferred toin thisdocument

ITIL V3 CoreVolume ITIL Chapter Name SM Process D
Service Operations Incident Management SO2
Service Operations Problem Management SO4
Service Transition Change Management ST2
Service Transition Configuration Management ST 3
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ISO 20000

I SO/IEC 20000 consists of two parts under the general title, Information Technology Service Management:
Code of practice SO 20000-1. The subject of Part 1 “promotes the adoption of an integrated process
approach to effectively deliver managed services to meet the business and customer regquirements.”

It comprises ten sections:

1  Scope

Terms and Definitions

Requirements for a Management System

Planning and Implementing Service Management
Planning and Implementing New or Changed Services
Service Delivery Process

Relationship Processes

Control Processes

VO 00 N o0 00 A oWN

Resolution Processes
10 Release Process

SO 20000-2 isa“ Code of Practice” and describes the recommendations for service management within the
scope of 1SO 20000-1. It comprises the same sections as Part 1 except that it excludes the Requirements for
aManagement System as no requirements are imposed by Part 2. Service Manager’s best practices coverage
of the 1SO 20000-2 code of practice itemsis shown in Service Manager’s compliance with 1SO 20000 on
page 233.

COBIT 4.1

COBIT (the Control Objectives for Information and related Technology) was developed by the IT
Governance Institute (www.l T Gl .or g) to advance international thinking and standards in directing and
controlling enterprise information technology. COBIT supports I T Governance through its framework of 34
IT processes. This framework ensures business and IT alignment, maximizes I T enablement of business
processes, optimizes I T resources, and manages risk.

COBIT groupsits 34 processes into four domains:
e Planand Organize

e Acquire and Implement

e Deliver and Support

*  Monitor and Evaluate

Each process has a high-level control objective (the desired outcome) and one or more detailed control
objectives that address the requirements of the actual activitiesthat it performs.

COBIT ensures:

e IT and business alignment

e |T enabled business processes
e IT resource optimization

* IT management of risks

HP Service Manager Processes and Best Practices 15
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COBIT’sframework accomplishes these goals by focusing on the business requirement for information, and
the structured (process) utilization of I T resources. COBIT’s framework establishes what needsto be doneto
provide the information the enterprise needsto achieve its goals. IT control objectives provide a complete
set of high-level reguirements to be considered by management for effective control of each IT process.

These requirements:
*  Provide statements of managerial actionsto increase value or reduce risk
*  Consist of palicies, procedures, practices and organizational structures

*  Provide reasonable assurance that business objectives will be achieved and undesired events will be
prevented or detected and corrected

Service Manager’s best practices coverage of COBIT is shown in Service Manager’s compliance with
COBIT 4.1 on page 237.

Service Management organization

The Service Manager best practices include processes, user role descriptionsinvolved in each process, and
task flows for each service management area. The process can meet best practices when employeesinvolved
in the process are assigned user rolesin your I T organization.

Most of the distinct process roles are assigned according to the applicable support group. The servicedesk is
its own support group and has specific user rolesthat are assigned to the employees within your 1T
organization. All other support groups (for example, second- and third-line support and suppliers) should
have a similar set of process roles assigned.

Organizational model and user roles

To ensure that all user actions and responsibilities can be easily assigned to individual users or to user
groups, each HP Service Manager processisincluded in a detailed organizational model with well-defined
user role descriptions, activity types, and responsibilities. To use the Service Manager organizational model
within your organization's specific IT environment, first assign each process role to the appropriate
personnel. The Service Manager organizational model provides the following process areas, each with
defined user roles.

The responsibilities related to each of these roles are located these sections:
e User Interaction Management user roles on page 28

e Incident Management user roles on page 57

*  Problem Management user roles on page 98

e Change Management user roles on page 154

e Configuration Management user roles on page 197
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Figure1-1 Exampleof an |IT Organization
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Service Manager best practice processes

The Service Manager process flow in Figure 1-2 on page 19 describes the ITSM processes implemented in
the following applications:

*  Service Desk — The Service Desk application includes all direct interaction between a user and the
service desk by phone or by email. It also includes all user activitiesthat occur by use of the self-service
Web portal (for example, searching the knowledgebase, checking for status updates, or logging an
interaction). For more information on this application and the associated processes, go to Chapter 2,
User Interaction Management Overview.

* Incident Management — The Incident Management application ensures that incidents are resolved
within agreed-on service level targets and automates reporting and tracking of asingle incident or a
group of incidents associated with a business enterprise. It also enables you to categorize and track
various types of incidents (such as service unavailability or performance issues, hardware or software
failures, etc.) and to track the resolution of these incidents. For moreinformation on this application and
the associated processes, go to Chapter 5, Incident Management Overview.

*  Problem Management — The Problem Management application helps to minimize the effects of
incidents caused by errorsin the IT infrastructure and to prevent their recurrence by enabling you to
identify the underlying reason for one or more incidents, implement workarounds, identify known
errors, and provide permanent solutions. Its purpose isto prevent problems and resulting incidents, to
eliminate recurring incidents, and to minimize the impact of incidents that cannot be prevented. For
more information on this application and the associated processes, go to Chapter 8, Problem
Management Overview.

) Incident Management and Problem Management are separate processes although they are closely linked.
Incident Management expressly covers the restoration of servicesto users, whereas Problem Management
coversidentifying and removing the causes of incidents.

e Change Management — The Change Management application controls the process to request, manage,
approve, and control changes that modify your organization's I T infrastructure. This process includes
changesto all assets and configuration items, such as network environments, facilities, telephony, and
resources. It covers changes to baseline service assets and configuration items across the entire service
life cycle. For more information on this application and the associated processes, go to Chapter 13,
Change Management Details.

»  Configuration Management — The Configuration Management application ensures that selected
components of acomplete IT service, system, or product (the Configuration Item) are identified,
baselined, and maintained and that changes to them are controlled. It also ensures that releases into
controlled environments and operational use are completed on the basis of formal approvals. For more
information on this application and the associated processes, go to Chapter 14, Configuration
Management Overview.
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Relationships between Service Manager applications

Each Service Manager application interacts closely with several others and supports several service
management processes.

Service Desk

Many incidents start as issues communicated by end users to the service desk. When a Service Desk Agent
cannot resolve and close an issue on first contact, he or she escalatesit to an incident. If the Service Desk
Agent finds an existing incident that affected the same CI or one of therelated Cl's, the incident is associated
with the interaction record. If an existing incident ticket is not found, a new incident ticket is opened, based
on the Service Desk interaction. When the incident is resolved and closed, the Service Desk communicates
the closure to the end user and closes the interaction that initiated the incident. If the reason for acall isa
disruption in service and the Service Desk Agent cannot resolve the issug, it is escal ated to Incident
Management until serviceis restored.

Incident Management

Incident Management provides effective incident classification and tracking to provide good data for
analysis. The Knowledge Base that Service Manager builds and maintains is a solution repository for new
incidents. Matching incidents to problems and known errorsisthefirst step in spotting trends. Subsequently,
trend analysis helps you remove errors before they affect alarge segment of users. As part of the Incident
Investigation and Diagnosis process, an Incident Analyst can open new emergency changes required for
immediate resolution of the incident. Thisis only the caseif thereis no effective or useful workaround
available.

In the Emergency Change Handling process, the Change Analyst informs the Incident Manager about
successfully implemented emergency changes and, if the Incident Manager agrees, closes the related
incident ticket.

Incident Management contributes to improved service levels.When an incident is opened, the default Base
Monitoring Service Level Agreement (SLA) for IT servicesistriggered. This SLA specifies response
objectives (the maximum time allowed before an incident should reach the resolved state), but does not
define availability objectives. Both problems and incidents affect service delivery.

Problem Management

Incident Management forms part of the overall process of dealing with problems in the organization.
Incidents are often caused by underlying problems that must be solved to prevent the incident from
recurring. Service Manager allows you to enable certain Incident Management users to indicate problem
candidates. The incident ticket includes afield that indicates whether the issue that caused the incident is
most likely a problem and should have a problem ticket created for it. In addition, as part of the Incident
Investigation and Diagnosis process, the operator needs to consider whether the incident is related to an
open problem or known error. If it is, they must relate theincident ticket to the problem ticket or known error
record. The incident then remains open until aworkaround for the problem becomes available. If related to a
known error, there will always be aworkaround.

Problem Management maintains information about problems and the appropriate workarounds and
resol utions, which helps an organization reduce the number and impact of incidents over time. Problem
Management has a strong interface with Knowledge Management, and tools such as the Known Error
Database are used for both. This gives operators the ability to search the knowledgebase for useful
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information and to contribute to it, benefiting those who are investigating, diagnosing, and resolving
incidents and interactions. Incident Management operators can search the knowledgebase, and can create a
knowledge article based on the incident at hand.

Change Management

Service Desk open-idle interactions with a category of Request for Change can be escalated to Change
Management. These change requests are reviewed by a Change Coordinator who either assigns the change
to the applicable support group to make it part of the Change Review process, or rejects the change request.
Changes rejected for insufficient information are returned to the Service Desk Agent for additional
information gathering. Others are rejected because the change is no longer valid.

When operators determine that an incident was caused by a change, they search the Changes database to see
if arecent change may have caused the service disruption. If such a change exists, they can link the two
records. If no such change exists, but a new change should be registered, they can open a new change. The
operator can also look at any changes that have recently been performed against the reported Configuration
[tem.

Problem Management submits resol utions and workarounds that require a change to Change Management.
Change Management tracks and implements the Request for Change (RFC), which permanently changes the
infrastructure and prevents future incidents. When the RFC is complete, the Problem Management process
reviews the change before the known error record can close.

An integration to HP Universal CMDB adds and updates configuration item (Cl) records that can trigger an
unplanned change or change verification action in Change Management. If theintegration detects updatesto
aCl that do not match an existing change request, Service Manager creates a new change request with the
unplanned change category. A Change Coordinator can then review the change and approve or deny it. If the
integration finds a matching change request, it can verify the Cl attributes against the expected values and
automatically close the change if they match.

Configuration Management

Configuration Management is used throughout the system to help identify and track configuration items
(Cls) as necessary. Accurate tracking of incidents and changes starts with control of resources and their
relationships. For example, when operators escalate an interaction or open an incident directly, they may
specify the affected configuration item. When a configuration item is identified, the I ncident Management
process investigates and attempts to resolve the issue with the item. The final resolution may require a
problem ticket to be created to fix the source of the problem, and generate change request in Change
Management. Scheduled maintenance uses configuration management to enables the automatic creation of
Incident tickets and Change requests for regular proactive maintenance. The Incident Analyst can also view
the Configuration Item tree to discover if related Configuration Items could have caused the incident.

HP Service Manager Processes and Best Practices 2]
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2 User Interaction Management Overview

The HP Service Manager Service Desk application, referred to as Service Desk throughout this chapter,
supports the service desk function of the Information Technology Infrastructure Library (ITIL) with its User
Interaction Management processes for the I T service and the customer base. The Service Desk application
provides a single point of entry to the other Service Manager applications and enables you to document and
track all callsreceived by the service desk.

Service Desk incorporates the essential concepts of ITIL to ensure that the best practices of IT service
management are applied to the service desk to aid end customers, ensure data integrity, and streamline
communication channels in the organization.

This section describes how Service Desk implements the best practice guidelines for the User Interaction
Management processes.

Topicsin this section include:

e Theservice desk withinthe ITIL framework on page 24

e The Service Desk application on page 24

e User Interaction Management process overview on page 25

e Input and output for User Interaction Management on page 28

»  Key performance indicators for User Interaction Management on page 29

e RACI matrix for User Interaction Management on page 30
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The service desk within the ITIL framework

Service Operation is one of five core publications from ITIL that coversthe service lifecycle. The purpose
of service operation isto deliver agreed-on levels of service to users and customers, and to manage the
applications, technology, and infrastructure that support delivery of the services.

The service desk is a key function of service operation. It provides asingle, central point of contact for all
users of IT. The service desk’s goal is to restore normal service to users as quickly as possible. Restoring
normal service could involve fixing atechnical fault, fulfilling a service request, or answering a query —
whatever is needed to enable users to return to their work. The service desk logs and manages customer
interactions and provides an interface to other service operation processes and activities.

ITIL V3 notes these specific responsibilities of a service desk:

» Logging, categorizing, and prioritizing all calls

*  Providing first-line investigation and problem diagnosis

» Resolving incidents or service requests to be handled at the service desk level

»  Escalating incidents and service requests that cannot be resolved within agreed-on time limits
» Closing resolved incidents, requests, and other calls

»  Communicating with users to keep them informed of progress, impending changes, agreed-on outages,
and other such notifications.

The Service Desk application

The HP Service Manager Service Desk application incorporatesthe ITIL best practices that are used by
organi zations worldwide to establish and improve their capabilities in service management.

It provides a central Service Operation function, coordinating the efficient and effective delivery of services
to end users and enabling various improvements, including the following:

e Improved customer service and satisfaction

* Increased accessibility through a single point of contact and information
»  Better quality and faster turnaround of customer or user requests

e Improved teamwork and communication

»  Enhanced focus and a proactive approach to service provision

* Improved usage of IT resources and increased productivity of all users
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The Service Desk application enables a Service Desk agent to document and track user interactions. Service
Desk provides one-click access to other Service Manager applications to automatically enter information
received.

The Service Desk application covers.
» Direct interactions between a user and the service desk by phone or by email

e User activities that occur from use of the self-service Web portal (for example, searching the
knowledgebase, checking for status updates, or logging an interaction).

One of the best practicesthat derivesfrom I TIL's service desk function is that user interactions should not be
saved and updated later. Therefore, the Service Desk application requires that any new interaction either be
resolved within the agreed upon time limits and then closed or, if it cannot be resolved, escalated. The
information gathered during the customer interaction can be used to open an incident ticket if areported
issue requires further action. It can also be added to arecord in another Service Manager application, such as
Change Management.

User Interaction Management process overview

Every user contact with the service desk islogged as an interaction. User Interaction Management is the
process for handling all interactions with the service desk that are received from self-service Web pages or
directly by service desk personnel. These interactions can include service disruptions, service requests,
requests for information (RFI), or complaints reported by users who communicate with the service desk by
using instant messages, phone, email, or by self-service Web pages. The User Interaction Management
process enables you to easily log and resolve simple user requests and to escalate others into incidents
requiring further action.

Multiple user interactions can be linked to a single incident ticket in the tool. User Interaction Management
describes al the activities a Service Desk agent needs to follow when registering a new incident or change.
The Service Desk agent follows the necessary steps and searches for related knowledge records, known error
records, and existing incidents or changes. This process streamlines service desk activities, thereby
decreasing the workload for second line support teams.

A general overview of the User Interaction Management processes and workflows is depicted in
Figure 2-1,below. They are described in detail in Chapter 3, User Interaction Management Workflows.
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When a user contacts the service desk, the Service Desk agent uses the Service Desk application to create an
interaction record. The Service Desk agent records the user name, the name of the component that the user is
calling about, and a description of the service request. After collecting thisinformation, the Service Desk
agent performs the actions required to resolve the user request.

» If the service request is resolved without escalating it to an incident, the Service Desk agent can close
the interaction record.

» If the service request cannot be resolved without escalating it to an incident, the Service Desk agent
searches for existing incidents that affect the same component or one of the parent assets of that
component.

— If anexisting incident isfound, the Service Desk agent can associate the current interaction with the
existing incident ticket.

— |If an existing incident ticket is not found, the Service Desk agent can register a new incident based
on the Service Desk interaction. Service Desk copies information from the interaction record into
the newly-created incident ticket.

For example, consider a user who cannot print to a network printer:
1 The user contacts the service desk for assistance.
2 The Service Desk agent populates an interaction record with the relevant information.

3 Because theissue cannot be resolved immediately, the Service Desk agent opens an incident, and the
incident is assigned to atechnician.

4 Thetechnician discovers that the printer network connection is broken.
5  Thetechnician fixes the connection and closes the incident.

6 The Service Desk agent contacts the user and instructs the user to attempt printing to the network
printer.

7 If theuser can successfully print, the Service Desk agent can close theinteraction. If the user still cannot
print, the Service Desk agent may reopen the existing related incident ticket or create anew incident and
then relate the unsolved interaction.

8 If the user wishesto report arelated or new issue, the Service Desk agent closes the interaction (as the
original issue was resolved) and opens a new interaction detailing the new issue the user needsto report.
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User Interaction Management user roles

Table 2-1 describes the responsihilities of the User Interaction Management user roles.

Table2-1  User Interaction Management user roles

Role Responsibilities
User * Report al IT-related requests to the service desk or use the self-service Web pages.
» Validate solutions and answers provided by the IT department to a registered
service request.
Service Desk * Register interactions based on contact with user.
Agent * Match user interaction to incidents, problems, known errors, or knowledge

document.

Solve and close interactions.

Provide status updates to users on request.

Register incident based on a user interaction and assign to the correct support
group.

Register Request for Change, based on a user interaction.

Register Service Request, based on a user interaction.

Validate a solution provided by a support group.

Report and verify a solution to a user.

Monitor Service Level Agreement (SLA) targets of all incidents registered and
escalate, if required.

Communicate about service outagesto all users.

Input and output for User Interaction Management

Interactions can be triggered and resolved in several ways. Table 2-2 outlines the inputs and outputs for the
User Interaction Management process.

Table2-2  Input and output for User Interaction Management

Input to User I nteraction
M anagement

Output from User Interaction M anagement

A user can contact the service desk | Service desk personnel can handle an interaction in the following
and give input by using instant ways.

messages, phone, email, self-service
web pages, or other means.

e If theinteraction isrelated to anew or existing incident, the
interaction is handled by using the Incident Management
process.

e If theinteraction involves arequest, the interaction is sent to the
request fulfillment process.

» If theinteraction requires a change, the interaction is sent to the
Change Management process.
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Key performance indicators for User Interaction Management

The Key Performance Indicators (KPIs) in Table 2-3 are useful for evaluating your User Interaction
Management processes. To visualize trend information, it is useful to graph KPI data periodically. In
addition to the data provided by Service Manager, you may need additional toolsto report on al of your KPI

requirements.
Table2-3 Key Performance Indicatorsfor User Interaction Management
Title Description
First time fix Percentage of interactions closed by the Service Desk agent at first contact without
reference to other levels of support
First line fix Percentage of interactions closed by the service desk without reference to other
levels of support
Customer Customer satisfaction measured by surveys completed by customers
satisfaction

For completeness, the ITIL V3 and COBIT 4.1 KPIs are included bel ow.

ITIL V3 Key Performance Indicators

Thefollowing are ITIL V3 KPIsfor User Interaction Management:

Percentage of incidents closed by the service desk without reference to other levels of support (that is,
closed by first point of contact).

Number and percentage of incidents processed by each Service Desk agent.

COBIT 4.1 Key Performance Indicators

Thefollowing are the COBIT 4.1 KPIsfor User Interaction Management:

User Inferaction Management Overview

Amount of user satisfaction with first-line support (service desk or knowledgebase)

Percent of first-line resolutions based on total number of requests

Cadll-abandonment rate

Average speed to respond to telephone and email or Web requests

Percent of incidents and service requests reported and logged using automated tools

Number of days of training per service desk staff member per year

Number of calls handled per service staff member per hour

Number of unresolved queries
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RACI matrix for User Interaction Management

A Responsible, Accountable, Consulted, and Informed (RACI) diagram or RACI matrix is used to describe
the roles and responsibilities of various teams or people in delivering a project or operating a process. It is
especially useful in clarifying roles and responsibilities in cross-functional/departmental projects and
processes. The RACI matrix for User Interaction Management is shown in Table 2-4.

Table2-4 RACI matrix for User Interaction Management
Service Desk Service Desk
Process ID Activity User | Agent M anager
SO0 0.1 Self-Service by User R I A
S0 0.2 Interaction Handling R R A
SO 0.3 Interaction Closure R/l R A
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3 User Interaction Management Workflows

Every time a user contacts the service desk it islogged as an interaction. User interaction management isthe
process of handling al interactions with the service desk that are received from self-service Web pages or
directly by service desk personnel. These interactions can include service disruptions, service requests,
requests for information (RFI), and complaints reported by users who communicate with the service desk by
using instant messages, phone, email, or self-service Web pages.

The Service Desk agent follows the necessary steps and searches for related knowledge records, known error
records, and existing incidents or changes. The process enables Service Desk agentsto easily log and resolve
simple user requests and to escalate others into incidents requiring further action. The process streamlines
service desk activities and decreases the workload for second-line support teams.

The User Interaction Management process consists of the following processes, which are included in this
chapter:

e Sdf-Service by User (process SO 0.1) on page 31
* Interaction Handling (process SO 0.2) on page 34
e Interaction Closure (process SO 0.3) on page 37

Self-Service by User (process SO 0.1)

By using the self-service web environment, users can perform the following activities without contacting the
service desk:

e Search the knowledgebase to find an answer to a question or issue
e Monitor the status of previously reported interactions

e Log new interactions

e Order items from the service catalog

You can see the details of this process in the following figure and table.
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Table3-1  Self-Service by User (SO 0.1) process
Process
ID Procedure or Decision | Description Role
S00.1.1 |Loginto Self-Service | To gain access to the Self-Service Web interface, users must log on by User
using their login credentials.
SO0.1.2 | Register new If yes, continue with SO 0.1.3. If no, go to SO 0.1.9. User
interaction?
SO0.1.3 | Order item from service | If yes, go to the request fulfillment process. If no, submit a query to the User
catalog? KnowledgeBase.
SO0.1.4 | Submit query to To search for a knowledge document, users must complete a search. User
knowledgebase
SO0.15 | Satisfied with answer If yes, stop. If no, goto SO 0.1.6. User
found?
SO0.1.6 | Openanew interaction | To open anew interaction from the knowledge search screen, usersmust | User
click the New Interaction button.
S0 0.1.7 | Manualy complete To register anew interaction, users must provide a description of the User
interaction details request; select the urgency, affected Service, and preferred contact method;
and can optionally add an attachment.
SO0.1.8 | Submit interaction When al mandatory fields are completed, click Submit to send the request | User
to the service desk.
SO0.1.9 | Vaidate solution of To validate the solution to a previoudly reported interaction, go to User
solved interaction? SO 0.1.10. If no, goto SO 0.1.13.
S0 0.1.10 | Validate solution Use View Open Requests to get an overview of all solved interactions. User
Select the applicable interaction and validate the solution provided.
SO 0.1.11 | Interaction solved? If yes, stop. If no, goto SO 0.1.12. User
S0 0.1.12 | Resubmit interaction When a user disagrees with the proposed solution, the user can resubmit User
and provide update the interaction and provide a reason for the disagreement. The
newly-created interaction is automatically linked to the old interaction and
sent to the service desk for further diagnosis.
S0 0.1.13 | Check history and If auser wants to check the status or history of previously registered User
outstanding interactions, go to SO 0.1.14. If no, stop.
interactions?
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Table3-1 Sef-Service by User (SO 0.1) process (cont’d)

Process
ID Procedure or Decision | Description Role
SO 0.1.14 | Check status of Use View Open Requests to get an overview of all open or closed User
interaction interactions. Select the interaction and view the status with last updates.
S0 0.1.15 | Provide update? If auser has additional detailsto add to the previously-logged interaction | User
that may be useful to know for the specialist, go to SO 0.1.16. If no, stop.
SO 0.1.16 | Updateinteraction There are two scenarios to update an interaction and have a Save buttonto | User

save the updated information.

e The Save button appears when a self-service user selects the option
View Open Requests, selects an interaction, and clicks the Update
button. Once the information is updated, the self-service user clicks
Save to save the updated information in the request.

* When you escalate an interaction, you can go back to the interaction to
add more information or perform changesto it. You then have a Save
button when you select an existing interaction. The interaction isalso a
status of Open - Linked or Open - Callback. Once you have added more
information to the request or performed the changes, you can click
Save.

Interaction Handling (process SO 0.2)

The service desk is responsible for handling all user interactions received by the self-service Web portal,
email, or phone. The service desk attempts to resolve an interaction when the user makes first contact with
the service desk. Interaction Handling includes the registration and preliminary investigation of interactions
including the matching against open incidents, problems, known errors, and the knowledgebase to maximize
the first-line solving ratio.

When the service desk cannot close an interaction on first contact, the Service Desk agent escalates it to
Incident Management, Change Management, or request fulfilment.

You can see the details of this processin the following figure and table.
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Table3-2 Interaction Handling (SO 0.2) process

Process Procedure or

ID Decision Description Role

SO0.2.1 | Link user detailsto Fill in the name of the caller in the Contact Person field and the name | Service Desk
new interaction of the user in the Service Recipient field (if different). Agent

SO0.2.2 | Determine affected In the Affected Service field, select the service that matchesthe user | ServiceDesk
service reguest. Agent

SO 0.2.3 | Concerns previously If the user contacts the service desk for a previously registered ServiceDesk
registered interaction? | interaction, go to SO 0.2.13. If not, go to SO 0.2.4. Agent

S0 0.24 | Apply interaction If there is an interaction model available, apply the model to quickly | ServiceDesk
model (when define the interaction. If no model exists, the default interaction Agent
appropriate) settings are shown.

SO0 0.25 Follow model The predefined fields are filled in from the model. When thereisa ServiceDesk
instructions script attached to the model, follow the questions and fill in the Agent

answers.

SO 0.2.6 | Manuadly fill out Fill out the required interaction details such as short title, afull ServiceDesk
interaction details description, interaction type, and categorization. In addition, select the | Agent

applicableimpact and urgency. The assignment group is automatically
filled in, based on the service and categorization selected.

S0 0.2.7 | Servicerequest? If the interaction concerns a Service Request, go to the Request ServiceDesk
Fulfilment process. If not, goto SO 0.2.8. Agent

SO 0.2.8 | Request for change? If the interaction concerns a Request for Change, go to the Change ServiceDesk

process. If not, go to SO 0.2.9. Agent

SO 0.29 | Matchto open Based on the service and categorization, the Service Desk agent ServiceDesk
incident? performs a search to find any open incidents that match the user Agent

interaction. If yes, go to SO 0.2.18. If not, go to SO 0.2.10.

S0 0.2.10 | Matchtoopen problem | Based on the service and categorization, the Service Desk agent ServiceDesk
or known error? performs a search to find any open problems or known errors that Agent

match the user interaction. If yes, go to SO 0.2.20. If no, go to
SO 0.2.11.

SO 0.2.11 | Solution found in Based on the description and categorization, the Service Desk agent | ServiceDesk

knowledgebase? performs a knowledgebase search. If yes, goto SO 0.2.21. If no, goto | Agent
S0 0.2.12.

S0 0.2.12 | Service Desk Agent If the Service Desk Agent is sufficiently equipped with tools and ServiceDesk
ableto solve? knowledgeto solve theinteraction for the user, go to SO 0.2.22. If not, | Agent

go to the Create Incident process.

SO 0.2.13 | Provide update to user | Inform the user of recent updates made by Analysts, and then update | ServiceDesk
and update existing the interaction by stating that the user requested an update. Agent
interaction

SO 0.2.14 | Reopen incident? If the user is unhappy with a solution provided and theincident must | ServiceDesk

be reopened, go to SO 0.2.15. If not, go to SO 0.2.16. Agent

SO 0.2.15 | Reopening allowed? | If reopening the incident is allowed due to a user request during the | ServiceDesk

period of two weeks after solution natification, goto SO 0.2.17. If not, | Agent
goto SO 0.2.6.
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Table3-2 Interaction Handling (SO 0.2) process (cont’d)
Process Procedure or
ID Decision Description Role
S0 0.2.16 | Cancel newly created | Cancel the newly created interaction, asthis registration is not needed | ServiceDesk
interaction anymore. Agent
S0 0.2.17 | Reopen incident Reopen the previously registered incident that was solved incorrectly | ServiceDesk
by changing the status to Open and providing an update that statesthe | Agent
reason that the incident was reopened.
SO 0.2.18 | Relateinteraction to Relate the interaction to the open incident. ServiceDesk
outstanding incident Agent
S0 0.2.19 | Saveinteraction Save the interaction in the interaction database and provide the ServiceDesk
interaction number to the user. Agent
There is one scenario where you have a Save button to save an
interaction record. When you escalate an interaction, you can go back
to the interaction to add more information or perform changesto it.
You then have a Save button when you select an existing interaction.
Theinteraction is also a status of Open - Linked or Open - Callback.
Once you have added more information to the request or performed
the changes, you can click Save.
SO 0.2.20 | Relateinteraction to Relate the interaction to the problem or known error. ServiceDesk
problem/known error Agent
S0 0.2.21 | Relateinteraction to Relate the interaction to the knowledge record to populate the solution | Service Desk
knowledge record in the interaction record. Agent
SO 0.2.22 | Document solutionin | Describe the solution in the Solution field. ServiceDesk
interaction Agent
SO 0.2.23 | Implement solution Perform the actions needed to implement the solution and go to the ServiceDesk
Interaction Closure process. Agent

Interaction Closure (process SO 0.3)

User Inferaction Management Workflows

When an interaction is resolved by the Service Desk on first intake, or solved by arelated incident, change,
or request that is resolved, the interaction is closed. Based on user preferences, the Service Desk
communicates the solution to the user by phone or email.

You can see the details of this process in the following figure and table.
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Table 3-3

Interaction Closure (SO 0.3) process

Process | Procedureor
ID Decision Description Role
S0 0.3.1 | Check solution The Service Desk agent checks the solution provided for all Service Desk
completeness Open-Callback interactions. Agent
SO0.3.2 | Service Desk Agent If yes, go to SO 0.3.4. If no, go to SO 0.3.3. Service Desk
accepts solution? Agent
SO 0.3.3 | Reopen incident The Service Desk agent reopens the incident ticket for further Service Desk
investigation and diagnosis. Agent
S0 0.34 | Cal back user? If the Notify By method states that the user wants to be notified by Service Desk
phone, go to SO 0.3.6. If not, goto SO 0.3.5. Agent
SO 0.35 | Generate email The user receives an automatic email about the interaction closure Service Desk
notification to user containing the interaction details, including the solution. The user can | Agent
check the solution by using the self-service Web portal, and can reject
the solution within two weeks. After two weeks, the interaction is
automatically closed.
SO 0.3.6 | Verify solution with The Service Desk Agent contacts the user and communicates the Service Desk
the user resolution. The user should verify the solution and confirm that the Agent
incident is solved and that the question or complaint is answered, or
the Service Reguest is fulfilled.
S0 0.3.7 | User accepts solution? | If yes, go the SO 0.3.9. If no, go to SO 0.3.8. Service Desk
Agent
SO 0.3.8 | Reopen or recreate The solution provided may not solve the issue for all users. If the Service Desk
incident solution does not solve the issue for all users, the Service Desk Agent | Agent
must either reopen the existing incident or create a new incident, and
then relate the unsolved interaction(s).
SO 0.3.9 | Closeinteraction The Service Desk Agent closes the interaction. Service Desk
Agent

User Inferaction Management Workflows
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4 User Interaction Management Detfails

HP Service Manager uses its Service Desk application to enable the User Interaction Management process.
The main function of User Interaction Management isto monitor, track, and record calls and open incidents,
as necessary.

In User Interaction Management, a Service Desk Agent receives a call and opens anew interaction. The
Service Desk Agent fillsin the required fields, and then chooses to close the interaction or escalate it to an
incident.

This section describes selected User Interaction Management fields in the out-of-box Service Manager
system.

Topicsin this section include:

*  New interaction form on page 42

e Interaction form after escalation on page 43

e User Interaction Management form details on page 44

* Interaction categories on page 50
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New interaction form

When a Service Desk Agent clicks Register a New Interaction, Service Desk displays the new interaction
form. The required fields in thisform must be populated to register the new interaction. Service Desk fillsin
some of the fields automatically. The Service Desk Agent must fill in the others.

Figure4-1 A new interaction that hasbeen filled in
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Interaction form after escalation

After the Service Desk Agent escalates the interaction, Service Desk displays new fields and tabs.

Figure4-2 Thesameinteraction after escalation

User Inferaction Management Defails
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User Interaction Management form details

The following table identifies and describes some of the features on Service Desk’s User Interaction
Management forms.

Table4-1  User Interaction Management form details

Label

Description

Interaction 1D

Service Manager populatesthis field with aunique ID when a Service Desk Agent registersa
new interaction.

Primary Contact
Contact for thisinteraction

The Service Desk Agent populates this field with the contact name related to the company
from which this call was received for thisinteraction. The contact person is not necessarily
the same person as the service recipient. This field ensures that the correct person will be
notified about updates to the interaction.

Filling in this field auto-popul ates the Full Name, Telephone, Email, and L ocation fields with
information from the contact record.

After filling in the contact name, the Service Desk Agent can use the Smart Indicator
positioned at the end of the field to view open or closed interactions for this contact.

Thisisarequired field.

Primary Contact
Notify By

To notify the customer when the issue has been resolved, Service Manager prepopulates this
field with Email. The Service Desk Agent can change it to None or Telephone, if applicable.

When the related incident or changeis closed:

e Selecting Email sends email to the contact and closes the interaction

» Selecting None closes the interaction without notifying the contact

e Selecting Telephone sets the interaction to the status Open-Callback, which tells the
Service Desk Agent to call the contact. The Service Desk Agent asks the contact whether
the solution is satisfactory and indicates the answer on the Required Actions tab. If the
solution works for the customer, you close the interaction. If it does not work, then you
must reopen the incident.

Thisisarequired field.

Service Recipient
Thisinteractionisfor

The person who has the problem and needs it resolved. It is not necessarily the person who is
calling to report the problem. Filling in this field automatically fillsin the contact name from
the contact record of who should be notified of the resolution.

The Service Desk Agent populatesthisfield with the person thisissueis registered for. When
the primary contact is also the service recipient, Service Manager fillsthis field in after the
service is selected.

After filling in the service recipient, the Service Desk Agent can use the Smart Indicator
positioned at the end of the field to view open or closed interactions for this contact.

Thisisarequired field.
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Table4-1  User Interaction Management form details

Label

Description

Affected Items
Service

The Service Desk Agent populates this field with the business service affected by the
registered issue. Only business services the service recipient has a subscription for can be
selected. As a best practice, users should select the affected service before selecting the
Affected Cl because the Affected Cl selection islimited by the service selected by a user.
Selecting the service first prevents a mismatch between the service and the CI. ITIL V3is
centered around services, so a service construct should always be defined for best practices. If
you have not yet created a service construct, start with a catch-al service, such as My
Devices.

Note: The out-of-box optionsin thisfield are based on past Service Manager
implementations. You should tailor these options to match your business needs.

These business services are available out-of-box:
e Applications

e E-mail/Webmail

e Handheld PDA & Telephony

e Intranet

e Internet

e My Devices (The My Devices service represents all personal devices that the user would use.)
e Printing

Selecting the service:

e May limit the list of affected Cls.

e Validatesthat it isavalid service

Anend user ismore likely to know that the e-mail service does not work than what part of the
e-mail service does not work.

Thisisarequired field.

Tip: You can use the Smart Indicator, positioned at the end of the field, to search for related
incidents or problems.

Affected ltems
Affected ClI

The Service Desk Agent populates this field with the configuration item (Cl). Click Fill to
select from alist of the physical Clsthat relate to the service. Other Cls can be entered
manually.

If the business service does not contain any Cls, then the list shows only the Cls that the
service recipient is subscribed to and the Clsthat are assigned to the service recipient. If you
choose an application, you are presented with alist of Clsin the service, aswell as those that
you own.

After filling in the affected Cl, the Service Desk Agent can use the Smart Indicator positioned

at the end of the field to search for open and closed incidents for this Cl, and to view the
details.

Title

The Service Desk Agent populates this field with a brief description that identifies the
interaction.

Note: Service Manager searches this field when you do an advance or expert text search.
Thisisarequired field.
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Table4-1  User Interaction Management form details

L abel

Description

Description

The Service Desk Agent populates this field with a detailed description of the interaction.
When the location and telephone number differ from the contact details, the Service Desk
Agent can record the correct information in the description field.

Clicking Search Knowledge searches description fields across multiple Service Manager
knowledgebases for the text entered. Depending on the permissions of the user,

Service Manager may look in interactions, incidents, problems, known errors, and knowledge
documents. The Service Desk Agent can use the solution from any returned document as the
solution for the interaction.

Note: Service Manager searches this field when you do an advance or expert text search.

Thisisarequired field.

Interaction Detail

The Interaction Detail notebook is based on a classification structure, such as a cost code and
closure analysis, to classify interaction records for reporting purposes.

Thisisarequired field.

Interaction Detail >
Category

Thisfield describes the type of interaction. The interaction type determines the process to
escal ate to when the interaction cannot be solved on first intake.

The categories are based on I TIL service-centric processes, and therefore focus on enabling
ticket assignment, reporting, and operational analysis for knowledge management purposes.

From the category dropdown:
e Complaint > Escalate — Service Manager creates a new incident.

¢ Incident > Escalate — You can relate the interaction to an existing incident, an existing
known error, or create a new incident.

¢ Reqguest for Change > Escalate — Service Manager creates a new change request.
¢ Reguest for Information > Escalate — Service Manager creates a new incident.

e Options menu > Order from Catalog — Service Catalog opens, allowing you to place an
order. Theinteraction is given the category service catalog. Service Catal og interactions
are not escalated. When you approve the interaction, it opens the related record as defined
in the service catalog connector.

For more information on Categories and the areas and subareas associated with them, see
Interaction categories on page 50.

Thisisarequired field.

Interaction Detail >
Area

The Service Desk Agent populates this field with the area of concern.

Service Manager displays different lists of areas, depending on the category you selected. For
more information on categories and the areas and subareas associated with them, see
Interaction categories on page 50.

Thisisarequired field.

Interaction Detail >
Sub-area

The third level of classifying an interaction, mainly used for reporting purposes.

Service Manager displays different lists of sub-areas, depending on the areayou selected. For
more information on categories and the areas and sub-areas associated with them, see
Interaction categories on page 50.

Thisisarequired field.
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Table4-1  User Interaction Management form details

Label

Description

Interaction Detail >
Impact

The Service Desk Agent populates this field with the impact the interaction has on the
business. The impact and the urgency are used to calculate the priority. The impact is based
on how much of the businessis affected by the issue.

The stored value can be 1-4, as follows.
e 1-Enterprise

e 2- Site/Dept
e 3- Multiple Users
e 4-User

Thisisarequired field.

Interaction Detail >
Urgency

The urgency indicates how pressing the issue isfor the service recipient. The urgency and the
impact are used to calculate the priority.

The stored value can be 1-4, as follows.

e 1-Critica
e 2-High

e 3-Average
e 4-Low

Thisisarequired field.

Interaction Detail >
Priority

Thisfield describes the order in which to address this interaction in comparison to others. It
contains a priority value calculated by (impact + urgency)/2. Decimals are truncated.

The stored value based on that calculation can be 1-4, asfollows:
e 1-Critica

e 2-High

e« 3-Average

e 4-Low

Interaction Detail >
Knowledge Source

Thisfield contains the reference number of the document from the knowledgebase document
used to solve the issue.

If you find a knowledge article by using Search Knowledge, and then click Use Knowledgein
that article to provide the solution to your customer, thisfield is populated with the Document
ID of the document you used.

If you do not use a knowledge document or if you do not click Use Knowledge in the
knowledge document, thisfield isleft blank.
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Table4-1  User Interaction Management form details

L abel

Description

Interaction Detail >
Closure Code

Thisfield contains a predefined closure code, describing the way thisissue has been solved.
The out-of-box optionsin this field are based on Service Manager customer reference data.
Tip: You may want to tailor these options to match your business needs.

These closure codes are available out-of-box:
e Not Reproducible

e Out of Scope

* Reqguest Rejected

« Solved by Change/Service Request

e Solved by User Instruction

e Solved by Workaround

e Unableto solve

e Withdrawn by User

Interaction Detail >
Solution

Thisfield contains a description of the solution used for this interaction.
Note: Service Manager searches this field when you do an advance or expert text search.

Status

Service Manager populates this field with a predetermined status when a Service Desk Agent

closes or escalates and interaction.

The optionsin this field have been revised to align with our new best practices.

Tip: You may want to tailor these options to match your business needs.

These statuses are available out-of-box:

¢ Open-ldle— Theinteraction has no incidents, changes, or other records related to it. The
call has been opened, but not escalated or closed. For example, when the Service Desk

Agent is still on the phone with the customer, or when a self-service user has created a
request.

e Open-Linked — The call has been escalated or the catalog request approved and the
interaction is now related to another record, such as an incident, change, or request.

e Open-Calback — Thereis an action pending for the interaction. The Service Desk Agent
must now call the contact. When the related record is closed, the interaction is
automatically set to open-callback. if the Notify By field is set to telephone for that user.

¢ Closed — The interaction was closed by the help desk or automatically after the related
record was closed.

Approva Status

Thisfield is only used when you request something from the catal og.

When you submit an order from the catal og, Service Manager automatically creates an
interaction which, based on approval requirements, may have to be approved before it can be
fulfilled. Service Manager populates this field with the current approval status for this
interaction.

These approval statuses are available out-of-box:

* Pending — The request has not been approved or a prior approval or denial has been
retracted.

e Approved — All approval requirements are approved, or no approval necessary
e Denied — The request has been denied.
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Table4-1  User Interaction Management form details

L abel

Description

Activities

The Activities notebook records information that the Service Desk Agent enters during the
lifecycle of the ticket. Every time you update an interaction, you must fill in an update on the
Activities notebook (Update sub-notebook). A log of al the updatesis stored on the Journal
Updates and Historic Activities tabs. Activities from related records that are flagged as
customer visible are also displayed here.

Related Records

The Related Records notebook contains alist of all related records for the interaction. These
may include related incidents, known errors, changes, and quotes.

SLA

The SLA (Service Level Agreement) notebook displays SLASs related to the interaction.

SLAs in interactions are customer-related and selected, based on the customer contact or
department and service related to the issue. The Service Level Objective (SLO) definesthe
details, such as beginning and ending state, and time allowed between these states. SLA
selection takes place when a Service Desk Agent escalates the interaction. The best practiceis
that the Service Desk Agent should communicate the time of the next breach to the customer
at this point. If SLAs are configured to be handled in the background, the information on this
tab may not display immediately.

Note: The out-of-box system is set up to run SLAs in the foreground. Tailoring the system to
run SLAsin the background complicates communicating with the customer and should be
avoided.

Escalate button

The Service Desk Agent clicks this button to create an incident from thisinteraction. The
customer's issue could not be solved immediately.

When research time is required, the ticket should be escalated to an incident or a change, not
saved as an interaction. There is no monitoring on saved interactions, other than self-service
interactions.

If the Service Desk has arolein the Incident Management process, this incident may be
assigned to the Service Desk, and the Service Desk Agent can still work on it.

Clicking Escalate starts the Escalate | nteraction wizard.

Tip: You may want to tailor the Escalate Interaction - Incident wizard to prepopulate desired
information.

For more information on the Escalate | nteraction wizard, see Escal ate | nteraction wizard on
page 52

Undo button

The Service Desk Agent clicks this button to reload the last saved version of a submitted
self-service ticket, or to clear all datafrom the screen.

Note: All changes after the last save will be lost.

Close button

The Service Desk Agent clicks this button to close the interaction. The customer's issue was
resolved and requires no further action.

User Inferaction Management Defails
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Interaction categories

The category hierarchy was designed to support the ITIL V3 model of service-centric support. Itisa
natural -language-based hierarchy meant to enable the Service Desk Agent to easily classify the ticket. The
three-level hierarchy (category, area, and sub-areq) creates a* sentence” that clearly and uniquely definesthe

issue without ambiguity.

The category determines which process the record belongs to. Combined with the area and subarea, it dso is
used for to report results and to determine the knowledgebase assignment for the event.

) Since the category values represent best practices, customizing this datais not expected. The area and
subarea fields can be customized; however, they should cover the scope of the IT Service provisioning in
natural language definition and should remain unmodified. If you choose to customize the areas and

subareas, be sure to set them up in a natural easy-to-follow hierarchy.

The categories, areas, and subareas that come with Service Desk out-of-box are captured in thistable.

Table4-2  Categories, areas, and subareas
Category Area Sub-area
complaint service delivery availability
complaint service delivery functionality
complaint service delivery performance
complaint support incident resolution quality
complaint support incident resolution time
complaint support person
incident access authorization error
incident access login failure
incident data data or file corrupted
incident data data or file incorrect
incident data data or file missing
incident data storage limit exceeded
incident failure error message
incident failure function or feature not working
incident failure job failed
incident failure system down
incident hardware hardware failure
incident hardware missing or stolen
incident performance performance degradation
incident performance system or application hangs
incident security security breach
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Table4-2 Categories, areas, and subareas (cont’d)

Category Area Sub-area

incident security security event/message
incident security virus alert

problem access authorization error
problem access login failure

problem data data or file corrupted
problem data data or file incorrect
problem data data or file missing
problem data storage limit exceeded
problem failure error message

problem failure function or feature not working
problem failure job failed

problem failure system down

problem hardware hardware failure
problem hardware missing or stolen
problem performance performance degradation
problem performance system or application hangs
problem security security breach

problem security security event/message
problem security virus alert

reguest for change service portfolio new service

request for change service portfolio upgrade/ new release
reguest for information general information general information
reguest for information how to how to

request for information status status

service catalog service catalog service catalog
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Escalate Interaction wizard

Depending on your selection, the Escalate Interaction wizard opens one of the following wizards:

Escalate Interaction - Complaint wizard

The Escalate Interaction - Complaint wizard creates a new incident ticket in the background, and
assignsit to the Service Desk Manager.

Escalate Interaction - Incident wizard

The Escalate Interaction - Incident wizard requests further information, including location and
assignment, and creates an incident ticket.

Each Cl hasalocation.codethat it is assigned to, and each device has an assignment group it defaultsto.
If the Cl is at adifferent location from its default, the location information is important to the person
assigned to the incident. The system generates alist of all assignment groups for the selected service or
Cl. The Service Desk Analyst can only assign the interaction to alisted service or Cl.

The location information is used for dispersed global assignment groups. The information can be used
in inboxes to show only incidents local or close to the technician’s location.

When you relate the incident to aknown error (KE), you can call the Escalate Interaction - Incident-KE
wizard. If the Service Desk Analyst selects a KE, the system presents the workaround from that KE to
the Service Desk Analyst to validate and to add interaction-specific information. Theworkaround text is
subsequently used as the solution text for the interaction.

Escalate Interaction - RFl wizard

The Escalate Interaction - RFI wizard creates a new incident ticket in the background with the default
category Request for Information (RFI). The RFI incident ticket is assigned to the Service Desk
gnment group.

Escalate Interaction - RFC wizard

The Escalate Interaction - RFC wizard creates a new change request in the background, in the review
phase, with the category “default” .
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5 Incident Management Overview

The HP Service Manager Incident Management application, referred to as Incident Management throughout
this chapter, supports the Incident Management process. It provides comprehensive Incident Management
that allows you to restore normal service operation as quickly as possible and minimize the adverse impact
on business operations.

Incident Management enables you to categorize and track various types of incidents (such as service
unavailability or performance issues and hardware or software failures) and to ensure that incidents are
resolved within agreed on service level targets.

This section describes how Incident Management implements the best practice guidelines for the Incident
Management processes.

Topicsin this section include:

e Incident Management within the ITIL framework on page 54

e Incident Management application on page 54

e Incident Management process overview on page 55

e Input and output for Incident Management on page 57

»  Key performance indicators for Incident Management on page 58

e RACI matrix for Incident Management on page 59
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Incident Management within the ITIL framework

Incident Management is addressed in ITIL's Service Operation publication. The document describes
Incident Management as the process responsible for restoring normal service operation as quickly as
possible.

The ITIL publication points out that Incident Management is highly visible to the business, and therefore it
is often easier to demonstrate its value in comparison to other areas of Service Operation. These values
include:

» theability to detect and resolve incidents, resulting in lower downtime and higher service availability
e theability toalign IT activity to real-time business priorities
» theability to identify potential improvementsto services, and additional service or training requirements

Incident Management application

The Incident Management application automates reporting and tracking of a single incident or a group of
incidents associated with a business enterprise. It enables you to categorize types of incidents, and keep
track of their resolution.

With Incident Management, the appropriate people can escalate and reassign incidents. Incident
Management can also automatically issue alerts or escalate an incident to properly meet the agreed-upon
terms of the service contract. For example, if anetwork printer is disabled, atechnician or manager can
escalate the incident to a higher priority to ensure that the incident is fixed quickly.

Incident Management restores normal service operation as quickly as possible and minimizes the adverse
impact on business operations, thus ensuring that the best possible levels of service quality and availability
are maintained. It includes events that are communicated directly by Users, either through the Service Desk
or through an automated interface between Event Management and Incident Management tools.

Incident Management defines normal service operation as service performance to meet Service Level
Agreement (SLA), Operation Level Agreement (OLA), and Underpinning Contract (UC) targets.

Incidents can be reported and logged by support staff, who may notify the Service Desk if they notice an
issue. Not all events are logged as incidents. Many classes of events are not related to disruptions at al, but
are indicators of normal operation or are simply informational.
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Notes for Incident Management implementation

The new Incident Management best practices make some changes you may want to take into consideration
when implementing your updated system.

Incident Closure process

Service Manager includes the Service Desk application to perform user interaction activities.

Service Manager is configured out-of-box to use a one-step Incident Closure process. Therefore, incident
personnel can close the incident directly after resolving it. The Service Desk takes care of notifying the end
user and closing the interaction that initiated the incident.

Legacy Service Manager customers who did not activate Service Desk and used a two-step incident close
will find that thisis no longer necessary, because the Service Desk application is now included.

Incident ticket information

Theincident ticket includes the information essential to assigning and addressing the incident. It does not
include contact information for the person who initiated the incident, for several reasons. First, severa
contacts could be directly related to asingle incident. If only the contact information for the first was
recorded, the analyst might only focus on that customer and not check for related interactions. In addition,
contact and customer related datais stored in the interaction record, as the Interaction Management process
defines the transition point between the end user and I T.

Although the incident ticket does not directly display the information about the person who initiated the
incident, that information can be easily retrieved by using the Options menu to view any interaction records
that are related to the incident.

Incident Management process overview

The Incident Management processincludes all necessary stepsto log and resolve an incident, including any
necessary escalations or reassignments. Monitoring of Service Level Agreements (SLAS), Operation Level
Agreements (OLAS), and Underpinning Contracts (UCs) are also part of the overall process.

When an incident ticket is opened, the associated SLA starts tracking the time that elapses. The Incident
Coordinator assigns the ticket to an Incident Analyst for investigation and diagnosis. If necessary, the ticket
can be reassigned to a different assignment group.

A genera overview of the Incident Management processes and workflows is depicted in Figure 5-1,below.
They are described in detail in Chapter 6, Incident Management Workflows.
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Figure5-1

Incident M anagement process diagram
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Incident Management user roles

Table 5-1 describes the responsihilities of the Incident Management user roles.

Table5-1 Incident Management User Roles and Responsibilities

Role Responsibilities
Operator Registers incidents based on an event and assigns them to the correct support group.
Incident Analyst * Reviewsand accepts or rejects assigned incidents.

Investigates and diagnoses incidents.

Documents incident resolutions or workarounds in the Service Management application.
Implements incident resolutions.

Verifies that incidents are resolved and closes them.

Incident Coordinator

Reviews and accepts or rejects incidents assigned to the support group.
Handles incidents escalated by an Incident Analyst of the support group.

Monitors Operational Level Agreements (OLA) and Underpinning Contracts (UC) targets
of the support group.

Incident Manager

Handles incidents escalated by the Incident Coordinator or by the Service Desk Agent.
Determines and executes the appropriate escalation actions.
Requests an Emergency Change, if required.

Service Desk Manager

Handles incidents that are categorized as Complaints.

Input and output for Incident Management

Incidents can be triggered and resolved in several ways. Table 5-2 outlines the inputs and outputs for the
Incident Management process.

Table5-2  Input and output for Incident M anagement

Input to Incident Management Output from Incident M anagement

¢ Customer interactions with the Service Desk, |+ Resolved incidents
which can be escalated to incidents «  Documented workarounds, solutions, or knowledge articles

opens incidents
e Support staff. *

Incidents can also trigger several other Service Manager processes, as
described in the next section.

*  Service Manager user roles assigned to staff who can open incidents directly include Incident Managers, Incident Coordinators,
Configuration Auditors, Operators, Request Administrators, Request Procurement Managers, and System Administrators.

Incident Management Overview
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Key performance indicators for Incident Management

The Key Performance Indicators (KPIs) in Table 5-3 are useful for evaluating your Incident Management
processes. To visualize trend information, it is useful to graph KPI data periodically. In addition to the data
provided by Service Manager, you may need additional tools to report on al of your KPI requirements.

Table5-3 Key Performance Indicatorsfor Incident Management

Title

Description

% of incidents closed within
SLA target time

The number of incidents closed within the SLA target time, relative to the number of all
incidents closed, in a given time period.

% of reopened incidents

The number of incidents closed that were reopened because the solution was not accepted by
the customer, relative to the number of all incidents closed, in a given time period.

Backlog of incidents

The number of incidents that are not yet closed, in a given time period.

Total number of incidents

Total number of new reported incidents, in a given time period.

For completeness, the ITIL V3 and COBIT 4.1 KPIs are included bel ow.

ITIL V3 Key Performance Indicators

Thefollowing are ITIL V3 KPIsfor Incident Management:

e Total number of incidents (as a control measure)

«  Breakdown of incidents at each stage (for example, logged, work in progress, and closed)

e Sizeof current incident backlog

e Number and percentage of major incidents

»  Mean elapsed time to achieve incident resolution or circumvention, separated by impact code

e Percentage of incidents handled within target response time; incident response-time targets may be
specified in SLAS, for example, by impact and urgency codes

*  Average cost per incident

*  Number of incidents reopened and as a percentage of the total

*  Number and percentage of incidents incorrectly assigned

*  Number and percentage of incidents incorrectly categorized

*  Number and percentage of incidents resolved remotely, without the need for a visit

»  Number of incidents handled by each incident model

»  Breakdown of incidents by time of day, which helps pinpoint peaks and ensure matching of resources
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COBIT 4.1 Key Performance Indicators

The following are the COBIT 4.1 KPIsfor Incident Management:
e Percent of incidents resolved within the time period specified
e Percent of incidents reopened

e Average duration of incidents by severity

e Percent of incidents that require local support (that is, field support or a personal visit)

RACI matrix for Incident Management

A Responsible, Accountable, Consulted, and Informed (RACI) diagram or RACI matrix is used to describe
the roles and responsibilities of various teams or people in delivering a project or operating a process. Itis
especially useful in clarifying roles and responsibilities in cross-functional/departmental projects and
processes. The RACI matrix for Incident Management is shown in Table 5-4.

Table5-4 RACI Matrix for Incident Management
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SO 2.1 |Incident Logging A I R R
SO 2.2 | Incident Assignment A R R
SO 2.3 | Incident Investigation and Diagnosis A o] R 7]
SO 2.4 | Incident Resolution and Recovery A o] R o]
SO 25 | Incident Closure A (o] R I I I
SO 2.6 |Incident Escalation R/IA R I
SO 2.7 | SLA Monitoring All I I R
SO 2.8 | OLA and UC Monitoring All R I
SO 29 | Complaint Handling All R o]
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6 Incident Management Workflows

The Incident Management process logs, investigates, diagnoses, and resolves incidents. Incidents can be
initiated by the escalation of Service Desk interactions or automatically detected and reported by event
monitoring tools. The process includes al necessary steps to log and resolve an incident, including any
necessary escalations or reassignments.

The Incident Management process consists of the following processes, which are included in this chapter:
e Incident Logging (process SO 2.1) on page 61

e Incident Assignment (process SO 2.2) on page 64

e Incident Investigation and Diagnosis (process SO 2.3) on page 67

e Incident Resolution and Recovery (process SO 2.4) on page 70

e Incident Closure (process SO 2.5) on page 72

e Incident Escalation (process SO 2.6) on page 74

e SLA Monitoring (process SO 2.7) on page 77

*  OLA and UC Monitoring (process SO 2.8) on page 79

e Complaint Handling (process SO 2.9) on page 81

Incident Logging (process SO 2.1)

Incidents are initiated and logged as part of the Interaction Management or the Event Management process,
depending on the source and nature of the incident. All relevant information relating to incidents must be
logged so that afull historical record is maintained. By maintaining accurate and compl ete incident tickets,
future assigned support group personnel are better able to resolve recorded incidents.

e |f theincident islogged by the Service Desk Agent, most incident details are already provided by the
interaction record. The Service Desk Agent verifies the Assignment Group to make sure the selected
group is the most suitable group to solve the incident. If an incident is categorized as a complaint, the
Complaint Handling processis triggered.

e If anincident islogged by an Operator, usually by using a system management tool, the incident must
be based on the applicable incident model.

Operators and Service Desk Agents can perform the following Incident Logging tasks:
e Create new incident from monitoring system notification (Operator)

e Create new incident from user interaction (Service Desk Agent)

e Review and update incident information (Service Desk Agent)

You can see the details of this process in the following figure and table.
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Table6-1

Incident L ogging process

Process Procedure or

ID Decision Description Role

SO 211 |Createnew incident A User interaction cannot be solved on first intake and is escalated to | Service Desk
the Incident Management process. The interaction is automatically Agent
related to the newly created incident. The Service Desk Analyst
creates an incident from an interaction.

SO 212 | Categorized as Isthe incident categorized as acomplaint? If yes, goto SO 2.1.5. If | Service Desk

complaint? no, goto SO 2.1.3 Agent

SO 213 |Assignincident to Based on the categorization and the affected services, theincident is | Service Desk

group automatically assigned to the responsible support group. The Service | Agent
Desk Analyst verifies that the assignment is correct.
S0 2.1.4 | Provideinteraction The Service Desk Analyst provides the interaction number to the Service Desk
number and SLA User. The User keeps the interaction number as a reference to the Agent
target to User incident. The Service Desk Analyst also provides atarget solution
date based on the SLA.
SO 215 | Assign complaint Incidents categorized as complaints are initially assigned to the Service Desk
incident to Service Service Desk Group. Agent
Desk Group
SO 2.1.6 | Provideinteraction The Service Desk Analyst provides the interaction number to the Service Desk
number and SLA User. The User keeps the interaction number as areference to the Agent
target to User incident. The Service Desk Analyst also provides atarget solution
date based on the SLA.
S0 2.1.7 |Assignincident to After saving, the incident is assigned to the Service Desk Manager Service Desk
Service Desk Manager | (see SO 2.9 Complaint Management). Agent
SO 2.1.8 | Review incident An incident can be rejected by an assignment group due to incorrect | Service Desk
information assignment or incomplete information. If thisisthe case, the Service | Agent
Desk Analyst reviews the logged comments and corrects the
information or assignment.

SO 219 |Information complete? | If no, go to SO 2.1.10. If yes, go to SO 2.1.3. All known errorswill | Service Desk
have aworkaround. The Incident might only remain open for Agent
problem tickets. Additionally, the Incident Management process
remains responsible.

S0 2.1.10 | Gather required Gather the missing required information and update the incident with | Service Desk

information the information. Contact the User if necessary. Agent

SO 2.1.11 | Create new incident An incident is detected when monitoring the Information and Operator
Communication Technology (ICT) infrastructure. The Operator (or
Initiator) decides to open an incident ticket manually, or an incident
ticket is opened automatically, depending on the settings.

SO 2.1.12 | Select incident The Operator (or Initiator) selects an incident template from alist, or | Operator

template if appropriate | atemplate is selected automatically, depending on the settings.

S0 2.1.13 | Follow template The Operator (or Initiator) provides and records the incident details | Operator

instructions

based on the instructions provided by the incident template. The
template instructions may filled in by predefined scripts.

Incident Management Workflows
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Table6-1 Incident Logging process (cont’d)

Process Procedure or

ID Decision Description Role

SO 2.1.14 | Provide Title/ Provide a suitabletitle and description for theincident. Thismight be | Operator
Description/Cl based on the event text. If possible, the affected Configuration Item

should be selected.

SO 2.1.15 | Select Category and Select the suitable Category and Priority by selecting the applicable | Operator
Priority impact level and urgency.

S0 2.1.16 | Assignincident to Theincident is automatically assigned to the responsible support Operator

group

group, based on the incident categorization and the associated
affected services.

Incident Assignment (process SO 2.2)

64

Incident tickets are logged from an interaction by a Service Desk Agent or from an event by an Operator.
The Incident Coordinator monitors the incident queue, reviews open status incidents, and determines from
the information provided whether to accept or reject incident tickets. When an incident ticket is accepted, it
isassigned to an Incident Analyst for further investigation and diagnosis.

The Incident Analyst receives an assigned incident and determines whether the incident can be resolved with
the tools and knowledge available. If the incident cannot be resolved, the Incident Analyst rejects the
incident and reassigns it to the Incident Coordinator.

You can see the details of this processin the following figure and table.
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Table 6-2

Incident Assignment process

Process Procedure or
ID Decision Description Role
SO 221 |Review incident The Incident Coordinator monitors the incident queue and reviews all | Incident
information incoming Incidents. Coordinator
SO 2.2.2 |Incidentinformation | The Incident Coordinator verifiesthat there is sufficient information | Incident
completeand assigned | available in the incident ticket to diagnose the incident and verifies Coordinator
to correct group? that the incident is assigned to the correct support group. If yes,
continue with SO 2.2.3. If no, go to SO 2.2.8.
SO 223 | Assignincident to The Incident Coordinator accepts the incident and assignsit to an Incident
analyst Incident Analyst from the Incident Coordinator's group for further Coordinator
investigation and diagnosis.
SO 2.2.4 | Review incident The Incident Analyst monitors the queue of incidents assigned to him/ | Incident
information her and reviews the incoming incidents. Anayst
SO 225 |Abletoresolve The Incident Analyst reviewsthe assigned incident to seeif he/she can | Incident
incident? resolve it. If yes, continue with SO 2.2.6. If no, go to SO 2.2.7. Analyst
SO 2.2.6 | Acceptincident The Incident Analyst accepts the incident by changing the status to Incident
Accepted. Analyst
SO 2.2.7 | Regectincident The Incident Analyst rejects the incident by clearing the Assignee Incident
field, updating the Status field to Rejected, and then providing an Anayst
update in the Activities tab that states the reason for the rejection.
When the Incident Analyst completes the updates, the incident ticket
issaved. Theincident ticket is then returned to the incident queue for
reassignment by the Incident Coordinator.
SO 2.2.8 | Regectincident The Incident Coordinator rejects the incident and reassigns it to the Incident
Service Desk. Coordinator
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Incident Investigation and Diagnosis (process SO 2.3)

Each support group involved with handling incidents must perform investigation and diagnosis tasks to
determine the categorization of and solution to the incident. All actions performed by support group
personnel are documented in the incident ticket, so that a complete historical record of all activitiesis
maintained at al times.

Incident Investigation and Diagnosis includes the following actions:

»  Establishing the exact cause of the incident

»  Documenting user requests for information or for particular actions or outcomes

»  Understanding the chronological order of events

»  Confirming the full impact of the incident, including the number and range of users affected

» ldentifying any eventsthat could have triggered the incident (for example, arecent change or user
action)

»  Searching known errors or the knowledgebase for aworkaround or resolution

»  Discovering any previous occurrences, including previously logged incident or problem tickets and
known errors, the knowledgebase, and error 1ogs and knowledgebases of associated manufacturers and
suppliers

* ldentifying and registering a possible resolution for the incident

The Incident Analyst asks the following questions to determine how to resolve an incident:

* Isthereaproblem, or do | need to provide information for a user's request for information (RFI)?
* Do | have the knowledge and tools to solve this problem?

e Cantheincident be reproduced?

* Cantheincident be related to an open problem or known error?

* Weastheincident caused by the implementation of a change?

*  Canasolution be found for thisincident?

You can see the details of this process in the following figure and table.
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Table6-3  Incident Investigation and Diagnosis process
Process | Procedureor
ID Decision Description Role
SO 2.3.1 | Review incident The Incident Analyst monitors the queue of incidents assigned to him/ | Incident
her and reviews the incoming incidents. Anayst
S0 232 | Request for The Incident Analyst evaluates the incident to seeiif it is categorized | Incident
information? as aRequest for Information (RFI) or if it isaservice disruption. If Analyst
yes, continue with SO 2.3.11. If no, go to SO 2.3.3.
SO 2.3.3 | Investigate and The Incident Analyst starts to investigate and diagnose the cause of Incident
Diagnose the incident. The status of the incident is set to Work in Progress. Analyst
SO 2.3.4 | Incident reproduced? | The analyst tries to reproduce the incident. If yes, continue with Incident
S0 2.3.5. If no, goto SO 2.3.8. Anayst
SO 235 | Matchtooutstanding | The Incident Analyst searches the problem database to seeif thereis | Incident
problem/known error? | already a problem or known error defined for thisincident. If yes, Analyst
continue with SO 2.3.9. If no, go to SO 2.3.6.
SO 2.3.6 | Incident caused by The Incident Analyst searches the changes database to seeif arecent | Incident
change? change may have caused the service disruption. If the configuration | Analyst
item associated with the incident is listed, the Incident Analyst can
also look at any changes that have recently been performed against
this configuration item. The Incident Analyst can also view the
configuration item treeto discover if related configuration items could
have caused the incident. If yes, continue with SO 2.3.10. If no, go to
SO 2.3.7.
SO 2.3.7 | Resolution found? The Incident Analyst checks the known error/knowledgebase for a Incident
workaround or resolution to thisincident, or triesto find asolution. If | Analyst
yes, continue with SO 2.3.8. If no, go back to SO 2.3.3.
SO 2.3.8 | Document resolution/ | The Incident Analyst documents the solution or workaround in the Incident
workaround incident ticket. Analyst
SO 239 | Relateincident to When an incident matches an outstanding problem or known error, the | Incident
problem/known error | incident ticket is related to the problem ticket or known error record. | Analyst
SO 2.3.10 | Relate incident to When the incident is caused by a previous change, theincident ticket | Incident
change isrelated to the change request. A solution still needsto befoundto | Analyst
solve the incident.
SO 2.3.11 | Search for/collect The Incident Analyst searches for information to provide the Incident
information requested information to the User. Analyst

Incident Management Workflows
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Incident Resolution and Recovery (process SO 2.4)

As part of the Incident Resolution and Recovery process, the Incident Analyst identifies and evaluates
potential resolutions before those resol utions are applied and escalates incidents as necessary. The Incident
Analyst may escalate an incident to the Incident Coordinator, including those incidents that require a change.
If the Incident Analyst does not have the required level of permissions to implement a change, the Incident
Analyst reassigns the incident to another group that can implement the resolution. As soon as it becomes
clear that the assigned support group is unable to resolve the incident or if the target time period for
first-point resolution is exceeded, the incident must be immediately escalated.

The objectives of the Incident Resolution and Recovery process are to ensure that:
*  Recorded incidents include a resolution or workaround and information is complete.
* Incidentsthat require a change are escalated to the Incident Coordinator.

* Incidents for which the Incident Analyst has the required level of permissions are tested and
implemented by the Incident Analyst in a production environment.

* Any incidents that the Incident Analyst does not have permissions to implement are reassigned to the
applicable group for resolution implementation.

*  Anyimplementation errorsthat occur during incident resolution correctly trigger resolution reversal and
reinvestigation and diagnosis of the incident.

e Thelncident Analyst initiates all required escalations.

You can see the details of this processin the following figure and table.
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Table 6-4

Incident Resolution and Recovery process

Process | Procedureor
ID Decision Description Role
SO 2.4.1 | Review incident TheIncident Analyst reviewstheincident information for the supplied | Incident
resolution or workaround. Analyst
SO 24.2 | Changerequired to The Incident Analyst determines whether or not the provided Incident
resolve incident? resolution needs to be implemented by using a Change. If yes, goto | Analyst
SO 2.6. If no, continue with SO 2.4.3.
SO 2.4.3 | Analyst entitled to The Incident Analyst must judge if he/she has the permissions to Incident
implement resolution? | implement the resolution. If yes, continue with SO 2.4.4. If no, goto | Analyst
SO 24.7.
SO 2.4.4 | Implement resolution | The Incident Analyst tests the resolution and implementsit in the Incident
production environment. Analyst
SO 245 | Errorsoccurred? When there are errors during the implementation of aresolution, the | Incident
Incident Analyst reverses the solution and the incident isreturnedto | Analyst
the investigation and diagnosis phase. If yes, go to SO 2.4.6. If no,
continue with SO 2.5.
SO 24.6 |Escaationrequired? | Determineif escalation to the Incident Coordinator isrequired at this | Incident
point in the resolution process. If yes, go to the Incident Escalation Analyst
process. If no, go to SO 2.3.3.
SO 24.7 | Reassignto other When the Incident Analyst is not entitled to implement the solution, Incident
group the analyst must reassign the incident to a support group that can Analyst
implement the solution.

Incident Closure (process SO 2.5)

72

The Incident Closure process includes many steps to verify the success of implemented solutions and to
verify that incident tickets are accurate and complete.

After asolution isimplemented for an incident, the solution must be verified, typically by the group that

implemented the solution. If necessary, the user can be contacted to verify the solution. The resolving group
closesthe incident and notifies the Service Desk to close the related interaction. When closing an incident, it
must be checked to confirm that the initial incident categorization is correct. If the category isincorrect, the
record must be updated with the correct closure category. If information is missing from the incident ticket,
the missing information must be added so that the incident ticket is complete. The final step in the Incident
Closure process is determining the likelihood of the incident recurring and choosing the closure category
accordingly. The closure category triggers the Problem Management process when applicable.

You can see the details of this process in the following figure and table.
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Table6-5 Incident Closure process

Process | Procedure or

ID Decision Description Role

SO 25.1 | Review incident The Incident Analyst reviews the incident resolution description. Incident

Analyst

S0 25.2 | Verify and confirm The Incident Analyst verifies that the resolution is correct and Incident
resolution complete and confirms the resolution. If required, the Incident Analyst | Analyst

is entitled to contact the User (see SO 2.7.3) to validate the resolution.

SO 25.3 | Incident solved? Istheincident solved with the offered resolution? If yes, continue with | Incident

SO 2.5.4. If no, go to SO 2.5.7. Analyst

SO 25.4 | Closeincident The Incident Analyst closes the incident ticket and selects the Incident

applicable resolution code. Analyst

SO 255 |Incidentinitiatedby an | Wasthe incident initiated by an event? If yes, then the event must be | Incident
event? confirmed by using the event management process. If no, go to Analyst

SO 2.5.6.

SO 25.6 | Incidentinitiated Was the incident initiated by an interaction? If yes, continue with the | Incident
through an Interaction Closure process. If no, then stop. Analyst
interaction?

SO 2.5.7 | Reopen change? Was the resol ution implemented by using a change that must be Incident

reopened? If yes, continue with the reopen change process. If no, goto | Analyst
SO 2.5.8.

SO 2.5.8 | Reopen service Was the resolution implemented by using a service request that must | Incident
reguest? be reopened? If yes, continue with the reopen change process. If no, go | Analyst

to the incident assignment process.

Incident Escalation (process SO 2.6)

74

When an Incident Analyst is unable to solve an assigned incident within the target time, the analyst escalates
the incident to the Incident Coordinator. The Incident Coordinator determines how the incident can best be
resolved by consulting the Incident Analyst and, if needed, other Incident Analysts. If an incident is severe
(for example, designated as Priority 1), the appropriate I'T managers must be notified so that they can
anticipate and prepare for an escalation.

Incidents are escalated when the Incident Investigation and Diagnosis process or Incident Resolution and
Recovery process exceeds SLA targets or if these targets are likely not to be met. If the steps to resolve an
incident are taking too long or proving too difficult, the Incident Coordinator determines the following:

*  Whether an Incident Analyst can be given the necessary resources to solve the incident
*  Whether a change needs to be implemented
*  Whether arequest for service is needed

When an incident is escalated, the escalation should continue up the management chain. Senior managers
are notified of the situation so that they can prepare to take any necessary actions, such as alocating
additional resources or involving suppliers.

You can see the details of this processin the following figure and table.
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Table 6-6

Incident Escalation process

Process Procedure or
ID Decision Description Role
SO 2.6.1 | Determine how to The Incident Coordinator gathers information from the Incident Incident
resolve incident Analyst(s) about the status of the incident resolution and determines | Coordinator
how the incident can best be resolved.
The Incident Coordinator verifies that the expected resolution time
matches any agreed on level, such as that specified in an SLA.
S0 2.6.2 | Change Management | Isachange required to solve the incident? If yes, continue with Incident
required? SO 2.6.7. If no, goto SO 2.6.3. Coordinator
S0 2.6.3 | Servicerequest Isit possible to solve the incident with a service request? If yes, Incident
needed? continue with SO 2.6.5. If no, go to SO 2.6.4. Coordinator
SO 2.6.4 | Enable Incident The Incident Coordinator enables the Incident Analyst(s) to focus Incident
Analyststo solve solely on the resolution of the incident and provides the Incident Coordinator
incident Analyst(s) with all means necessary to speed up the resolution. Go to
SO 2.4.4.
S0 2.6,5 | Request service The Incident Coordinator completes a service request to implement | Incident
request the proposed resolution by using the request fulfillment process. Coordinator
S0 2.6.6 |Determineexpected | Thelncident Manager verifiesthat the expected resolution time meets | Incident
resolution time SLA targets. Manager
SO 2.6.7 | Determine and The Incident Manager determines the actionsto be performed to solve | Incident
execute escalation the incident within target times and designates escal ation personnel to | Manager
actions contact in the event of an escalation. This can include determining
that the Service Desk isrequired to send an information bulletin to the
affected users and stakehol ders.
SO 2.6.8 | Emergency change If yes, go to SO 2.6.9. If no, go to SO 2.6.10. Incident
needed? Manager
SO 2.6.9 | Register emergency Based on the Incident Manager's request, the Incident Coordinator Incident
change registers an emergency change request and contacts the Change Coordinator
Manager to inform the manager about the request, thereby starting the
Emergency Change Handling process.
SO 2.6.10 | Reassignment Isit necessary to reassign the incident to a different support group Incident
required? with more knowledge (that is, afunctional escalation)? If yes, Manager
continue with SO 2.6.11. If no, then stop.
SO 2.6.11 | Reassign incident The Incident Manager reassigns the incident to another 2nd-line or Incident
3rd-line support group. Manager
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SLA Monitoring (process SO 2.7)

Service level agreements (SLAS) contain standards for incident resolution performance. This process
describes the activities to monitor all interactions related to incidents from initialization to resolution. SLA
Monitoring also determines whether time targets for incident resolution are met, and indicates whether
escalation is required to meet the target resolution date according to the associated SLA. SLA Monitoring is
an ongoing process performed by the Service Desk.

You can see the details of this processin the following figure and table.

Figure6-7 SLA Monitoring workflow
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Table 6-7

SL A Monitoring process

Process Procedure or

ID Decision Description Role

SO0 2.7.1 | SLA breached? Has the SLA target date/time been exceeded for thisinteraction? If Service Desk

yes, start the Incident Escalation process (SO 2.6.7). If no, go to Agent
SO 2.7.2.

SO 2.7.2 | SLA breachwithin1l | Doestheinteraction need to be solved within 1 hour to reach the SLA | Service Desk
hour target date/time? If yes, go to SO 2.7.3. If no, go to SO 2.7.6. Agent

SO 2.7.3 | Work with Incident Contact the Incident Coordinator with the related incident assigned to | Service Desk
Coordinator(s) to see | his’her group. Determine whether the group is able to solve the Agent
if incident can still be | incident on time without further support.
solved on time

SO 2.7.4 | Will related incident | If yes, the Incident Coordinator of the assigned group estimatesthat | Service Desk
be solved on time? the related incident can still be solved on time, goto SO 2.7.5. If no, | Agent

go to SO 2.6.7 to escalate the incident immediately.

SO 275 | Communicaterelated | Identify which Users or user groups are affected by the related Service Desk
incident statusto all incident. Send a communication bulletin to inform all affected Users | Agent
affected Users of the incident status and expected resolution time.

SO 2.7.6 | SLA breach within4 | Does the interaction need to be solved within 4 hours to reach the Service Desk
hours? SLA target date/time? If yes, go to SO 2.7.7. If no, goto SO 2.7.9. Agent

SO 2.7.7 | Monitor queue Monitor the interactions within the “ Breach within 4 hours queue.” Service Desk

Agent

SO 2.7.8 | Communicaterelated | Identify which Users or user groups are affected by the related Service Desk
incident statusto all incident. Send a communication bulletin to inform all affected Users | Agent
affected Users of the incident status and expected resolution time.

SO0 2.7.9 | SLA breachwithin1l | Doesthe interaction need to be solved within 1 day to reach the SLA | Service Desk
day? target date/time? If yes, go to SO 2.7.10. If no, go to SO 2.7.11. Agent

SO 2.7.10 | Monitor queue Monitor the interaction within the “Breach within 1 day queue.” Service Desk

Agent

SO 2.7.11 | Related incident If yes, no further action is required. If no, goto SO 2.7.1. Service Desk

closed? Agent
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OLA and UC Monitoring (process SO 2.8)

One measure of the successful resolution of incidentsis the performance of the individual support groups
and applicable vendors. The performance of support groups is measured by targets set up within Operation
Level Agreements (OLAS). The performance of vendorsis measured by targets set up in the Underpinning
Contracts (UCs).

The Incident Coordinator monitors all incidents assigned to the support group and applicable vendors.
Performance is tracked until incidents are resolved or escalated to meet targeted agreement dates and times.
Thetarget date of an OLA and UC usually depends on the priority and category of theincident. The Incident
Coordinator can escalate an incident to the Incident Manager if the target time has been or is about to be
exceeded.

You can see the details of this process in the following figure and table.

Figure6-8 OLA and UC Monitoring workflow
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Table 6-8

OLA and UC Monitoring process

Process Procedure or

ID Decision Description Role

S0 2.8.1 | Check status and Check status and progress of incident resolution. Verify that the Incident
progress of incident incident will be resolved before the target date and time specifiedin | Coordinator

applicable Operation Level Agreement (OLA) and Underpinning
Contract (UC).

S0 28.2 | Assigned Incident External circumstances (for example, end of work shift, illness, or Incident
Analyst available? holiday) could cause an assigned Incident Analyst to become Coordinator

unavailable.

SO 283 | Reassignment If yes, goto SO 2.2.3. If no, goto SO 2.8.4. Incident
required? Coordinator

SO 284 | Applicable OLA or If yes, start the Incident Escalation process (SO 2.6). If no, go to Incident
UC breached? SO 2.85. Coordinator

SO 285 Expected OLA/UC If yes, go to SO 2.8.6. If no, go to SO 2.8.8. Incident
breach within 1 hour? Coordinator

SO 28.6 | Getstatusupdatefrom | Contact the assigned Incident Analyst to receive a status update of the | Incident
Incident Analyst and | incident. If theincident is reported to a vendor, contact the vendor for | Coordinator
vendor (if applicable) | astatus update.

S0 2.8.7 | Will theincident be The Incident Coordinator estimates whether or not the incident can Incident
solved on time? still be resolved on time. If yes, go to SO 2.8.4. If no, goto SO 2.6.7 | Coordinator

to escalate the incident immediately.

SO 2.8.8 | Expected OLA/UC Does the incident need to be resolved within 4 hours to reach the Incident
breach within 4 hours? | OLA/UC target date/time? If yes, go to SO 2.8.9. If no, go to Coordinator

SO 2.8.11.

SO0 2.8.9 | Getstatusupdate from | Contact the assigned Incident Analyst to receive a status update of the | Incident
Incident Analyst and | incident. If theincident is reported to a vendor, contact the vendor for | Coordinator
vendor (if applicable) | astatus update.

SO 2.8.10 | Takefollow-up The Incident Coordinator determines whether follow-up actionsare | Incident
actionsif required required to resolve the incident according to the OLA/UC. If required, | Coordinator

the Incident Coordinator performs the required actions.

SO 2.8.11 | Expected OLA/UC If yes, go to SO 2.8.12. If no, go to SO 2.8.14. Incident
breach within 1 day? Coordinator

SO 2.8.12 | Get status update from | Contact the assigned Incident Analyst to receive a status update of the | Incident
Incident Analyst and | incident. If theincident is reported to a vendor, contact the vendor for | Coordinator
vendor (if applicable) | astatus update.

SO 2.8.13 | Takefollow-up The Incident Coordinator determines whether follow-up actionsare | Incident
actionsif required required to resolve the incident according to the OLA/UC. If required, | Coordinator

the Incident Coordinator performs the required actions.

SO 2.8.14 | Incident closed? If yes, no further action is required. If no, go to SO 2.8.4. Incident

Coordinator
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Complaint Handling (process SO 2.9)

Complaint Handling is the process by which the Service Desk Manager handles complaints. The Complaint
category istypically used to indicate less than satisfactory service received by a user in the support or
service delivery categories.

When the Service Desk Manager receives assigned incidentsin the Incident or To Do queue, the manager
accepts the incident. The manager investigates the cause of the complaint by evaluating the relevant
information and talking to the peopleinvolved. The manager searchesfor an answer or solution to satisfy the
user who filed the complaint, updates the incident ticket with the agreed on details, and then closes the
incident ticket. You can see the details of this processin the following figure and table.

Figure6-9 Complaint Handling workflow

Table6-9 Complaint Handling process
Process Procedure or
ID Decision Description Role
S0 2.9.1 | Review complaint The Service Desk Manager monitors the incident queue and reviews | Service Desk
information assigned incidents. The Service Desk Manager checks the contents of | Manager
the complaint.
S0 29.2 | Accept complaint The Service Desk Manager accepts the incident ticket to investigate Service Desk
the cause of the complaint. Manager
SO0 29.3 | Investigate complaint | The Service Desk Manager investigates the cause of the complaint by | Service Desk
cause looking at the relevant information and talking to the people involved. | Manager
The Service Desk Manager also searches for an answer or solution to
satisfy the user who filed the complaint.
S0 2.9.4 | Takeactionto The Service Desk Manager contacts the user to solve the user'sissue | Service Desk
conciliate user and tries to reach an agreement. Manager
SO 295 | Update and close The Service Desk Manager updates the incident ticket with the agreed | Service Desk
complaint on details and closes the incident ticket. Manager

Incident Management Workflows
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7 Incident Management Details

HP Service Manager uses the I ncident Management application to enable the Incident Management process.
The main function of Incident Management isto monitor, track, and record calls and open incidents as
necessary.

In Incident Management, an Incident Analyst investigates, diagnoses, and proposes solutions for incidents.
The Incident Analyst escalates those incidents requiring a change to the Incident Coordinator.

This section describes selected Incident Management fields in the out-of-box Service Manager system.
Topicsin this section include:

e Incident form after escalation from Service Desk on page 84

e Update incident form on page 85

e Incident Management form details on page 86

83



84

Incident form after escalation from Service Desk

The Incident Coordinator reviews incidents escalated from the Service Desk and accepts or rejects each
incident. The Incident Coordinator then assigns the incident to an Incident Analyst for investigation and
diagnosis.

Figure7-1 Incident escalated from Service Desk

Chapter 7



Update incident form

The Incident Coordinator uses the update incident form to review the information and then assign the
incident to an Incident Analyst in the appropriate support group. The Incident Analyst uses the incident
update form to analyze the issue and determine if the incident can be resolved, and then updates the form
accordingly. The Incident Manager uses the update incident form to monitor Service Level Agreement
(SLA) compliance, to initiate escalation actions, or to register an emergency change request. The fields and

tabs available for updating depend upon the assigned user role, assignment group, and the status of the
incident.

Figure7-2 Updatean incident form
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Incident Management form details

The following table identifies and describes some of the features on the Incident Management forms.

) When setting up events or web services to create incidents automatically, you must be sure to include all
required fields for the incident.

Table7-1 Incident Management form details

Label

Description

Incident ID

The system-generated unique ID for this incident.

Status

Displays the status of the incident.
These statuses are available out-of-box:
Note: The bold values are new valuesin Service Manager 7.10.

Open — The incident that has been opened but it is not currently being worked on.
Closed — The incident has been resolved and the customer agrees.

Pending Other — You need something from an outside source other than customer
or vendor

Resolved — Thereisaresolution, but it has not yet been verified by the customer
Accepted — You accept responsibility for the ticket.

Rejected — Someone elseis responsible for the ticket.

Work In progress— The incident is being addressed.

Pending Customer — You need more information from the customer

Pending Vendor — You need something from the vendor

Pending Change — Thereis arelated emergency change open; awaiting the close
of that change.

Suspended — Customer has agreed to suspend the incident for atime; the ticket
will not appear in your Inbox for that period.

Assignment
Assignee

The name of the person assigned to work on thisincident. This person is amember of
the assigned support group. Assignees may belong to one or multiple assignment
groups, based on the needs of your company.

Assignment
Vendor

The name of the vendor the incident is assigned to. Used when a vendor needs to be
involved in fixing the incident.

Assignment
Reference Number

This number refersto the incident number from the vendor’slogging system. Thisisan
informational field for reference only.
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Table7-1 Incident Management form details (cont’d)

Label

Description

Assignment
Assignment Group

The support group assigned to work on thisincident. The service specified in the
interaction form determines which default assignment group the system assignsto
incidents that were escalated from interactions. An administrator assigns the default
assignment group for a service on the Configuration Item (Cl) detail form for the ClI.
When you search for the service in Configuration Management (Configuration
Management > Resources > Search Cls), you see the default assignment group for the
service specified in the Config admin group field. When you escalate an interaction to
an incident, the assignment group is prepopul ated, based on the service selected in the
interaction. You can change the assignment group, if necessary.

If you use the escalation wizard, assignment has both default and allowed groups as
defined for the service, as well as the default group for the Cl, if one has been
registered.

The out-of-box data consists of default assignment groups for use as examples of types
of assignment groups.

Tip: You may want to adapt the sample assignment groups to meet your own needs.
These assignment groups are available out-of-box:

e Application

e Email / Webmail

e Field Support

e Hardware
e Intranet / Internet Support
¢ Network

e Office Supplies

e Office Support

e Operating System Support
e SAP Support

e Service Desk

e Service Manager
Thisisarequired field.

Affected Items The service affected by thisincident. Thisfield is populated with data from the
Service interaction record. See User Interaction Management form details on page 44 for
additional information.
Thisisarequired field.
Affected Items The configuration item (Cl) that is affecting the service negatively. Thisfield is
Affected Cl populated with data from the interaction record. See User Interaction Management
form details on page 44 for additional information.
Affected Items If selected (set to true), indicates that the affected Configuration Item (Cl) iscritical to
Critical CI normal operations. If the Cl you specify has been marked as acritical Cl by an
administrator, the system marks this check box. You cannot modify thisfield on the
incident form. It can only be changed by modifying the applicable CI device record.
Affected Items If the Cl you select has been marked as Pending Change in the Configuration
Pending Change Management device record, the system marks this check box. This field indicates that

thereisachange pending for this Cl. You cannot modify thisfield on theincident form.
It can only be changed by modifying the applicable CI device record.

Incident Management Details
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Table7-1 Incident Management form details (cont’ d)

L abel

Description

Affected Items
Cl is operational
(no outage)

If selected (set to true), indicates that the item is currently operational and that thereis
no outage. By default when you open an incident against a Cl, the Cl isflagged as
down. If the Cl is till working, you should mark thisfield.

Affected Items
Outage Start

The date and time when the outage started. The outage start and outage end times are
used to measure availability for the Service Level Agreements (SLAS). If theCl is
flagged as down, availability SLAs start counting against the Cl. The availability value
defaults to the incident open and close times, but you should change this to report the
actual outage start and end times because it may be several minutes or hours before the
incident is opened or closed. For example, the device may have gone down in the night
and the incident is not opened until someone reports the problem. In this case, the
default open time does not accurately reflect the outage time.

Affected Items
Outage End

The date and time of when the outage ended. The outage start and outage end times are
used to measure availability for the SLAs. If the Cl isflagged as down, availability
SLAs start counting against the Cl. The availability value defaults to the incident open
and close times, but you should change this to report the actual outage end times. For
example, the Cl may become operational after it is restarted, but it may take several
minutes or hours for someone to update the record to report that the incident is closed.
In this case, the default close time does not accurately reflect the actual outage time.

Location

The location for which the incident has been reported. Thisfield is prepopulated with
datafrom an escalated interaction. The field isfor informational purposes only.

Location datais customer and implementation specific.

Title

A short description summarizing theincident. Thisfield is prepopul ated with data from
an escalated interaction.

Thisisarequired field.

Description

A detailed description of the incident. Thisfield is prepopul ated with data from an
escalated interaction.

Thisisareguired field.

Incident Detail >
Category

Thisfield describes the type of incident, based on ITIL service-centric processes. This
field is prepopulated with data from the escal ated interaction.

For incidents assigned to them, the Incident Coordinator, Incident Manager, and
Incident Analyst can update this field and the related area and subareafields, if
required.

The out-of-box dataisthe same asin Interaction Management. For additional
information, see User Interaction Management form details on page 44 and Interaction
categories on page 50.

Incident Detail >
Area

Thisfield is prepopulated with data from an escalated interaction. The area selections
depend on the category.

The out-of-box data is the same asin Interaction Management. For additional
information, see User Interaction Management form details on page 44 and I nteraction
categories on page 50.
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Table7-1 Incident Management form details (cont’d)

L abel

Description

Incident Detail >
Sub-area

The third level of classifying an interaction, mainly used for reporting purposes. This
field is prepopul ated with data from an escalated interaction.

Service Manager displays different lists of subareas, depending on the area selected.
For more information on categories and the areas and subareas associated with them,
see Interaction categories on page 50.

Thisisarequired field.

The out-of-box datais the same asin Interaction Management. For additional
information, see User Interaction Management form details on page 44.

Incident Detail >
Impact

Thisfield is prepopulated with data from an escalated interaction. It specifiesthe
impact the incident has on the business. The impact and the urgency are used to
calculate the priority.

These impacts are available out-of-box:
e 1-Enterprise

e 2- Site/Dept

e 3- Multiple Users

e 4-User

Incident Detail >
Urgency

Thisfield is prepopulated with datafrom an escalated interaction. The urgency
indicates how pressing theincident is for the organization. The urgency and the impact
are used to calculate the priority. For additional information, see User Interaction
Management form details on page 44.

Incident Detail >
Priority

The order in which to address this incident in comparison to others. The priority value
is calculated using initial impact and urgency. Thisfield only appears for incidents
being updated or escalated from interactions.

Incident Detail >
Service Contract

Specifies the contract covering the affected equipment. Thisfield is populated, based
on the Service Level Agreement (SLA) information. The SLA records contain service
contract information so when an SLA appliesto an incident, the service contract isalso
populated according to the SLA.

Note: In the current out-of-box system, no SLAs are defined with a Service Contract.
Therefore, no out-of-box values are available for this field.

Service contracts are financial agreements that define the services to be provided and
the financial implications of using those services. Thisinformation is used to:

Charge the customer for costsincurred while working with incidents, handling service
desk interactions, or implementing changes to a specific service contract.

Link discrete incidents and interactions to service contracts to provide up-to-date
information about the state of each contract, including its budgeted allocations and the
actual number of interactions and incidents applied against each contract.

Associate service contracts with time and materials expended through Service Desk,
Incident Management, and Change Management to compute the real cost of handling
each incident and service desk interaction, aswell as to calculate the cost of managing
each service contract.

Incident Management Details
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Table7-1 Incident Management form details (cont’d)

L abel

Description

Incident Detail >
SLA Target Date

The date and time when the next Service Level Objective (SLO) expires. Thisfieldis
populated based on the SL Os that match the incident information. The date used is the
closest SL O to abreach before the agreement is breached. For example, if there aretwo
SL Osfor that incident and one expiresin one hour and the other expiresin one week,
thisfield contains the value of current time+1hr.

Thisfield isthe same as the Next Expiration field that appears on the SLA notebook
tab.

Incident Detail >
Alert Status

This system-generated field displays the alert status of the incident as it progresses
through the processing stages.
These alert statuses are avail able out-of-box:

e open
e updated
e closed

e reopened
e resolved

Note for legacy users: Alert stage 1, 2, 3, and Deadline alert are cal cul ated based on the
category settings. In the out-of-box system, these cal culations are not configured.

If you enable category-based alerts, you see these additiona values:
e adertstagel

o dertstage?

e adertstage3

* DEADLINE ALERT

Incident Detail >
Problem Management Candidate

If selected (set to true), thisfield indicates that the i ssue that caused the incident is most
likely a problem. When selected, either a problem ticket should have been created, or
the incident should have been associated with other problems or known errors. This
field isonly enabled for users who have rights to mark incidents as problem candidates.
This capability is specified on the Incident Management Security Profile form. For the
out-of-box system, these profiles include Incident Analyst, Incident Coordinator,
Incident Manager, and Operator. When the Problem Management Candidate field is
checked for the incident, the incident ticket appears in the Problem Manager default
view for incidents. The Problem Manager can then review the incident to decide
whether or not to open arelated problem. Examples of problem candidates include
cases Where several customers report the same issue or where an issue recurs
repeatedly.
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Table7-1  Incident Management form details (cont’d)

L abel

Description

Incident Detail >
Candidate for Knowledge DB

Thisfield isintended for customers who do not have the Knowledge Management
(KM) module.

If selected (set to true), thisfield indicates that the solution is useful for other incidents
and should be stored in the knowledgebase.

Thisfield is used for Information Retrieval (the IR Expert core and protocore tables).
When you close incidents marked as solution candidates, the candidate (protocore) file
fills. Knowledge engineers examine these proposed solutions and promote them to the
central knowledgebase (core), if applicable. The IR Expert is disabled out-of-box for
the installations that have the KM module.

Customers who do have the KM module can search in the incident library for an
incident. If you have the rights, you can create a knowledge article from an existing
incident.

Incident Detail >
Closure Code

Specifies a predefined closure code to describe how the incident has been resolved. The
out-of-box optionsin thisfield are based on customer reference data.

Tip: You may want to tailor these options to match your business needs.
These closure codes are avail able out-of-box:

e Not Reproducible

e Out of Scope

¢ Reqguest Rejected

e Solved by Change/Service Request

e Solved by User Instruction

e Solved by Workaround

e Unableto Solve

e Withdrawn by User

Incident Detail >

Provides a description of the solution for the incident.

Solution

Affected Services This notebook tab provides alist of affected services for the incident ticket. When a
configuration item for the incident is added or updated, a schedule record is created that
runs aroutine to update the list of affected services. If the incident ticket is locked, the
routine reschedul es the schedul e record for 5 minutes | ater.

SLA > This notebook tab provides alist of response SLOs related to the incident. The

Response Time Objective

information includes SLA title, status, SL O name, From and To specifications for the
SLA, and Expiration. Similar information is available for interactions, problems, and
changes.

Incident Management Details
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Table7-1 Incident Management form details (cont’ d)

L abel Description
SLA > This notebook tab displays uptime availability datafor the SL Osrelated to theincident.
Uptime Objectives The data displayed includes the following information:

e Status

e SLOname

¢ Required Monthly Uptime (%)

e Withdrawn by User

e Current Uptime this Month (%)

¢ Next Expiration

o Affected Cl

e SLOID

Similar information is available for interactions, problems, and changes.

SLA > This notebook tab displays duration availability data for the SLOs related to the
Max Duration Objectives incident.

The data displayed includes the following information:
o Status

¢ SLO name

e Tota outagesthis month

e Average outage duration

e Next expiration

e Affected Cl

e SLOID

Similar information is available for interactions, problems, and changes.
SLA > This notebook tab displays al upcoming SLA alertsto help users prioritize the
Upcoming Alerts incidents needing attention.

The data displayed includes the following information:
e Alert name

e SLO name

e Alerttime

Note: For additional information, see the online Help topic, Service Level Agreement
aerts.
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8 Problem Management Overview

The HP Service Manager Problem Management application, referred to as Problem Management throughout
this chapter, supports the entire Problem Management process. Problem Management provides
comprehensive Problem Management that allows you to find, fix, and prevent problemsin the IT
infrastructure, processes, and services.

Problem Management prevents problems and their resulting incidents, eliminates recurring incidents, and
minimizes the impact of those incidents that cannot be prevented. It maximizes system availahility,
improves service levels, reduces costs, and improves customer convenience and satisfaction.

This section describes how Problem Management implements the best practice guidelines for the Problem
Management processes.

Topicsin this section include:

*  Problem Management within the ITIL framework on page 94

*  Problem Management application on page 94

*  Problem Management process overview on page 95

e Input and output for Problem Management on page 99

»  Key performance indicators for Problem Management on page 100

e RACI matrix for Problem Management on page 101
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Problem Management within the ITIL framework

Problem Management is addressed in I TIL's Service Operation publication. The document describes
Problem Management as the process responsible for managing the lifecycle of al problems.

The main benefits of Problem Management are improved service quality and reliability. Asincidents are
resolved, information about their resolution is captured. Thisinformation is used to identify and quickly
resolve future similar incidents, and then to identify and fix the root cause of those incidents.

Problem Management functions both reactively and proactively.

»  Reactive Problem Management resolves situations related to incidents. Reactive Problem Management
is generally executed as part of Service Operation, and is based on incident history.

*  Proactive Problem Management identifies and solvesissues and known errors, before incidents occur. It
is generally driven as part of Continual Service Improvement.

By actively preventing incidents, instead of just reacting to them, an organization provides better service and
higher efficiency.

Differences between Problem Management and Incident Management

Incident Management and Problem Management are separate processes, but they are closely related.
Incident Management deal s with the restoration of service to users, whereas Problem Management manages
the lifecycle of all problems and is concerned with identifying and removing the underlying causes of
incidents.

Problem Management application

The Problem Management application helps you to minimize the effects of incidents caused by errorsin the
IT infrastructure. Problem Management helps you to prevent these errors from recurring. With Problem
Management, the appropriate people can identify known errors, implement workarounds, and provide
permanent solutions. It enables you to identify errorsin I T infrastructure, record them, track the history, find
resolutions for them, and prevent their recurrence.

The Problem Management application helps your personnel to record resolutions and make them easily
available to affected user groups, to react more quickly to issues related to incidents, and to proactively
resolve issues before incidents occur. Over the long term, using Problem Management leads to a reduced
volume of incidents as well as saved time and money.

Problem Management categories

Problem Management comes with a single out-of-box category for problem tickets and known error records,
BPPM. The BPPM category ensures that the problem workflow automatically conformsto the ITIL
workflow.

If your business needs require changes to the out-of-box Problem Management workflow, you can define
new categories with unique phases, or you can make changesto the default category. Each new category you
define gives you the opportunity to design a different workflow for a problem ticket.

If you define new categories, be sure to set a default category. Problem Management requires a category
value when it searches for problem tickets or known error records. Choosing a default category ensures that
an administrator will not have to manually add a category value to each legacy record.
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Problem and known error tasks

Problem and known error tasks have a single out-of-box task category named Default. You can changeit or
add other task categories. You can define unique task categories for the tasks that you assign from a problem
ticket. When you create a known error of problem task, the category field displays “Problem” not Default.

Problem Management alerts

The Problem Management application creates automatic alerts and notifications. For example, it creates
notifications when a problem, task, or known error opens, the owner changes, or the status changes. It also
escal ates problems automatically when not addressed on pre-agreed schedules. The expected resolution date
is based on several elements and discussed with the stakeholders.

Problem Management process overview

The Problem Management process includes the activities required to identify and classify problems, to
diagnose the root cause of incidents, and to determine the resolution to related problems. It is responsible for
ensuring that the resolution isimplemented through the appropriate control processes, such as Change
Management.

Problem Management includes the activities required to prevent the recurrence or replication of incidents or
known errors. It enables you to form recommendations for improvement, maintain problem tickets, and
review the status of corrective actions.

Proactive Problem Management encompasses problem prevention, ranging from the prevention of
individual incidents (for example, repeated difficulties with a particular system feature) to the formation of
higher level strategic decisions. The latter may require major expenditures to implement, such asinvestment
in a better network. At thislevel, proactive Problem Management merges into Availability Management.
Problem prevention also includes information given to customers for future use. This information reduces
future information requests and helps to prevent incidents caused by lack of user knowledge or training.

A general overview of the Problem Management processes and workflowsis depicted in Figure 8-1,bel ow.
They are described in detail in Problem Management Workflows on page 103.
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Figure8-1 Problem Management process diagram
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Problem Management phases

Problem Management phases are the activities in the life cycle of a problem. The phases represent the
workflow steps within the process. ITIL includes all known error activities in one phase of Problem
Management, the Problem Resol ution phase. The Problem Management application brings more attention to
Error Control as a process, and stores problems and known errors separately because of how they are
commonly used.

e Problem Control identifies the problem. This workflow from the Problem Management shows how a
problem moves through Problem Management. Each box represents a phase of the process.

Figure8-2 Problem Control phases

e Error Control, which fallsentirely under the Problem Resol ution phase, identifies a solution that isthen
delivered by the Change Management application. This workflow from the Problem Management
application shows how a known error moves through Problem Management. Each box represents a
phase of the process.

Figure8-3 Error Control phases

The Problem Management phases listed below are described in detail in the Problem Management
Workflows.

»  Problem Detection, Logging, and Categorization (process SO 4.1) on page 103, includes the activities
involved in finding and then describing the problem.

*  Problem Prioritization and Planning (process SO 4.2) on page 107, includes the activities necessary to
prioritize the problems, and to plan the investigation and resolution activities.

»  Problem Investigation and Diagnosis (process SO 4.3) on page 109, includes the activities that identify
the root cause of problems. You can create problem tasksin this phase. Each task belongsto a phase.
All the tasks associated with a phase must be completed before the problem ticket can move to the next
phase. A problem task is assigned to a person who is responsible for completing it.

*  ProblemResolution includes all Error Control activities, from recording the known error to resolving it.
Generally you can expect a one-to-one relationship between problems and known errors, but there can
be exceptions. Service Manager allows more than one known error to be associated with a problem, and
also alows multiple problems to be associated with a particular known error.

— Known Error Logging and Categorization (process SO 4.4) on page 113, includes the activities
necessary for creating and categorizing known error record.

— Known Error Investigation (process SO 4.5) on page 116, includes the activities necessary for
finding atemporary fix or permanent solution for the known error. You can create known error
tasksin this phase. All of the tasks associated with a phase must be completed before moving to the
next phase.
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— Known Error Solution Acceptance (process SO 4.6) on page 119, includes the activities necessary
for reviewing and approving the solution for implementation. You cannot close a known error if
there is arelated Change open. You can create a Change Request during this phase.

— Known Error Resolution (process SO 4.7) on page 122, includes the activities by which
stakeholders can ensure that afix for aknown error isimplemented.

) You can only create a change request during the known error processes, not during the earlier
Problem Management processes. It isonly at that point that you have enough information to
describe the change that must be made in order to resolve the problem.

*  Problem Closure and Review (process SO 4.8) on page 125, includes the activitiesinvolved in
determining whether the problem and all related known errors have been resolved, seeking
improvements to the process, and preventing recurrence of incidents or mistakes.

Problem Management user roles

Table 8-1 describes the responsihilities of the Problem Management user roles.
Table8-1 Problem Management user roles

Role Responsibilities
Problem » Prioritize and plan problems registered by the Problem Coordinators.
Manager «  Communicate with stakeholders if required.

e Inform the Change Manager if required.

e Defer problemsif needed.

» Decide oninvestigation of known errors.

* Register Request for Changes or Service Requests to solve known errors.
e Conduct problem review and document lessons learned.

e Close problem and inform stakehol ders.

e Monitor the Problem and Known Error Resolution progress and perform required
action.

Problem e Periodically perform analysis to seeif new problems need to be registered.
Coordinator |,  Register problems.

» Assign work to Problem Analysts and coordinate root cause analysis.

e Register known errors.

* Inform Problem Manager.

e Assign known error to Problem Analyst.

» Validate proposed solutions to known errors.

e Validate outcome of closed changes and close known error.

» Validate that a problem is solved.

Problem * Investigate and diagnose assigned problems for workarounds and/or root causes.
Analyst + Review and accept or reject assigned known errors.
* Investigate and diagnose assigned known errors and propose solutions and
workarounds.

* Implement corrective actions and close known error.
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Input and output for Problem Management

Problems can be triggered and resolved in several ways. Table 8-2 outlines the inputs and outputs for the

Problem Management process.

Table8-2 Input and output for Problem Management

Input to Problem Management

Output from
Problem Management

Incidents for which the cause is not known and/or incidents that are likely to recur (from
incident Management)

Incidents that reveal that an underlying problem exists (for example, an application error
or bug)

Notification from a supplier or product manager that a problem exists (for example, from
a development team or supplier known error database)

Potential security breaches of products deployed inthe IT environment (for example,
from suppliers or security analysts).

Analysis of incident trends and history (that is, proactive Problem Management)
Incident Management
— Incidents classified as problem candidates

— Trend analysis and review of closed incidents (for which a workaround has been used
to resolve the incident)

— Incident reports (trends, summary)

Event management

— Trend analysis and review of events (for example, performance events)
— Error logs

Configuration management

— Configuration details and relationships (service model)

Change management

— RFC and change request status, approval and closure.

Security management

— Notification of potential security breaches that require resolution.
Suppliers (external providers)

Notification of problems from suppliers/vendors.

e Problems
¢ Known errors
»  Workarounds

* Problem reports
(for example, status
updates, trends, and
performance)

Note: Information on
workarounds, permanent
fixes, or progress of
problems should be
communicated to those

affected or required in order

to support the affected
services.

Problem Management Overview
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Key performance indicators for Problem Management

The Key Performance Indicators (KPIs) in Table 8-3 are useful for evaluating your Problem Management
processes. In addition to the data provided by Service Manager, you may need additional tools to report all
of your KPI requirements. To visualize trend information, it is useful to graph KPI data.

Table 8-3

Key Performance Indicatorsfor Problem Management

Title

Description

Average time to diagnose

Average time to diagnose problems and pinpoint the root cause and
the known error(s), in agiven time period.

Average timeto fix

Average time to fix known error(s).

Number of new problems

Total number of problems recorded, in a given time period.

Number of solved problems

Total number of problems solved, in a given time period.

Incidents caused by problems

The number of incidents occurring before the problemisresolved, ina
given time period.

For completeness, the ITIL V3 and COBIT 4.1 KPIs are included bel ow.

ITIL V3 Key Performance Indicators

Thefollowing are ITIL V3 KPIsfor Problem Management:

Total number of problems recorded in the period (as a control measure)

Percentage of problems resolved within SLA targets; percentage not resolved within SLA targets

Number and percentage of problems that exceed target resolution times

Backlog of existing problems and the trend (that is, static, reducing, or increasing)

Average cost of handling a problem

Number of major problems, including opened, closed, backlog

Percentage of major problem reviews successfully performed s

Number of known errors added to the known error Database (KEDB)

Percentage accuracy of the KEDB (from audits of the database)

Percentage of major problem reviews completed successfully and on time

COBIT 4.1 Key Performance Indicators

The following are the COBIT 4.1 KPIsfor Problem Management:

Number of recurring problems with an impact on the business

Number of business disruptions caused by operational problems

Percent of problems recorded and tracked

Percent of problems that recur (within atime period), by severity

Percent of problems resolved within the required time period
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*  Number of open/new/closed problems, by severity

»  Average and standard deviation of time lag between problem identification and resolution

*  Average and standard deviation of time lag between problem resolution and closure

*  Average duration between the logging of a problem and the identification of the root cause

e Percent of problems for which aroot cause analysis was completed

*  Frequency of reports or updates to an ongoing problem, based on the problem severity

RACI matrix for Problem Management

A Responsible, Accountable, Consulted, and Informed (RACI) diagram or RACI matrix is used to describe
the roles and responsibilities of various teams or people in delivering a project or operating aprocess. Itis
especially useful in clarifying roles and responsibilities in cross-functional/departmental projects and
processes. The RACI matrix for Problem Management is shown in Table 8-4.

Table8-4 RACI matrix for Problem Management

o g g
g 21 8P| 85 B2 &5
g 2182888858
SO 4.1 | Problem Detection, Logging, and Categorization All R
SO 4.2 | Problem Prioritization and Planning A/R C
SO 4.3 | Problem Investigation and Diagnosis R R
SO 4.4 | Known Error Logging and Categorization R
SO 4.5 | Known Error Investigation R
SO 4.6 | Known Error Solution Acceptance A/R C
SO 4.7 | Known Error Resolution A R R R
SO 4.8 | Problem Closure and Review AR cC
SO 4.9 | Problem and Known Error Monitoring A/R C
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9  Problem Management Workflows

Problem Management includes the activities required to identify and classify problems, diagnose the root
cause of incidents and to determine the resolution to related problems. It is responsible for ensuring that the
resolution isimplemented through the appropriate control processes, such as Change Management.

Problem Management includes the activities required to prevent the recurrence or replication of incidents or
known errors. It enables you to form recommendations for improvement, maintain problem tickets, and
review the status of corrective actions.

The Problem Management process consists of the following processes, which are included in this chapter:
*  Problem Detection, Logging, and Categorization (process SO 4.1) on page 103

e Problem Prioritization and Planning (process SO 4.2) on page 107

*  Problem Investigation and Diagnosis (process SO 4.3) on page 109

*  Problem Resolution (known error processes) on page 113

*  Problem Closure and Review (process SO 4.8) on page 125

e Problem and Known Error Monitoring (process SO 4.9) on page 127

Problem Detection, Logging, and Categorization (process SO 4.1)

The Problem Detection, Logging, and Categorization process starts when the Problem Coordinator
determines that a problem ticket needs to be opened to investigate an existing or potential problem. This
process may be started in response to a single incident or a series of related incidents, and it may also be the
result of proactive investigation of a potential problem.

It should include reference to information that assists analysis, such as:

e Asset and Configuration

e Change Management

e Published known error and workaround information from suppliers

e Historical information about similar problems

e Monitoring event logs and data collected by system management tools

Theincident(s) that initiated the problem ticket should be referenced, and relevant details copied from the
incident ticket(s) to the problem ticket. The identified workaround or temporary fix as defined by the
Incident Analyst is also captured, if available.

Details for this process can be seen in Figure 9-1 and Table 9-1.
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Table9-1

Problem Detection, L ogging, and Categorization process

Process
ID

Procedure or Decision

Description

Role

SO4.1.1

Review closed
incidents

Periodically, the Problem Coordinator must review the closed
incidents to detect new problems or match incidents to existing
problems that have not been resolved. Analysis of incident data may
reveal that similar or reoccurring incidents are reported, which
means that a permanent fix must be found. Select incidents since last
review by using the following criteria:

e Mgjor incidents (high impact)

e Incidents resolved through a workaround or temporary fix not
matched to a problem.

e Suspected problems (asidentified by stakeholders)

e Candidates for problems

All closed incidents not resolved through a permanent fix, temporary
fix, or workaround need to be matched to existing problems, or a
new problem must be created. Incident Management staff may
aready have linked incidents to existing problems (for example, if a
workaround has been applied).

Problem
Coordinator

SO04.1.2

Incident due to an
outstanding problem of
known error?

Verify whether the incident is caused by an outstanding problem or
known error. If yes, goto SO 4.1.3. If no, goto SO 4.1.4. Itis
important to link incidents to existing problems to monitor the
number of reoccurring incidents. This helpsyou to identify problems
that are not resolved. The incident count is the number of times that
this particular problem has resulted in an incident, and is updated in
the problem ticket. The incident count influences the prioritization
by giving an indication of the frequency of occurrence and thus the
impact thisissue is having on the business.

Problem
Coordinator

SO0 4.1.3

Relate incident to
outstanding problem

If the incident is caused by an outstanding problem, the incident
must be linked to the problem ticket. If needed, the problem ticket is
updated and the Problem Analyst is notified (for example, when a
workaround has been applied).

Problem
Coordinator

SO04.14

Create new problem

If thereis no previoudly established problem ticket, a new problem
ticket is created (for example, based on the selected incident ticket).
Details from the incident are copied to the problem ticket. A new
problem can be created from a registered incident (reactively) or
proactively by identifying problems and known errors before
incidents occur.

Problem
Coordinator

Problem Management Workflows

105



Table9-1 Problem Detection, L ogging, and Categorization process (cont’d)

Process

ID Procedure or Decision | Description Role

SO4.15 | Capture problem details | After aproblem isidentified or detected, it must be accurately Problem
recorded. The Problem Manager fills out the problem details (some | Coordinator
fields are copied from the related incident). A brief description and
detailed description are added or updated to define the problem in
more detail. The problem must be described in terms of symptoms
and impact of the problem from a business perspective. Recording
problem details consists of the following activities:

e Determine affected service(s) and Configuration Items

* Determine impact on the business

* Provide an impact code and description

» Determine model, version, or Cl types that have this particular
problem

» Determine frequency of incident reoccurrence

» Determine the specific conditions under which a service
disruption may occur

S0 4.1.6 | Determine problem Determine the correct category for the problem ticket. Problem

categorization Coordinator

SO 4.1.7 Match incidentsto the | Search for incidents that are caused by this problem. Link these Problem

problem incidents to the new problem. Coordinator,
Incident
Mgmt Staff

SO 4.1.8 | Workaround available? | Verify whether aworkaround or fix is available based on incident Problem
history. If yes, goto SO 4.1.9. If not, go to SO 4.1.10. Coordinator

S04.1.9 | Document workaround | Document the workaround captured from the related incident. Problem

Coordinator

SO 4.1.10 | Submit problem Review and compl ete the problem ticket details, including a Problem
description. Save the problem ticket and update the problem phaseto | Coordinator
Problem Prioritization, Assignment, and Scheduling. Service
Manager then selects a default priority, based on the impact and
urgency code. After that, update the phase to Problem Prioritization
and Planning, and continue with activity Evaluate Problem Priority
SO 4.2.1.

S0 4.1.11 | Conduct trend analysis | Review event and monitoring data (for example, performance and Problem
availability trends). Identify potential problems, such as capacity and | Coordinator
performance issues. Analyze the data provided by availability,
capacity, and security management to determine potential problems.
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Table9-1  Problem Detection, Logging, and Categorization process (cont’d)
Process
ID Procedure or Decision | Description Role
SO 4.1.12 | Review vendor Review information from suppliers periodically to identify problems | Problem
published issues and known errors (that is, the known errors discovered and published | Coordinator
by providers). An example of such an item is a known security
breach.
S0 4.1.13 | Related to outstanding | After apotential problem has been detected through trend analysisor | Problem
problem? information provided by suppliers and development teams, Coordinator
determineif the issue has already been recorded as a problem or a
known error. If yes, go to SO 4.1.14. If no, continue with SO 4.1.4.
SO 4.1.14 | Update outstanding Update problem ticket (and any related known errors) with Problem
problem information and details captured from suppliers and other sources. Coordinator

After the update, the stakeholders and responsible Problem Analyst
may need to be informed of new insights.

Problem Prioritization and Planning (process SO 4.2)

The Problem Prioritization and Planning process gives you the opportunity to establish the priority of the
problems and to plan resolution activities, such as setting deadlines for root cause analysis, solution
investigation, and resolution target dates.

Prioritize problems based on impact and urgency in the same way that you prioritize incidents but take
severity into account as well.

* Impact is based on the scale of actual or potential damage to the customer’s business.

*  Urgency is based on the time between the problem or incident being detected and the time that the
customer’s business is impacted.

e Severity is based on how serious the problem is from an infrastructure perspective as well asthe
frequency and impact of related incidents. For example, how extensive is the problem (how many Cls

are affected)?

Discuss the problem with the stakeholders during a problem meeting decide whether to assign resources
(with associated costs) and target dates to investigate the problem. Base the targets for resolution on priority
level. Consider the following factors when scheduling the resolution of problems:

e Priority

+ Skillsavailable

e Competing requirements for resources

»  Effort or cost to provide the method of resolution

e Duration of timeto provide a method of resolution

Details for this process can be seen in Figure 9-2 and Table 9-2.

Problem Management Workflows
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Table 9-2

Problem Prioritization and Planning process

Process

ID Procedure or Decision | Description Role

S0 4.2.1 | Evaluate problem The problem priority is evaluated based on the impact, urgency, severity, | Problem

priority frequency and risk. For example, the frequency of reoccurring incidents | Manager
may influence the urgency to resolve the problem; also arisk assessment
may be required. Due to resource constraints, it isimportant to focus on
those problems that have the highest impact on the business (for example,
service availability, risks, and customer satisfaction).

SO0 4.2.2 | Discuss problem with | Discuss the problem with stakehol ders during a problem meeting to agree | Problem

stakeholders on the priority of resolving the problem. Manager

SO 4.2.3 | Problem correctly Based on the review with stakehol ders, determine whether the problem is | Problem

documented? correctly documented and categorized. If yes, continue with activity Manager
SO 4.2.4. If no, go back to activity SO 4.1.5 to update the problem details.
S0 4.2.4 | Problem needs After reviewing the problem with stakehol ders, determine whether to Problem
investigation? continue with the problem investigation or defer the problem. If you want | Manager
to continue with the problem investigation, go to SO 4.2.5. If not, go to
SO 4.2.7.

SO0 4.25 | Schedule problem Determine the target dates for the problem milestones. Target dates are Problem
determined based on the priority and impact on affected services. This Manager
planning also considers whether an effective workaround or fix is
available. The problem is assigned to the responsible group. Update
problem to next phase Problem Investigation and Diagnosis.

S0 4.2.6 |Inform stakeholders Inform the stakeholders of the planning and resources assigned to Problem
investigate the problem. Update the Problem Coordinator about the Manager
problem.

SO 4.2.7 | Problem no longer Determine whether to close the problem or to defer the problem for a Problem

relevant? specified period of time (for example, to review the problem at alater Manager
phase). It is possible that no effort is currently planned to investigate the
problem (for example, if the likelihood of recurrenceislow). If the
problem is not recognized as being an issue by stakeholders, close the
problem and document the reason. Update the problem phase to Problem
Closure and Review, and then continue with SO 4.8.8. If the problem is
till relevant, continue with SO 4.2.8.

S0 4.2.8 | Defer the problem and | Defer the problem for a specified period of time. Document the reason Problem

document reason and update the status of the problem to deferred status. Periodically the | Manager

Problem Manager reviewsthe deferred problemsto determine appropriate
actions.

Problem Investigation and Diagnosis (process SO 4.3)

The Problem Investigation and Diagnosis process helps identify the root cause of the problem. Where

appropriate, Problem Management should develop and maintain workarounds to enable Incident

Management to help service restoration. Different specialists can beinvolved for thisroot cause analysis. If
necessary, refer to external resources to verify whether the problem has already been identified and
published by vendors. Details for this process can be seen in Figure 9-3 and Table 9-3.

Problem Management Workflows
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Table 9-3

Praoblem Investigation and Diagnosis process

Process Procedure or

ID Decision Description Role

S0 4.3.1 | Coordinate root cause | Determine the required skills and resources to investigate the Problem

analysis problem. Create and assign problem tasks to Problem Analyst(s) Coordinator
responsible for root cause analysis. The due date for the assigned task
isfilled in by the Problem Coordinator. Additional resources can be
used for this analysis (for example, contact suppliers and other
specialists). Monitor the outstanding problem tasks.

S0 4.3.2 Investigate and The Problem Analyst reviews the problem task, and investigatesand | Problem

diagnose diagnoses the problem. Determine workaround and find the root Analyst
cause.

SO 4.3.3 | Root cause found? If yes, continue with SO 4.3.4. If no, go to SO 4.3.5. Problem

Analyst

SO0 4.3.4 | Document root cause | Document the root cause in the problem task. The problem task can be | Problem
closed and the Problem Coordinator informed about the progress. Analyst
Continue with SO 4.3.10.

SO 4.35 | Workaround If yes, continue with SO 4.3.6. If no, continue with SO 4.3.9. Problem

identified? Analyst

SO 4.3.6 | Test workaround Test the identified workaround to validate the suitability for resolving | Problem
related incidents. Analyst

S0 4.3.7 | Workaround If yes, go to SO 4.3.8. If no, go to SO 4.3.9. Problem

successful ? Analyst

SO 4.3.8 | Document Update the workaround (in the known error and problem ticket) and | Problem

workaround inform stakeholders. Analyst

SO 4.3.9 | Continue with root The Problem Analyst determines whether he or she has the Problem

cause analysis? capabilities to investigate and determine the root cause of the problem | Analyst
(that is, skill level and available time). If yes, continue with SO 4.3.2.
If no, go to SO 4.3.10.

S0 4.3.10 | Close problem task The Problem Analyst closes the task and documents the results. If Problem
applicable, the Problem Analyst aso documents the reasons a root Analyst
cause is not found. If the Problem Analyst cannot find the root cause
he or she closes the task. Continue with activity SO 4.3.11.

SO 4.3.11 | Root cause The Problem Coordinator validates the results of the problem task. If | Problem

determined? the root cause is determined, continue with SO 4.3.14. If not, go to Coordinator
SO 4.3.12 and determine whether additional resources are needed or if
escalation is required.
S0 4.3.12 | Additional resources | Determine whether additional resources are needed to investigate the | Problem
required? cause of the problem. If yes, go to SO 4.3.13. If no, continue with Coordinator
SO0 4.3.1.
S0 4.3.13 | Notify Problem Escalate to the Problem Manager. Inform the Problem Manager that | Problem
Manager additional resources are needed to resolve the problem and modify the | Coordinator

phase of the problem to the previous phase (Problem Prioritization
and Planning). Continue with SO 4.2.1.

Problem Management Workflows
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Table9-3  Problem Investigation and Diagnosis process (cont’d)
Process Procedure or
ID Decision Description Role
SO 4.3.14 | Caused by outstanding | Determine whether the root cause for this problem isrelated to an Problem
known error? outstanding known error. If yes, continue with SO 4.3.15. If no, Coordinator
forward the problem to the Problem Resolution phase, and then create
anew known error record (see procedure SO 4.4.1).
S0 4.3.15 | Relate problem to The problem is moved to the Problem Resolution phase and linked to | Problem
outstanding known the existing known error record. The resolution of the problem is Coordinator
error dependent on the resolution of this known error (already assigned to a
Problem Coordinator).
SO 4.3.16 | Inform Problem Inform the Problem Manager of the root cause and any dependency Problem
Manager with another known error record. The resolution of the problem is Coordinator
dependent on the outstanding known error.
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Problem Resolution (known error processes)

After the Problem Management Investigation and Diagnosis phase has identified the root cause of an
incident, the Problem Resolution phase starts. The Problem Resolution phase includes known error
activities, from creating to finding a solution for a known error.

The known error processes are as follows:

»  Known Error Logging and Categorization (process SO 4.4) on page 113
*  Known Error Investigation (process SO 4.5) on page 116

*  Known Error Solution Acceptance (process SO 4.6) on page 119

*  Known Error Resolution (process SO 4.7) on page 122

The known error activities are discussed in detail in each of the known error processes.

Known Error Logging and Categorization (process SO 4.4)

The known Error Logging and Categorization process includes the creation of known error records and the
elaboration of the description of the underlying cause and possible workaround (if identified).

All known errors should be recorded against the currently and potentially affected servicesin addition to the
configuration item (Cl) suspected of being at fault. Information on known errorsin services being
introduced into the live environment should be recorded in the knowledgebase, together with any
workarounds. A known error should not be closed until after it has been resolved successfully.

The customer or service provider may decide that the resolution istoo expensive or not beneficial to the
business. In this case, the problem or known error is deferred. The reasons for deferred resolution should be
clearly documented. The known error record should remain open, since new incidents are likely to occur and
may require workarounds or a reassessment of the decision to resolve.

If the problem is caused by more than one error (for example, both an application and an infrastructure
error), multiple known errors can be created. The Problem Manager reviews the known error and determines
the planning for the solution investigation and resolution. If an effective workaround isidentified, the known
error has alower priority, and the resolution may be deferred for a specified period of time.

Details for this process can be seen in Figure 9-4 and Table 9-4.

Problem Management Workflows 113



vl

Figure9-4 Known Error Logging and Categorization workflow



Table9-4 Known Error Logging and Categorization process

Process | Procedure or

ID Decision Description Role

SO 4.4.1 | Create new After the problem has been successfully diagnosed, a new known error record | Problem
known error is created by using details from the problem ticket. Document the known error | Coordinator

details, including the root cause and Cls that are at fault.

SO 4.4.2 | Determine Capture the categorization of the root cause, which isinitially copied from the | Problem
categorization problem ticket. Coordinator

SO 4.4.3 | Workaround If applicable, atemporary workaround is also documented. If aworkaround is | Problem
identified? identified, continue with SO 4.4.4. If not, continue with SO 4.4.6. Coordinator

SO 4.4.4 |Hasthe Validate whether the workaround has already been tested. If tested, continue | Problem
workaround with SO 4.4.5. If not, continue with SO 4.4.6. Coordinator
been tested?

SO 4.45 | Publish Update the workaround documented in the known error and problem ticket, Problem
workaround and inform stakehol ders. Coordinator

SO 4.4.6 | Error caused by | Validate whether the error isintroduced or caused by arecently implemented | Problem
achange? change or release (that is, errors resulting from a change or incorrectly applied | Coordinator

change).

Note: Errors are often caused by incorrectly applied changes. If the error is
introduced by arecently applied change, the change may need to be undone or
reopened. If the error is caused by achange, continue with SO 4.4.7. If not,
continue with SO 4.4.9.

SO 4.4.7 | Associate known | Relate the root cause to the origina change that caused the problem. Problem
error to achange Coordinator

S0 4.4.8 |Inform Change | Inform the Change Manager and determine corrective actions, such as Problem
Manager undoing or redoing the change. Depending on the result of undoing or redoing | Manager

the change, the solution investigation continues.

S0 4.4.9 | Continue with Determine whether the known error must be investigated in more detail tofind | Problem
solution asolution or workaround. If the known error requires further investigation, Manager
investigation continue with SO 4.5.1. If not, defer the problem according to action

SO 4.4.10. An estimate of the resources and skills required for solution
investigation and resolution are determined. This includes the number of
required personnel days, duration, and additional costs. Verify whether the
workaround available modifies the priority or planning for resolving the
problem. If an effective workaround is found, the target dates to resolve the
known error can be modified. If aworkaround is not found, the priority of the
known error can be raised. Update the planning and milestones for the solution
investigation and resolution deadline. If required, the planning is discussed
and reviewed with stakeholders. If the known error is not resolved, adecision
must be made to continue with defining other solution candidates, or to defer
the problem.

SO 4.4.10 | Defer problem The problem and known error are deferred for a specified period of time by Problem
and explain assigning alow priority. After the specified period of time, the problemis Manager
reasons reviewed to determine next steps.

Problem Management Workflows
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Known Error Investigation (process SO 4.5)

The Known Error Investigation processis aimed at defining atemporary fix or permanent solution for the
known error. Different solution alternatives can be evaluated until a definitive solution can be proposed to
the Problem Manager.

Different resources and skills can be assigned during this stage to ensure that a solution or workaround can
be defined within the specified time frame.

Details for this process can be seen in the following figure and table.
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Table 9-5

Known Error Investigation process

Process | Procedure
ID or Decision Description Role
SO 4.5.1 | Coordinate Known | The Problem Coordinator assigns one or more known error tasks to Problem | Problem
Error Investigation | Analyststo investigate and determine appropriate solutions or fixesfor the | Coordinator
known error.
SO 4.5.2 | Investigate and e Determine solution for the error. Problem
diagnose «  Determine possible workarounds or temporary fixes for the known error. | Anayst
e Depending on the priority and impact of the known error, focus on
defining atemporary fix that can be proposed or implemented within a
short time frame.
Workarounds serve as atemporary alternative to provide restoration to the
affected service, or as atemporary service improvement in cases where a
permanent fix is not yet available or feasible. Determine solution candidates
to resolve the known error. If the temporary fix must be implemented
through a change, consider the fix as a solution candidate. The Problem
Analyst determines whether he or sheis able to resolve the error, or if
additional resources are required (that is, skills and time).
SO 4.5.3 | Solution identified? | If asolution candidate isfound, continue with SO 4.5.4. If not, continue with | Problem
SO 4.55. Analyst
SO 4.5.4 | Document Finalize the solution documentation in the known error task. Make sure to Problem
proposed solution | include necessary actions to implement the solution. Continue with SO 4.5.5. | Analyst
S0 4.5.5 | Close known error | After completion, the Problem Analyst closes the task. The closure code Problem
task marks the task as completed successfully, or not. The Problem Coordinator is | Analyst
notified of this event.
S0 4.5.6 | Review and Review the proposed solution, as identified by the Problem Analyst. The Problem
validate task results | solution is defined in the task. Update the known error with the updates from | Coordinator
the task. Determine whether the proposed solution is acceptable (for
example, by testing or discussing with other technical speciadists). If multiple
solutions are defined, select the best solution. Make sure that the validation
process includes the following considerations:
e Costs and resources needed to implement the solution
¢ Risksto implement the solution
SO 4.5.7 | Known Error Determine whether the investigation is completed and if asolutionis Problem
Investigation identified and documented. If a suitable solution isidentified (including cost | Coordinator
completed? and resource constraints), continue with SO 4.5.8, and then SO 4.6.1 If not,
continue with SO 4.5.1.
If asolution is successfully determined and if no workaround has yet been
found, the Problem Coordinator (together with the Problem Manager) must
assess whether thereis still aneed to find aworkaround. If a permanent
resolution can be implemented quickly, there may be no need to continue
working on defining workarounds. If planning and implementing a
permanent fix will take time or is too expensive, then work to identify an
effective workaround should continue.
SO 4.5.8 | Finalize solution Document the solution, including an impact assessment, an estimation of the | Problem
proposed costs, and resources required, to implement the solution. Coordinator
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Known Error Solution Acceptance (process SO 4.6)

The Known Error Solution Acceptance process begins when a solution has been identified and documented.
This process reviews and approves the solution for implementation, taking into consideration the cost and
impact of the solution with stakeholders.

When the root cause has been identified and a decision to resolve it has been made, the resolution should be
advanced viathe Change Management process, with a service request, or assigned to a Problem Coordinator
so that a Problem Analyst can directly apply thefix.

Depending on the fix, the resolution can be applied through the following methods:
e Change that follows the Change Management process by creating a request for change.

e Standard request, which can be ordered through the service request from the catalog. For example, this
might include a hardware replacement or installation of software.

e Resolutionsthat are applied directly. For example, this might include operations procedures and daily
mai ntenance activities.

Information on a workaround, permanent fixes, or progress of problems should be communicated to those
affected or required in order to support affected services. In the case where a solution is not correct or not
acceptable, the Problem Manager determines whether to continue to investigate the solution, or defer the
known error and problem.

Details for this process can be seen in the following figure and table.
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Table 9-6

Known Error Solution Acceptance process

Process | Procedureor

ID Decision Description Role

S0 4.6.1 | Verify solution with Review and validate the proposed solution. Discuss the cost and Problem

stakeholders impact of the solution with stakeholders during a Problem Manager
Management meeting.

SO 4.6.2 | Solution approved? If the solution is approved, go to SO 4.6.5. If not, continue with Problem
SO 4.6.3. Manager

SO 4.6.3 | Continuewith solution | Determine whether to continue with the solution investigation phase | Problem

investigation? or defer the problem if no effective fix can be provided (for example, | Manager
dueto financial and resource constraints). If you want to continue with
the solution investigation phase, go to SO.4.5.1. If not, go to SO 4.6.4.
S0 4.6.4 | Defer problem and The known error and related problem will be deferred for a specified | Problem
document reason period of time. Update the status (deferred), priority, and schedule of | Manager
the problem and known error. Determine a date by which the problem
and known error must be reviewed for additional actions.

SO 4.6.5 | RFCrequired? Determine whether the solution must be implemented through a Problem
formal change procedure. If yes, go to SO 4.6.6. If not, continue with | Manager
SO 4.6.7.

SO 4.6.6 | Prepare Request for Prepare for the RFC by collecting details required for completion of | Problem

Change (RFC) the RFC. Follow the procedures, as defined by Change Management, | Manager
to create the RFC.

S0 4.6.7 | Service request Determine whether the solution must be implemented through a Problem

required? standard request fulfillment procedure. If yes, goto SO 4.6.8. If not, | Manager
continue with SO 4.6.9.

SO 4.6.8 | Prepare servicerequest | Prepare for the service request by collecting details required for Problem
completion of the request. Follow the procedures, as defined by Manager
reguest fulfillment, to create the service request.

SO 4.6.9 | Schedulefix Schedule the implementation of corrective actions to resolve the Problem
known error. Assign the known error to the appropriate Problem Manager

Coordinator, and then continue with SO 4.7.1.
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Known Error Resolution (process SO 4.7)

Known Error Resolution is the process by which stakeholders can ensure that afix for aknown error is
implemented. This occurs after a solution for the known error has already been determined by the Problem
Analyst, validated by the Problem Coordinator, and approved by the Problem Manager. The determination
has been made that the fix can be applied through a change request, service request, or directly by the
Problem Analyst.

If aKnown Error Resolution is going to be implemented using a change request or service request, the actual
deployment is executed by that Service Manager application.Throughout the resolution process, Problem
Management should obtain regular reports from Change Management on progressin resolving problemsand
errors.

A known error should only be closed when a corrective change has been successfully applied, or if the error
isno longer applicable (for example, due to a service no longer in use). The stepsin the Known Error
Resolution process are performed by the following roles:

e Problem Coordinator
e Problem Anayst
e Change Coordinator

Details for this process can be seen in the following figure and table.
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Table 9-7

Known Error Resolution process

Process Procedure or
ID Decision Description Role
S0 4.7.1 | Coordinate corrective | Assign tasksto Problem Analysts to execute the resolution tasks to Problem
actions resolve the known error. Coordinator
SO 4.7.2 | Implement corrective | The Problem Analyst implements the solution or fix to remove the Problem
actions known error and thus prevent any recurrence of incidents. After Analyst
completion, the task is closed and the Problem Coordinator is
informed.
SO 4.7.3 | Known error resolved? | Ensure that the known error isresolved. If yes, continue with Problem
SO 4.7.4. 1f not, go SO 4.7.5. Coordinator
S0 4.7.4 | Close known error Update the known error record (document actions taken), and then Problem
close the known error. Continue with SO 4.8.1. Coordinator
SO 4.75 | Document resultsand | Thisaction istriggered if the applied fix did not resolve the error. Problem
proposed actions Document test results and determine appropriate actions. Inform the | Coordinator
Problem Manager to determine next steps. Continue with SO 4.4.9.
SO 4.7.6 | Change rejected? If the change is rejected, go to SO 4.7.9. If not, go to SO 4.7.7. Change
Coordinator
S0 4.7.7 | Change successful ? If the change is successful (as verified by the change process), the Change
known error can be closed (SO 4.7.8). If not, continue with SO 4.7.9. | Coordinator
SO 4.7.8 | Close known error After the known error is resolved, the record is closed. Continue with | Change
SO 4.8.1 in the problem closure process. Coordinator
SO 4.7.9 | Inform Problem The Problem Manager is notified that the resolution has failed. Change
Manager (and Problem | Continue with SO 4.4.9 to determine next steps and appropriate Coordinator
Coordinator) actions.
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Problem Closure and Review (process SO 4.8)

After aknown error has been resolved, any related problem(s) are automatically forwarded from the
Problem Resolution phase to the Problem Closure and Review phase. In this phase, the problem(s) must be
reviewed to determine whether all related errors have been resolved and to validate that the problem is
resolved aswell.

A process must bein place to close problem tickets, either after confirmation of successful elimination of the
known error or after agreement with the business on how to alternatively handle the problem.

A problem review should be scheduled whenever an investigation into unresolved, unusual, or high-impact
problems justifiesit. The purpose of the problem review isto seek improvements to the process and to
prevent recurrence of incidents or mistakes.

Problem reviews typically include the following elements:
* Reviewsof individual incident levels and problem status against service levels.
*  Management reviews to highlight those problems that require immediate action.

*  Management reviewsto determine and analyze trends, and to provide input for other processes, such as
user education and training.

Problem reviews should include identifying the following elements:

»  Trends (for example, recurring problems, recurring incidents, and known errors).
*  Recurring problems of a particular classification component or location.

»  Deficiencies caused by lack of resources, training, or documentation.

*  Non-conformances (for example, against standards, policies, and legislation).

*  Known errorsin planned releases.

*  Staff resource commitment in resolving incidents and problems.

*  Recurrence of resolved incidents or problems.

Improvements to the service or the Problem Management process should be recorded and fed into a service
improvement plan. The information should be added to the Problem Management knowledgebase. All
relevant documentation should be updated (for example, user guides and system documentation).

Details for this process can be seen in the following figure and table.
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Table 9-8

Problem Closure and Review process

Process | Procedureor

ID Decision Description Role

SO 4.8.1 | All associated known | Check whether all related known errors are closed or resolved. If all | Problem

errors closed? known errors are closed, update the Problem Management phase to Coordinator
Problem Closure and Review, and then continue with SO 4.8.2. If all
known errors are not closed, the process ends.
SO 4.8.2 | Vdidatethat the Validate whether the problem is resolved and continue with SO 4.8.3. | Problem
problem is resolved Depending on the nature of the problem, you may be required to keep | Coordinator
the problem open for a specified period of time (for example, for an
evaluation period). If no incidents reoccur, the problem can be closed.

SO 4.8.3 | Problem resolved? If the problem is resolved, continue with SO 4.8.4. If not, continue Problem
with SO 4.2.1. In some cases, it becomes apparent that another error | Coordinator
prevents the complete resolution of the problem (for example, when
the problem is caused by multiple errors). In this case a new known
error may have to be investigated.

SO 4.84 | Review required? Determine whether aformal problem review is appropriate. If yes, Problem
continue with SO 4.8.5. If not, continue to SO 4.8.8. Manager

SO 4.85 | Conduct problem Initiate problem review activities and coordinate the formal review Problem

review activities process. Include al parties involved in the Problem Resolution. Manager

S0 4.8.6 | Document lessons Document the problem review results and lessons learned. Problem

learned Manager

SO 4.8.7 | Createproblemreview | Create aformal problem review report and inform the stakeholders. Problem

report Manager

SO 4.8.8 | Close problem Update the problem ticket prior to closing the record. Ensure all Problem
information about the problem is complete and select a closure code. | Manager

SO 4.8.9 | Inform stakeholdersof | Inform stakeholders that the problem is resolved. Problem

resolution Manager

Problem and Known Error Monitoring (process SO 4.9)

Problem Management Workflows

Problem Management monitors the continuing impact of problems and known errors on user services. In the
Problem and Known Error Monitoring process, the Problem Manager periodically reviews the problem and
known error records, and monitors the progress of activities in those records against the target dates agreed

to with stakeholders.

HP Service Manager tracks individual problems and their associated known error activities. The Problem
Manager evaluates the progress of those activities against the plans and associated budget. In the event that
an impact becomes severe, the Problem Manager escalates the problem. In some cases, the Problem
Manager refers the escal ated problem to an appropriate board to increase the priority of the request for
change or to implement an urgent change, as needed.

The Problem Manager monitors the progress of each Problem Resolution against service level agreements,
and periodically informs the stakeholders of that progress.

Details for this process can be seen in the following figure and table.
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Table 9-9

Problem and Known Error Monitoring process

Process Procedure or

ID Decision Description Role

S04.9.1 | Existingproblemsor | Periodically the problem and known error records are reviewed to evaluate | Problem
known errors? the progress against the planning (and associated budget). The Problem Manager

Manager creates alist (or report) of all active problems and known errors.
If there are any outstanding problems or known errors, go to SO 4.9.2. If
not, then no further action is required.
SO049.2 | Review actua The progress of the problem and known error activitiesis reviewed against | Problem
progress against the target dates, as communicated or agreed with stakehol ders. Manager
planning
S0 4.9.3 | Milestone exceeded? | Check whether a milestone has been (or is expected to be) exceeded. If so, | Problem
goto SO 4.9.4. If not, continue with the next problem or known error in the | Manager
list (SO 4.9.1).

S0 4.9.4 | Escaation required? | Check whether escalation isrequired. If not, continue with next problem or | Problem
known error inthe list (SO 4.9.1). If required, contact the Problem Manager
Coordinator or Problem Analyst for additional information (for example,
estimate to complete time), and go to SO 4.9.5.

SO4.9.5 | Determine The Problem Manager investigates the cause of delay and determines Problem
appropriate actions | corrective actions (for example, assign additional resources or modify Manager

planning).

SO 4.9.6 | Review with Adjustments to the planning and actions are discussed with stakeholders. | Problem
stakeholders The progress is discussed with stakeholders to determine priorities and Manager

alternative plans.

S0 4.9.7 | Continue with Determine whether to continue to spend resources on investigation or Problem
investigation? resolution of the problem. If required, additional resources are assigned Manager

(see SO 4.9.8). If continuation of theinvestigation is not feasible, the
problem can be deferred (see SO 4.9.9).

SO0 4.9.8 | Updatescheduleand | Update the planning and resources assigned to the problem or known error, | Problem

assign resources and then continue with the next problem or known error in the list Manager
(SO 4.9.1).

SO 4.9.9 | Defer problemand | The problem and known error will be deferred for a specified period of Problem
explain reasons time (low priority). After the specified period of time, the problemis Manager

reviewed to determine next actions. End of process.

SO 4.9.10 | Monitor deferred Periodically review the deferred problems to determine whether additional | Problem
problems actions are required. The Problem Manager creates alist (or report) of al | Manager

deferred problems.

SO 4.9.11 | Problem resolved or | If the problem isresolved or no longer relevant, the problem can be closed. | Problem
no longer relevant? | Continue with SO 4.8.8 to close the problem. If not, go to SO 4.9.6 to Manager

determine next steps.
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Table 9-9

Problem and Known Error Monitoring process (cont’d)

Process Procedure or

ID Decision Description Role

SO 4.9.12 | Monitor deferred The Problem Manager periodically reviewsthe deferred errorsto determine | Problem
known errors whether circumstances have changed that require continuing with the Manager

investigation and resol ution. The Problem Manager createsalist (or report)
of all deferred known errors.

S0 4.9.13 | Known error Determine whether the known error is resolved (for example, due to an Problem
resolved or nolonger | upgrade or change) and whether the error is no longer relevant for the Manager
relevant? business. If the error is resolved, continue with SO 4.9.14 to close the

known error. If not, continue with SO 4.9.6 to determine next steps.
SO 4.9.14 | Close known error Continue with SO 4.8.1 to close the known error. Problem
Manager
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10 Problem Management Details

HP Service Manager uses the Problem Management application to enable the Problem Management
process. The main function of Problem Management is to identify and resolve problems and known errors.

In Problem Management, the Problem Manager plans and prioritizes problems. The Problem Coordinator
manages root cause analysis and resolution, and the Problem Analyst diagnoses the root cause of the
problem and proposes and implements solutions for them.

This section describes selected Problem Management fields in the out-of-box Service Manager system.
Topicsin this section include:

e Problem form after escalation from incident on page 132

e Problem Control form details on page 133

*  Problem Management form after escalation to known error on page 138

e Error Control form details on page 139
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Problem form after escalation from incident

After theincident is escalated, the problem ticket enters the Problem Detection, Logging and Categorization
phase.

Figure10-1 New problem form
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Problem Control form details

The following table identifies and describes some of the features on the Problem Control forms.

Table10-1 Problem Management form details

Label

Description

Problem ID

Specifies the unique ID of the associated problem ticket. Thisis a system-generated
field.

Phase

Thisisasystem-generated field.

These phases are available out-of-box:

e Problem Detection, Logging, and Categorization
e Problem Prioritization and Planning

e Problem Investigation and Diagnosis

e Problem Resolution

e Problem Closure and Review

Status

Specifies the status of the problem. Thisfield is not affected by the phase of the
problem. The Problem Phase does not automatically change the status except when you
first open aproblem. All other status changes must be done manually. There are several
reasons to change the status of a problem ticket, for example, when you are waiting for a
vendor’s information.

These status are available out-of-box:

¢ Open — The problem has been opened, but it is not currently being worked on.

e Accepted — The Problem Coordinator has accepted this record as his or her
responsihility.

e Work in Progress — The problem is being addressed.

e Pending Vendor — The Problem Coordinator contacted the vendor and the vendor
hasto provideinfo or send a part.

e Pending User — Problem Coordinator contacted the user and needs more
information from him the user.

* Regected — The Problem Coordinator has rejected responsibility for this record.

* Deferred — Because of several possible constraints, must postpone fixing problem
until later release. (This may happen in prioritization and planning, but it can also
happen later in the process.)

Thisisarequired field.

Problem Management Details
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Table10-1 Problem Management form details (cont’d)

L abel

Description

Assignment >
Assignment Group

The group assigned to work on the problem. For a description of thisfield see the
Assignment Group field description in (Incident Management form details on page 86)
asthisfield functions similarly. The out-of-box data consists of default assignment
groups for use as examples of types of assignment groups.

Tip: You may want to change the sample assignment groups to meet your own needs.
These assignment groups are available out-of-box:

e Application

e Email / Webmail

e Field Support

e Hardware
e Intranet / Internet Support
¢ Network

e Office Supplies

e Office Support

e Operating System Support
e SAP Support

e Service Desk

e Service Manager
Thisisarequired field.

Assignment >
Problem Coordinator

The name of the person assigned to coordinate the work on this problem. If the
Assignment Group isfilled in, the system will populate this field with the pre-defined
Problem Coordinator for that group. This person can be changed to any other member of
that group using the Fill function. The operator you select should be a member of the
assignment group and should have the user role of Problem Coordinator to be assigned
Problem Coordinator.

Affected Items >
Services

Specifies the Service affected by the problem. Thisfield is populated with data from the
related incident when a problem is created from an incident. For additional field
description information, see User Interaction Management form details on page 44.

Thisisarequired field.

Affected Items >
Primary CI

Specifies the name of the failing Configuration Item (Cl). The Primary Cl identifies the
Cl that causes the service to go down or be unavailable. The affected Clsin the related
incidents and interactions are all of the Cls affected by the service. It isthe primary Cl
that must be fixed to restore the service. For example, if amail service goes down
because of adisk error on the server, the mail server that isthe primary CI. Every Cl
connecting to the mail service (has Outlook installed) is an affected Cl.

Affected Items >
Affected Cl Count

A system-generated count of the number of Cls affected by the outage. The count does
not include the Primary Cl. Affected CI count is based on the number of itemsentered in
the Assessment notebook tab. It is calculated based on what isin the Assessment
notebook tab in the Affected Clstable.

Title A short description summarizing the problem. Thisfield is prepopul ated with data from
an incident when a user opens a problem from an incident.
Thisisarequired field.
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Table10-1 Problem Management form details (cont’d)

L abel

Description

Description

A detailed description of the problem. Thisfield is prepopulated with data from the
incident when a user creates a problem from an incident.

Thisisarequired field.

Root Cause Description

A detailed description of what caused the problem.

You can not move on from the Problem Investigation and Diagnosis phase until you
havefilled in this description. That phaseis not complete until the cause of the problem
isknown.

Problem Detail >
Category

Thisfield is prepopulated with the value “ problem”.

The out-of-box data is the same as in Interaction Management. For additional
information, see User Interaction Management form details on page 44 and Interaction
categories on page 50.

Problem Detail >
Area

Thisfield is prepopulated with data from an escal ated incident.

Service Manager displays different lists of areas, depending on the category you
selected. For moreinformation on categories, and the areas and subareas associated with
them, see Interaction categories on page 50.

The out-of-box datais the same asin Interaction Management. For additional
information, see User Interaction Management form details on page 44.

Problem Detail >
Sub-area

The third level of classification, mainly used for reporting purposes. Thisfield is
prepopul ated with data from an escalated incident.

Service Manager displays different lists of subareas, depending on the area selected. For
more information on categories and the areas and subareas associated with them, see
Interaction categories on page 50.

The out-of-box data is the same as in Interaction Management. For additional
information, see User Interaction Management form details on page 44.

Problem Detail >
Impact

Thisfield is prepopulated with datafrom an incident. It specifies the impact the problem
has on the business. The impact and the urgency are used to calculate the priority.

These impacts are available out-of-box:

e 1-Enterprise

e 2- Site/Dept

e 3- Multiple Users

e 4-User

The out-of-box data is the same as I nteraction Management and Incident Management.

Problem Detail >
Urgency

Thisfield is prepopulated with data from the incident. The urgency indicates how
pressing the problem is for the organization. The urgency and the impact are used to
calculate the priority. For additional information, see User Interaction Management
form details on page 44.

Problem Detail >
Priority

The order in which to address this problem in comparison to others. A priority value
calculated using initial impact and urgency. This field only appears for problems being
updated or escalated from incidents.

Problem Detail >
SLA Target Date

Thisisasystem-generated field that displays the date and time of when the next SLO
will occur. The SLA Target date is the date when the system generates the alerts because
the SLA is breached. For additional information see Incident Management form details
on page 86.

Problem Management Details
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Table10-1 Problem Management form details (cont’d)

L abel

Description

Problem Detail >
Root Cause Target Date
(Root Cause Identified Date)

Thefield specifies the expected date to find the root cause of the problem. The field
label (name) changes to Root Cause | dentified Date during the Problem Investigation
and Diagnosis phase. You should base the date on the target and identified dates on the
SLA. Oncetheroot cause is found, this field becomes the identified date. Thisfield
become required during the Prioritization and Planning phase to assist prioritization and
planning in Problem Management processing.

Thisisarequired field.

Problem Detail >
Solution Target Date
(Solution Identification Date)

Thefield label (name) changes to Solution Identification Date during the Problem
Investigation and Diagnosis phase. The Solution Target date is when you identify the
solution. It also becomes required during this phase.

Thisisarequired field.

Problem Detail >
Resolution Target Date
(Problem Resolution Date)

The Problem Resolution date should be approximately the same asthe SLA Target date.
The Problem Resolution date is the date when you plan to click the Close button for the
record. It should be before the SLA Target date. It has the Problem Management past
due aert attached to it. The field label (name) changes to Problem Resolution Date
during the Problem Investigation and Diagnosis phase. Thisfield isrequired during
Prioritization and Planning phase.

Thisisareguired field.

Problem Detail >
Related Incident Count

Thisis asystem-generated field. The related incident count is the number of incidents
related to problem, asrecorded in the screlation table. To relate an incident to a problem,
auser clicks Related > Problems > Associated. Thisiswhat populates this field with
data.

Problem Detail >
Closure Code

Uses a pre-defined closure code to specify the way the problem has been solved. This
field isenabled and required during Problem Closure and Review phase. The out-of-box
data isthe same as that for incidents and interactions. For more information, see User
Interaction Management form details on page 44.

Thisisarequired field.

Problem Detail >
Suggested Workaround

Describes atemporary solution or workaround. This field needs to be filled before a
known error can be created.

Assessment >
Estimated # of Mandays

Specifies aresource estimate to diagnose and resolve the problem. This data does not
drive any action and is not required.

Assessment > Provides aresource (cost) estimate to diagnose and resolve the problem. This data does
Estimated Costs not drive any action and is not required.
Assessment > The affected Configuration Items (Cls) are Clsthat will have an issue when the primary

Affected Cl's table

Cl goes down. These field need to be filled in manually and are for information only.
This data does not drive any action and is not required.

The data displayed includes the following information:
» Configuration Item

» Device Type

* Assignment Group
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Table10-1 Problem Management form details (cont’d)

L abel

Description

Task >
Task ID

This notebook tab is only enabled for the Problem Investigation and Diagnosis phase.
Tasks can only be opened once the planning is complete. Every task has to be finished
before the problem moves to the next phase. Use the Options menu and click Create a
task to add atask to thistab. Thereisawizard to assist you. The Task ID is
system-generated. The Assignee is aperson who is part of the assignment group that is
defined for the Cl. For example, if tasks are assigned to the hardware assignment group,
then a person within the group can be assigned to the task

Submit button

This button creates (or opens) the problem ticket after all of the required fields are
complete.

Next Phase button

This button is used to end one phase and proceed to the next phase after al of the
required fields are complete

Prior Phase button

This button is used change the problem from the current phase to the previous phase.
You should use this button if something went wrong in your process. For example, when
you arein the Problem Investigation and Diagnosis phase, and it turns out that you made
mistake in the Problem Prioritization and Planning phase, you have to go back to that
phase and begin planning again.

Options >
Open Known Error button

This button is only available from Problem Investigation and Diagnosis phase or later.
The best practice isto create known error at later phases than the Problem Investigation
and Diagnosis phase.

Options > This button creates or opens atask for the problem. This button is only available from
Create Tasks button the Problem Investigation and Diagnosis phase or later.
Close button This button closes the problem ticket.

Problem Management Details
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Problem Management form after escalation to known error

Once a workaround has been found, the problem is escal ated to a known error.

Figure10-2 New known error form
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Error Control form details

The following table identifies and describes some of the features on the known error forms.

Table10-2 Field descriptionsfor known error forms

Label

Description

Known Error ID

Thisis asystem-generated field.

Phase Thisis asystem-generated field.
These phases are available out-of-box:
e Known Error Logging and Categorization
e Known Error Investigation
e Known Error Solution Acceptance
¢ Known Error Resolution
Status Thisis asystem-generated field.
The out-of-box datais the same status data as that of an incident or interaction except that a
known error cannot have a status of inactive. The known error process does not
automatically change the status of the record. The status can be set independently of the
phase and within one phase the status can be set to any of the statuses available because
status and phase are independent of each other in the known error process.
These statuses are available out-of-box:
e Open
e Accepted
e Work in Progress
¢ Pending Vendor
e Pending User
¢ Reected
e Deferred
Thisisarequired field.
Assignment > Thedatain thisfield isinherited from the problem ticket and the field works as described in

Assignment Group

the Assignment Group field for a problem ticket. See page 134 for additional information.

Assignment >
Problem Coordinator

Thisfield isinherited from the problem ticket, and it specifies the person responsible for
ensuring that this known error gets resolved. Thisfield can be updated to change the person
responsible for the known error.

Affected Items >
Services

Thedatain thisfield isinherited from the problem ticket and the field works as described in
the Servicesfield for a problem ticket. See Table 10-1 on page 133 for additional
information.

Affected ltems >
Primary CI

Thedatain thisfield isinherited from the problem ticket and the field works as described in
the Servicesfield for a problem ticket. See Table 10-1 on page 133 for additional
information.

Affected Items >
Matching Cl Count

A system-generated count of the number of related Cls affected by the outage. See Table
10-1 on page 133 for additional information.

Title

A brief description of the known error that isinherited from the problem ticket.
Thisisarequired field.

Problem Management Details
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Table10-2 Field descriptionsfor known error forms (cont’d)

Label

Description

Description

A detailed description of the known error that isinherited from the problem ticket.
Thisisarequired field.

Root Cause Description

The root cause description explains what caused the known error (problem) described in the
description field. Thisfield isinherited from the Root Cause Description in the problem
ticket and isarequired field because you cannot continue with the problem process without
knowing the root cause of the problem.

Thisisarequired field.

Known Error Detail >
Category

Thisis asystem-generated field and for an out-of-box system the category is problem. The
category defines the relevant process, and ensures that the correct process assumes control.

Known Error Detail >
Area

Thisfield isinherited from the problem ticket. It provides the same out-of-box data as the
interaction record and can be updated. For additional information, see Table 4-1 on page 44.

Thisisarequired field.

Known Error Detail >
Sub-area

Thisfield isinherited from the problem ticket. It provides the same out-of-box data as the
interaction record and can be updated. For additional information, see Table 4-1 on page 44.

Thisisarequired field.

Known Error Detail >
Impact

Thisfield isinherited from the problem ticket. It provides the same out-of-box data as the
interaction record and can be updated. For additional information, see Table 4-1 on page 44.

Thisisarequired field.

Known Error Detail >
Urgency

Thisfield isinherited from the problem ticket. It provides the same out-of-box data as the
interaction record and can be updated. For additional information, see Table 4-1 on page 44.

Thisisarequired field.

Known Error Detail >
Priority

Thisis asystem-generated field. For additional information, see Table 4-1 on page 44.

Known Error Detail >
Solution Identified Date

Thisfield isinherited from the problem ticket. Typicaly, the underlying cause has been
identified when the known error is opened. The goal of this processisto identify the
solution. This date indicates when the solution was found. For additional information, see
Table 4-1 on page 44.

Thisisarequired field.

Known Error Detail >
Known Error Resolution Date

The user specifies the date and time when the known error is expected to be resolved. It
does not affect any of the other fields.

Thisisarequired field.

Known Error Detail >
Related Interaction Count

Thisfield shows how many interactions were closed directly using the workaround of this
known error. Interactions can be closed during the escal ation process, allowing association
to an known error. The count therefore shows the success rate of the workaround.

Known Error Detail >
Closure Code

Specifies a pre-defined closure for describing how the known error has been resolved. This
field isenabled and required during the Known Error Resolution phase. The out-of-box data
isthe same as that for problem, incidents and interactions. For more information, see User
Interaction Management form details on page 44.

Thisisarequired field.

Known Error Detail >
Workaround

Thisfield describes a workaround that enables users to get round the issue described in the
problem ticket.
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Table10-2 Field descriptionsfor known error forms (cont’d)

Label

Description

Known Error Detail >
Solution

This field should describe permanent solution for the known error. This field becomes
required on completion of the Known Error Investigation phase.

Assessment >
Estimated # of Mandays

Specifies aresource estimate to diagnose and resolve the known error. This data does not
drive any action and is not required.

Assessment > Provides aresource (cost) estimate to diagnose and resolve the problem. This data does not
Estimated Costs drive any action and is not required.
Assessment > The matching Configuration Items (Cls) are Clsthat will have an issue when the primary Cl
Matching goes down. Thisfield isinherited from the problem ticket. Thesefield can befilled in
manually and are for information only. This data does not drive any action and is not
required.
e Configuration Item List
e Configuration Item
e Device Type
e Assignment Group
Task Thistab is only available when the record isin the Known Error Investigation phase.
e TaskID
e Status
e Assignee
e Configuration Item
Add This button creates (or opens) the record after all of the required fields are complete.
Next Phase This button is used to end one phase and proceed to the next phase after all of the required
fields are complete
Prior Phase This button is used change the known error from the current phase to the previous phase.
You should use this button if something went wrong in your process.
Options > This button is only available from the Known Error Investigation phase. Tasks can only be
Create Tasks opened so that all investigation and planning is complete before solution is accepted. Every
task has to be finished before the known error moves to the next phase.
Close This button closes the known error record.

Problem Management Details
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11 Change Management Overview

The HP Service Manager Change Management application, referred to as Change Management throughout
this chapter, supports the Change Management process. It controls the process to request, manage, approve,
and control changes that modify your organization infrastructure. This includes assets, such as network
environments, facilities, telephony, and resources. Change Management enables you to control changes to
baseline service assets and configuration items across the entire service life cycle.

This section describes how Change Management implements the best practice guidelines for the Change
Management processes.

Topicsin this section include:

*  Change Management within the ITIL framework on page 144

*  Change Management application on page 144

*  Change Management process overview on page 145

e Input and output for Change Management on page 155

*  Key performance indicators for Change Management on page 155

e RACI matrix for Change Management on page 157
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Change Management within the ITIL framework

Change Management isaddressed in I TIL's Service Transition publication. The document describes Change
Management as the process responsible for ensuring that changes are recorded, evaluated, planned, tested,
implemented, and reviewed in a controlled manner.

Change Management enables you to meet the following business objectives:
»  Use standardized methods and procedures to ensure efficient and prompt handling of al changes.

* Record al changesto service assets and configuration items (Cls) in the Configuration Management
System (CMS).

e Optimize overall businessrisk.

* Respond to customers changing business requirements maximizes value and reduces incidents,
disruptions, and rework.

* Respond to business and I T requests for changes aligns services with business needs.
The ITIL Change Management process model includes

*  The stepsto take to handle a change

*  The order to take those stepsin

*  Who hasresponsibility for what part of the process

*  Scheduling and planning

*  When and how to escalate a change

Change Management application

The Change Management application supports the Change Management process by which the life cycle of
changesis controlled. The primary objective of Change Management is to enable beneficial changesto be
made with minimal disruption to IT Services. Changes are recorded, and then evaluated, authorized,
prioritized, planned, tested, implemented, documented, and reviewed in a controlled manner. Change
Management objectives are achieved by rigorous adherence to the process steps.

The Change Management application incorporates the essential concepts of ITIL to ensure that the best
practices of IT service management are applied to Change Management to manage and control IT changes
within the organization.

Differences between Change Management and Request Management

Change Management tracks changes to managed configuration items (CIs) in your infrastructure. Request
Management only manages requests for products or services that do not change a managed attribute on a
configuration item (CI). For example, a PC istypically a managed configuration item in most business
infrastructures. However, the network password someone usesto log in to that PC is not typically amanaged
Cl because it varies for each user.

* You use Change Management to track portions of the PC you want to standardize across your whole
infrastructure such as the amount of hard drive space or the amount of RAM available.

* You use Request Management to manage products and services that affect the one person or group who
uses the PC, such as auser’s network password or desktop theme.
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Change Management process overview

The Change Management process includes the activities necessary to control changes to service assets and
configuration items across the entire service life cycle. It provides standard methods and procedures to use
when implementing all changes.

The purpose of Change Management is to ensure that:

e Changesfollow a set process.

» Appropriate users are notified at key pointsin the process.

»  Progress of achange is monitored and notifications are issued if deadlines are missed.

»  Changes are supported the change throughout a ssmple or complex life cycle.

Change categories and phases

Change Management uses categories to the classify the type of change requested. Out-of-box, each change
type has its own category that defines the workflow and phases needed to satisfy the change request. They
are described in detail in the following sections.

As a Service Manager administrator, you can use the default categories shipped with the product, or create
new categories to match your business requirements.

*  When you create a change request, you must select a category.

»  Each category has predefined phases to ensure that the change occursin an orderly progression. Phases
are stepsin the life cycle of the change or task. The phase determines which form is used with a record,
along with behaviors such as approvals and edit.

»  Each phase can optionally have one task, multiple tasks, or no tasks. A task is the work necessary to
complete asingle change phase.

e Eachtask also hasits own category that isamost identical to the change category, but there are some
differences. The task category can have multiple phases, but most often, just one.

A general overview of the Change Management processes and workflows is depicted in Figure 11-1,below.
They are described in detail in Chapter 12, Change Management Workflows.
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Figure11-1 Change Management process diagram
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Change Management categories

Service Manager categories classify and define the type of change requested. Each category hasits own
workflow process. The steps of the workflow are represented by the phases and tasks within the phase.
Service Manager requires that every change have a change category and phase, but tasks are optional .

Service Manager provides ten out-of-box categories you can use to classify the changes in your business.
Table 11-1 describes the out-of-box Change Management categories. Eight of these ten categories are
available to regular users; the categories Default and Unplanned Change are assigned when changes are
opened from other Service Manager applications.

Table11-1 Change Management categories available out-of-box

Category Description

Cl Group Manages Configuration Item Group changes.

Default Category assigned when the change is created by escalation of arecord from
the Interaction, Incident, or Problem Management applications. See the
Working with the default change category section that follows this table for
more information.

Hardware Manages hardware changes.

KM Document

Manages K nowledge Management documents.

Maintenance Manages maintenance-related changes.

Network Manages network-related changes.

Release Management Manages the releases of hardware and software.

Software Manages software-related changes.

Subscription Manages changes to business service subscriptions.

Unplanned Change Category associated with Service Manager integration with HP Universal

CMDB (UCMDB). Indicates that an unscheduled change occurred. See the
Working with the unplanned change category that follows this table for more
information.
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Working with the default change category

You should only use the Default change category when creating new changes that result from the escalation
of other Service Manager activities, namely Interaction, Incident, or Problem Management. The default
category is atemporary one, intended for Service Manager users such as Help Desk agents and Problem
Managers who may not know or understand the Change process and its requirements.

The default change category intentionally does not use subcategories to further classify changes. Thisis
done later, when a Change Manager reviews the change and reassignsit to the proper category. The Change
Managers uses the information in the change and related records when categorizing the change. Never
update a change that has been assigned to another category to use the default category.

Working with the unplanned change category

The category Unplanned Change is designed to be used as part of Service Manager’s integration with the
UCMDB. If UCMDB detects a changeto a Cl, one possible action is to open a change that is then
categorized as an Unplanned Change since the change occurred without having been schedul ed.

As part of the process, the manager decidesif the change to the CI should be approved or not. If it is
approved, the Cl information in Service Manager is updated to match the change detected by UCMDB. If
the change is rejected, atechnician needs to change the Cl back to its original state to match the Cl
information in Service Manager.

For moreinformation about UCMDB, see HP Universal Configuration Management Database on page 191.

Change Management phases

Service Manager uses phases to describe the sequential steps needed to complete a change request. The
phase a so determines the forms users see, the approvals required to advance to the next phase, and the
conditionsthat cause the system to issue alerts. Phases can only be completed in sequence. Use change tasks
to complete actionsin parallel.

For example, the following screen shows that the CI Group category consists of the following phasesin
sequence:

1 Designing aCl Group
2 Implementing a Cl Group

3 Accept aCl Group

1

™ EE’ designing E implementing E accept
i I

aCl acl acl '
GraLp Graup GraLE

L1}

Figure11-2 Sample phasesof the Cl Group category
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Phases used in the out-of-box categories

Table 11-2 lists the phases that the out-of-box categories use to manage a change.

Table11-2 Change Management phasesfor out-of-box categories

Category Phases and wor kflow

Cl Group 1. Change Logging > 2. Implementing a Cl Group > 3. Accept a Cl Group

Default 1. Change Logging > 2. Change Review (at this point the change should be reclassified into the
appropriate category) > 3. Change Evaluation and Closure

Hardware 1. Change Logging > 2. Change Review > 3. Change Assessment and Planning > 4. Prepare for

Change Approval > 5. Change Approva > 6. Change Implementation > 7. Change Evaluation
and Closure

KM Document

1. Determine how to proceed with a Knowledge Document > 2. Revise a KM Document > 3.
View aworking copy document and add feedback > 4. Determine whether to Publish, Retire, or
Revert aKM Document.

Maintenance

1. Change Logging > 2. Change Review > 3. Change Assessment and Planning > 4. Prepare for
Change Approval > 5. Change Approval > 6. Change Implementation > 7. Change Evaluation
and Closure

Network

1. Change Logging > 2. Change Review > 3. Change Assessment and Planning > 4. Prepare for
Change Approval > 5. Change Approval > 6. Change Implementation > 7. Change Evaluation
and Closure

Release Management

1. Assess Release > 2. Release plan and design> 3. Release build and test > 4. Release training
(optional, depending on size of change) > 5. Release distribution > 6. Release back out (if
verification fails) > 7. Release verification

Software

1. Change Logging > 2. Change Review > 3. Change Assessment and Planning > 4. Prepare for
Change Approval > 5. Change Approval > 6. Change Implementation > 7. Change Evaluation
and Closure

Subscription

1. Approve request for subscription or unsubscription > 2. Implement request for subscription or
unsubscription > 3. Accept request for subscription or unsubscription

Unplanned Change

1. Discovery Assessment > 2. Discovery Back Out > 3. Discovery Implementation > 4.
Discovery Verification

Phases for changes flagged as Emergency Changes

The Default, Hardware, Maintenance, Network, and Software categories allow an Emergency Change flag
to be set. Thisflag adds Emergency Group Approval to the Change Approval phase. If achangeisopened as
an emergency, when the Change Logging phase is closed, it goes directly to the Prepare for Change
Approva phase, skipping the Change Review and Change Assessment and Planning phases.

When a change is opened as an emergency, the Activities > Historic Activities tab shows the following
description: “This change islogged as an Emergency Change.” If achange later becomes an emergency, the
activity will say “This change has become an Emergency Change.” When the emergency flag is unchecked,
the activity will say “This change has come back to the regular change process.” The Change Manager is
also notified every time there is an activity (open, update, or closure of an emergency change).
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Table 11-3 lists the phases for changes that have been flagged as Emergency Changes.

Table11-3 Change Management phases emer gency changes

Category

Phases and wor kflow

Cl Group

1. Designing a Cl Group > 2. Implementing a Cl Group > 3. Accept a Cl group

Default

1. Change Logging > 2. Change Review > 3. (At this point the category needs to be changed to
one of the otherslisted in thistable)

Hardware

1. Change Logging > 2. Prepare for Change Approva > 3. Change Approva > 4. Change
Implementation > 5. Change Evaluation and Closure

M aintenance

1. Change Logging > 2. Prepare for Change Approval > 3. Change Approva > 4. Change
Implementation > 5. Change Evaluation and Closure

Network

1. Change Logging > 2. Prepare for Change Approval > 3. Change Approval > 4. Change
Implementation > 5. Change Evaluation and Closure

Software

1. Change Logging > 2. Prepare for Change Approval > 3. Change Approval > 4. Change
Implementation > 5. Change Evaluation and Closure

Change Approvals

150

Each change phase may have one or more approvals. A change request cannot move to the next phase until
all approvals associated with the current phase have been achieved. Adding an approval to a change phase
allowsamember of an approval group to review the business need behind the change request and approve or
deny it. Typically only system administrators can add approvals to a change phase. Table 11-4 lists the
change phases that require approvals out-of-box.

Table 11-4 Approvalsfor out-of-box phases

Change phase

Approvalsrequired

Build and Test

Release Build and Test

ClGroupDesign

e ClGroupCAB
e CIGroupAdmin
e ClGroupTech

ClGrouplmplement

ClGroup

Change Approval

e Approval
* Emergency Group Approva

Discovery Assessment

Assessment

Distribution and Rollout

Release Distribution and Rollout

Plan and Design

Release Plan and Design

Subscription Approval

Subscription Approval

Verification

Release Verification
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Approval definitions

Each approval requires an approval definition record. The approval definition record lists the operator or
group who can approve or deny the change, the order in which the system requests approval, and the
conditions under which the approver’s review is required. For example, the picture below illustrates that the
Assessment approval requires approval from three different operators. The COORDINATOR operator must
always approve the change, the Service.Desk operator’s approval isonly necessary if the risk assessment has
avalue of 3, and the Service Manager operator’s approval is only necessary if the risk assessment has a
value of 1.

Figure11-3 Sample Approval Definition record

Service Manager has four approval types that determine how many approvers are required to advance a
change to the next phase. Table 11-5 describes the approval types.

Table11-5 Approval types

Approval type

Description

All must approve

All Groups/Operators defined in the Approval Definition must issue an approval before the change or
task can be approved. If only some (but not all) of the Groups/Operators issues an approval, then
Service Manager sets the status of the record to “pending.”

For example, suppose you have three Groups/Operators in an Approval Definition and only one

Group/Operator has approved the change. Service Manager sets the status to pending. The Approval
table shows one currently pending approval, one future approval, and one completed approval action.

One must approve

The change or task can be approved with one approval from any Group/Operator of the approving
group. Thisisthe default value of all Service Manager approvals.

Quorum

The change or task can be approved as soon as amajority of the approving group indicates approval.

All must approve -
immediate denial

All Groups/Operators must approve the record. The first denial causes Service Manager to set the
status to Deny. All approvers do not need to register their approval action. Otherwise, the record is
denied when all Groups/Operators of the approving group issue adenial.
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Approval options

Operators with approval rights are enabled to approve, deny, or retract changes and tasks. Table 11-6
explains the approval options.

Table11-6 Approval options availablein Change Management

Approval

option Description

Approve The approver accepts the need for the change or task, and approves commitment of the resources required to
fulfill the request. When all approvals are complete, work begins. When you choose this option, the change
reguest shifts to browse mode, and the retract option is available. If you are not a member of a group with
approval rights to this change request, Change Management generates an error message.

Deny The approver is unwilling to commit the required resources, or does not consider the change or task to be
essential. No further approvals are possible until the denial isretracted. An administrative procedure should be
set up to handle adenial. If you select deny, a dialog box opens with a prompt to specify the reason for your
action. Type an explanation and click OK.

Retract The approver accepts the need for the change, but is unwilling to commit the resources or perhaps there are

technical incidents at the present time. Retract removes a previous approval or denia and resets the change
reguest to pending approved status, which requires a new approval cycle. If you select retract, a dialog box
opens with a prompt to specify the reason for your action. Type an explanation and click OK.
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Approval delegation

Approval delegation is an optional feature that enables users with approval rights to temporarily delegate
their approval authority to another qualified operator. Operators with the “can delegate” option enabled in
their application profiles can delegate some or all of their approvals by using the Approval Delegation
wizard.

Using the Approval Delegation wizard, an operator can grant another qualified operator the right to
temporarily view and act on itemsin his or her approval queue. The wizard offers the following delegation
options:

» Delegate all approvalsto another qualified operator

» Delegate approvals from a particular application to another qualified operator
— Delegate approvals directly assigned to you as an operator
— Delegate approvals assigned to you as a member of an approval group

» Delegate approvals from a specified start date to a specified end date

You can only delegate to individual operators not groups.
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The Approval Delegation wizard enables an operator to create any number of approval delegation
combinations, including delegating the same approvals to multiple operators at the same time. Delegators
can also update an existing approval delegation to change the delegation start and end dates, aswell as
change the delegate's name.

) Service Manager prevents delegators from deleting past delegations for compliance reasons such as
Sarbanes Oxley (SOX). Service Manager tracks all changesto approval delegations using the standard field
auditing capability.

When delegates log on to Service Manager, they see both their own and any delegated approvalsin their
approval list. For security reasons, delegates always retain their original application profiles and operator
records. Service Manager determines what temporary rights delegates have when they view or act on an
approval.

Change Management tasks

Service Manager change tasks describe the work necessary to complete a particular phase. Work cannot
proceed to the next phase until al associated tasks of the current phases are complete. Tasks can be either
sequential or parallel. For example, suppose you are in the Change Implementation phase of a hardware
change to replace a hard drive. You might have change tasks to back up the old drive, remove the old hard
drive, install the new hard drive, test the new hard drive, and restore the data on the new hard drive. In this
example, the tasks are sequential because you cannot restore data onto a new drive until you first make a
back up of the data and install the new hard drive. Parallel tasks might include determining what backup
software to use, determining what hard drive vendor to purchase from, and determining how much effort and
risk the hard drive change might take.

Tasks typically include a description of the task, the urgency and priority of the task, task scheduling
information, and the task assignment.

Change Management tasks include:

e Opening, assigning, and associating atask with a change.
e Searching for atask.

e Managing task categories, environments, and phases.

e Using the task queue.
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Change Management user roles

Table 11-7 describes the responsihilities of the Change Management user roles.

Table 11-7 Change Management user roles

Role

Responsibilities

Change Analyst

May beinvolved in the Change Assessment and Planning phase to deliver input to the Change
Coordinator when assessing the change impact.

Verifies that tasks are correctly assigned and rejects tasks if needed.
Builds, tests, and implements changes based on the change plan.
Executes the backup plan if required.

Change Approver

Approve or deny Change when requested. This can be either electronically by using the service
management tool or by using a Change Advisory Board (CAB) or Emergency-Change
Advisory Board (E-CAB) meeting.

Change Coordinator

Registers changes and applies the correct change model and change detail.
Schedul es changes according to the plan created previously.
Creates the change tasks for building, testing, and implementing a change.

Coordinates the assessment phase of the change and creates change planning based upon the
assessment information.

Verifies that the change passed the test criteria.
Verifies that the change isimplemented successfully in the production environment.
After implementation, evaluates the change handling and closes the change.

After or during a change implementation failure, activates the remediation plan to return the
system to a pre-change state.

Change Manager

Reviews all changes after the assessment and planning phase and forwards them the right
Change Approver.

Organizes Change Advisory Board meeting if necessary.
Updates the change after approval is given.

Periodically reviews changesin a Post Implementation Review and determines and executes
follow-up actions.

Coordinates all activitiesin case the Emergency Change Handling processis triggered.

E-CAB

Selection of Change Approvers who need to provide approval in case of an Emergency Change

Release Packaging and
Build Manager

Change Anayst who transfers the new release from development to test environment or from
test to production environment. This role cannot be fulfilled by the Change Anayst who has
built the new release.
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Input and output for Change Management

Changes can be triggered and resolved in several ways. Table 11-8 outlines the inputs and outputs for the
Change Management process.

Table 11-8

Input and output for Change M anagement

Input to Change M anagement

Output from Change M anagement

e Policy and strategies for change and release .
¢ Request for change

e Change proposa

e Plans (change, transition, release, deployment, test, evaluation, and | ¢

Rejected Request for Changes (RFCs)

* Approved RFCs

» Changeto aservice or infrastructure
New, changed, or disposed assets or Cls

rendition) » Change schedule
» Current change schedule and projected service outage (PSO) o Revised PSO
e Current assets or configuration items  Authorized change plans
* As-planned configuration baseline + Change decisions and actions
o Test results, test report, and evaluation report. + Change documents and records

» Change Management reports

Key performance indicators for Change Management

The Key Performance Indicators (KPIs) in Table 11-9 are useful for evaluating your Change Management
processes. To visualize trend information, it is useful to graph KPI data periodically. In addition to the data
provided by Service Manager, you may need additional toolsto report on all of your KPI requirements.

Table11-9 Key Performance Indicatorsfor Change M anagement

Title

Description

% of unauthorized
changes

Percentage of unauthorized implemented changesin a given time period. A changein the
infrastructure without a registered change request is considered unauthorized.

% of incidents caused
by changes

Percentage of incidents caused by the implementation of a change in a given time period.

% of emergency
changes

Percentage of the total number of closed changes that were emergency changesin agiven time
period.

% of successful
changes

Percentage of the total number of closed changes successfully implemented in a given time period.

% of backed out
changes

Percentage of the total number of closed changes for which aremediation plan isactivated in agiven
time period.

% of rejected
changes

Percentage of the total number of closed changes rejected in a given time period.

Average time per
phase

Average amount of time spent on each of the distinct change phases in a given time period: Change
Review, Change Assessment and Planning, Change Approval, Coordinate Change | mplementation,
and Change Evaluation and Closure.

Change Management Overview

155



For completeness, the ITIL V3 and COBIT 4.1 KPIs are included below.

ITIL V3 Key Performance Indicators

Thefollowing are ITIL V3 KPIsfor Change Management:

*  Number of changesimplemented to services that met customer requirements (for example, quality/cost/
time as expressed as a percentage of all changes).

»  Benefitsof change expressed as the value of improvements made added to the value of negative impacts
prevented or terminated as compared with the costs of the change process.

*  Reduction in the number of disruptionsto services, defects, and rework caused by inaccurate
specification, and poor or incompl ete impact assessment.

*  Reduction in the number of unauthorized changes.
*  Reduction in the backlog of change requests.
*  Reduction in the number and percentage of unplanned changes and emergency fixes.

»  Change success rate (percentage of changes deemed successful at review, that is, the number of RFCs
approved).

*  Reduction in the number of changes in which remediation is required.
*  Reduction in the number of failed changes.

*  Average timeto implement based on urgency/priority/change type.

* Incidents attributable to changes.

»  Percentage accuracy in change estimate.

COBIT 4.1 Key Performance Indicators

The following are the COBIT 4.1 KPIsfor Change Management:

*  Number of disruptions or data errors caused by inaccurate specifications or incompl ete impact
assessment.

«  Amount of application rework caused by inadequate change specifications.

*  Reduced time and effort required to make changes.

*  Percent of total changes that are emergency fixes.

*  Percent of unsuccessful changesto the infrastructure due to inadequate change specifications.
*  Number of changes not formally tracked, reported, or authorized.

*  Number of backlogged change requests.

»  Percent of changes recorded and tracked with automated tools.

e Percent of changes that follow formal change control processes.

» Ratio of accepted to refused change requests.

*  Number of different versions of each business application or infrastructure being maintained.
*  Number and type of emergency changes to the infrastructure components.

*  Number and type of patchesto the infrastructure components.
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RACI matrix for Change Management

A Responsible, Accountable, Consulted, and Informed (RACI) diagram or RACI matrix is used to describe
the roles and responsibilities of various teams or people in delivering a project or operating a process. It is
especially useful in clarifying roles and responsibilities in cross-functional/departmental projects and
processes. The RACI matrix for Change Management is shown in Table 11-10.

Table 11-10 RACI matrix for Change M anagement
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12 Change Management Workflows

Change Management controls the process to request, manage, approve, and control changes that modify
your organization infrastructure. This managed infrastructure includes assets, such as network
environments, facilities, telephony, and resources. For user requests for products and services, refer to
Request Management.

Change Management automates the approval process and eliminates the need for memos, email, and phone
cals.

The Change Management process consists of the following processes, which are included in this chapter:
e Change Logging (process ST 2.1) on page 159

»  Change Review (process ST 2.2) on page 162

*  Change Assessment and Planning (process ST 2.3) on page 165

e Change Approval (process ST 2.4) on page 168

»  Coordinate Change Implementation (process ST 2.5) on page 171

*  Change Evaluation and Closure (process ST 2.6) on page 175

e Emergency Change Handling (process ST 2.7) on page 177

Change Logging (process ST 2.1)

Anindividua or organizational group that requires a change can initiate a Request for Change (RFC).
Change requests can be initiated as part of avariety of management processes, including User Interaction
Management, Incident Management, Problem Management, and Rel ease Management. Each RFC must be
registered in an identifiable way. HP Service Manager provides change templates that standardize and speed
up the Change L ogging process.

The following user roles can perform Change Logging:
e Service Desk Agent

e Problem Manager

e Change Coordinator

* Release Manager

Details for this process can be seen in the following figure and table.
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Figure12-1 Change L ogging wor kflow
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Table12-1

Change L ogging process

Process | Procedureor
ID Decision Description Role
ST 2.1.1 | Create new This procedure starts when the Service Desk Agent isworking on an | Service Desk Agent
change open-idle interaction in the category “Request for Change” and
escalatesit by creating a change request in the tool.
ST 2.1.2 | Assign changeto | Based on the RFC details (or on the comment listed in the rejection Service Desk Agent
group reason field) the Service Desk Agent assigns the change to the correct
support group.
ST 2.1.3 | Provide When a change has been created from an interaction on first intake, | Service Desk Agent
interaction the user receives an interaction number and is updated with the
number and actions performed by the Service Desk Agent. When the interaction
update user has been created by using self-service, the user is updated with the
interaction status and actions. The change is then sent to the Change
Review procedure (ST 2.2.1).
ST 2.1.4 | Review rgjection | The Change Coordinator has rejected the change request when Service Desk Agent
reason reviewing the content. The Service Desk Agent checks the rejection
reason and the actions defined.
ST 2.1.5 | Withdraw change | Based on the rejection reason, it may be decided that the change Service Desk Agent
reguest is not valid anymore and needs to be withdrawn (for example,
if itisnot feasible to deliver the requested information). If the change
iswithdrawn, the Change Review and closure process is started
(ST 2.6.2). If the change is not withdrawn, go to ST 2.1.6.
ST 2.1.6 | Information Isthe change request rejected because it did not contain all necessary | Service Desk Agent
incomplete? information? If yes, continue with ST 2.1.7. If no, go to ST 2.1.2.
ST 2.1.7 | Gather required | The Service Desk Agent contacts the change initiator and gathersand | Service Desk Agent
information records the required information.
ST 2.1.8 | Create new e TheProblem Manager escalates aknown error to achange request | Problem Manager/
change +  The Release Manager creates anew change request to implement | Release Manager/
anew release Change Coordinator
e The Change Coordinator creates a new change request based on
the direct request of an I'T specialist from operations or
development.
If known, the correct change model can immediately be selected. If
unknown, choose the “ Default Change” Change Model.
ST 219 | Assignchangeto | Based on the RFC details (or the comment listed in the rejection Problem Manager
group reason field) the Problem Manager/Rel ease Manager/Change Release Manager
Coordinator assigns the change to the correct support group. The Change Coordinator
change is then sent to the Change Review process (ST 2.2.1).
ST 2.1.10 | Review rejection | The Change Coordinator has rejected the change request when Problem Manager

reason

reviewing the content. The Problem Manager/Release Manager/
Change Coordinator checks the rejection reason and the actions
defined.

Release Manager
Change Coordinator

Change Management Workflows
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Table12-1 Change L ogging process (cont’d)
Process | Procedure or
ID Decision Description Role
ST 2.1.11 | Withdraw change | Based on the rejection reason, it may be decided that the change Problem Manager
request is not valid anymore and needs to be withdrawn (for example, | Release Manager
if it isnot feasible to deliver the requested information). If the change | Change Coordinator
iswithdrawn, the Change Review and closure process s started
(ST 2.6.2). If the change is not withdrawn, go to ST 2.1.12.
ST 2.1.12 | Information I's the change request rejected because it did not contain all necessary | Problem Manager/
incomplete? information? If yes, continue with ST 2.1.13 If not, goto ST 2.1.8. Release Manager/
Change Coordinator
ST 2.1.13 | Gather required | The Problem Manager/Rel ease Manager/Change Coordinator gathers | Problem Manager/
information and records the required information. Release Manager/

Change Coordinator

Change Review (process ST 2.2)

162

After achange request is logged, the Change Coordinator verifies that the request islogical, feasible,
necessary, and complete. If more information is needed, the Change Coordinator will request that the
initiator update the request. The Change Coordinator also checks to see if the change has already been
previously submitted and rejected. If arequested change does not meet the requirements, the Change
Coordinator rejects the change and communicates the reason for the rejection to the change initiator. The
Change Review process is performed by the Change Coordinator.

Details for this process can be seen in the following figure and table.
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Table 12-2

Change Review process

Process | Procedureor
ID Decision Description Role
ST 2.2.1 | Review the change The Change Coordinator selects a change from the new change Change
request queue and starts reviewing the change information. Coordinator
ST 2.2.2 | Information complete | The Change Coordinator verifies that the required information in the | Change
and assigned to correct | change is available and that the change has been assigned to the Coordinator
group? correct support group. If yes, continue with ST 2.2.7. If no, go to
ST 2.2.3.
ST 2.2.3 | Update change The Change Coordinator updates the change and states the reason that | Change
the change is returned to the request initiator. Coordinator
ST 2.2.4 | Change originated The Change Coordinator determinesif the change request was created | Change
from interaction? from an interaction or from a problem ticket. If it was created from an | Coordinator
interaction record, the rejected change request is sent back to the
Service Desk (ST 2.2.5). If it was created from a problem ticket, the
rejected change is sent back to the Problem Manager (ST 2.2.6).
ST 2.25 | Notify Service Desk The Change Coordinator notifies the Service Desk of thereasonthat | Change
the change is returned, including any required actions. Coordinator
ST 2.2.6 | Notify Problem The Change Coordinator notifies the Problem Manager/Release Change
Manager/Release M anager/Change Coordinator of the reason that the changeis Coordinator
Manager/Change returned, including any required actions.
Coordinator
ST 2.2.7 | Standard change? The Change Coordinator verifiesif thisis arequest, which should be | Change
handled by using the request fulfillment process, or if it should be Coordinator
verified as a change request that is feasible and necessary. If this
request can be handled using the request fulfillment process, continue
with ST 2.2.8. If not, go ST 2.2.9.
ST 2.2.8 | Reject change The Change Coordinator rejects the change and updates the record Change
with arejection reason. The change is then sent to the Change Coordinator
Evaluation and Closure process (ST 2.6.2).
ST 229 | Verify changeisvalid | The Change Coordinator verifies that the changeislogical, feasible, | Change
and necessary, and makes sure that it does not contradict company Coordinator
standards and policies and that it has not previously been initiated and
rejected.
ST 2.2.10 | Verification approved? | If the change passes the validity criteria, continue with ST 2.2.12. If | Change
not, goto ST 2.2.11. Coordinator
ST 2.2.11 | Reject change The Change Coordinator rejects the change and updates the record Change
with arejection reason. The change is then sent to the Change Coordinator
Evaluation and Closure process (ST 2.6.2).
ST 2.2.12 | Select change category | The change request has initially been created from a default category. | Change
The Change Coordinator now selects the appropriate change category. | Coordinator
ST 2.2.13 | Provide change details | The change is completed with other information that was not Change
automatically provided from the change category. Coordinator
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Change Assessment and Planning (process ST 2.3)

For al normal changes, the Change Coordinator assesses the need for a change based on answersto the
following questions:

Who is the requestor that initiated the need for the change?

What is the reason for the change?

What is the result required from the change?

What are the risks involved in the change?

What resources are required to deliver the change?

Who isresponsible for the build, test, and implementation of the change?
What is the relationship between this change and other changes?

Based on the answers to these questions, the change is categorized, prioritized, and planned, and then a
remediation plan is developed.

The Change Review process is performed by the Change Coordinator.

Change Management Workflows
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Figure12-3 Change Assessment and Planning wor kflow



Table 12-3

Change Assessment and Planning process

Process
ID

Procedure or Decision

Description

Role

ST231

Assess change impact
and determine risk
category

When conducting the impact and resource assessment for changes,
the Change Coordinator considers the following relevant items:

e Impact that the change will make on the customer’s business
operation

o Effect on the infrastructure and customer service

e Impact on other servicesthat run on the sameinfrastructure (or on
projects)

e Impact on non-IT infrastructures within the organization

e Effect of not implementing the change

e ThelT, business, and other resources required to implement the
change including the likely costs, the number and availability of
people required, the elapsed time, and any new infrastructure
elements required

e Thecurrent change schedule (CS) and projected service outage
(PSO)

e Additional ongoing resources required if the changeis
implemented

e Impact on the continuity plan, capacity plan, security plan,
regression test scripts, data and test environment, and Service
Operations practices.

If needed, the Change Coordinator can include business owners and
technical analysts' requirements and probability of risk. The
appropriate risk level can then be calculated or measured and
included in the process and decision of making the change. Based on
the impact and the probability of the change to occur, the risk
category is determined.

Change
Coordinator

ST 232

Evaluate change

The Change Coordinator contacts the Change Analysts (for example,
IT specialists, security officer, System Administrator) after the
change assessment. The Change Analysts evaluate the information
and indicate whether they support approval of the change.

Change
Coordinator

ST 233

Change Approval
supported?

Based on the change evaluation, the Change Coordinator determines
whether the change is supported for approval or not. If no, continue
with ST 2.3.4. If yes, continue with ST 2.3.6.

Change
Coordinator

ST 234

Impact and risk
categorization
unsatisfactory?

Has the change not been approved because the impact and risk
categorization is not satisfactory? If yes, go back to ST 2.3.1. If no,
continue with ST 2.3.5.

Change
Coordinator

ST 235

Reject change

The Change Coordinator rejects the change and updates the change
with arejection reason. The change is then sent for the Change
Evaluation and Closure process (ST 2.6.2).

Change
Coordinator

ST 2.3.6

Allocate priority

The Change Coordinator considers the impact and urgency of a
change to set the priority.

The priority establishes the order in which changes are processed.

Change
Coordinator

Change Management Workflows
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Table12-3

Change Assessment and Planning process (cont’d)

Process
ID

Procedure or Decision

Description

Role

ST 237

Functional changeto
service?

Does this change concern a functional change of the service? If yes,
Release and Deployment Management is needed for the clustering,
approval, build, and test. Go to the Release and Deployment
management process (ST4). If no, continue with ST 2.3.8.

Change
Coordinator

ST 2.3.8

Plan and schedule
change

The Change Coordinator carefully plans and schedules the change. A
detailed change plan is created, which indicates the activities that will
need to be performed to implement the change. The change plan can
be visualized in change tasks. If avery detailed plan is created, it
might be more appropriate to attach the plan to the change as an
attachment.

The Planned Change Start and End Date need to be filled in to
publish the change on the change calendar. Before scheduling the
change, the change calendar should be checked to verify that there are
no conflicting changes in the scheduled period. If possible, the
change should be scheduled in the maintenance window for the
impacted service(s), as agreed in the SLA.

Change
Coordinator

ST 239

Develop remediation
plan

The Change Coordinator devel ops aremediation plan that contains an

alternate remediation scenario that describes how to undo the change.

Change
Coordinator

Change Approval (process ST 2.4)

168

Every change requires aformal authorization from achange authority, which may be arole, person, or group
of people. The levels of authorization for a particular type of change are judged by the type, size, or risk of

the change.

Details for this process can be seen in the following figure and table.
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Figure 12-4 Change Approval workflow



Table 12-4 Change Approval process

Process | Procedureor

ID Decision Description Role

ST 24.1 | Review change The Change Manager verifies that the changeislogical, feasible, and | Change
necessary. The Change Manager also makes sure that the change does | Manager
not conflict with company standards and policies, and checksto seeif
the proposed change has been proposed and rejected in the past. This
verification step istypically also performed by the Change
Coordinator at an earlier step in the process. However, for segregation
of duties reasons, be sure that changes are validated again by the
Change Manager.

ST 24.2 | Changevalid? If yes, goto ST 2.4.4. If no, goto ST 2.4.3. Change

Manager

ST 24.3 | Reject change If the changeisinvalid, the changeisrejected by the Change Manager | Change
and isinput for the Change Evaluation and Closure process. Manager

ST 24.4 | Impact and risk If yes (that is, assessment of change impact and analysis and Change
analysis satisfactory? | determination of risk category is satisfactory), goto ST 2.4.6. If no, | Manager

goto ST 2.4.5.

ST 245 | Update change Update the change with the remarks about the impact and risk Change
analysis, and then request that the Change Coordinator update the Manager
change.

ST 24.6 | Planning and If yes, goto ST 2.4.8. If no, goto ST 2.4.7. Change
scheduling Manager
satisfactory?

ST 2.4.7 | Update change Update the change with the remarks about the planning and Change
scheduling, and then request that the Change Coordinator update the | Manager
change.

ST 2.4.8 | Address change The Change Manager determines the level of authorization based on | Change

authority thetype, size, or risk of the change. The Change Manager then selects | Manager
the approvers required for each change. At minimum, the Group
Manager of the affected Service and the Cl Group Manager of the
affected CI(s) should approve the change.

ST 2.4.9 | Schedule CAB The Change Manager determines whether a CAB meeting should be | Change
meeting if appropriate | scheduled to discussthe change approval, or if instead the change can | Manager

be authorized via email or the Change Management registration
system.

ST 2.4.10 | Authorize change The Change Approver selects the change that he or she must approve, | Change
checks the change content, and then either approves or denies the Approver
change. If the Change Approver has questionsto ask prior to granting
approval, the Change Approver directs questions to the Change
Coordinator. If the changeis denied, the Change Approver must fill in
adenial reason.

ST 2.4.11 | Approved by all When all approvers have authorized the change, the Change Manager | Change

approvers? verifiesthat the change has been approved by all. If yes, continuewith | Manager
ST 2.4.12. 1f no, go to ST 2.4.13.
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Table 12-4 Change Approval process (cont’d)
Process | Procedureor
ID Decision Description Role
ST 2.4.12 | Update change The Change Manager updates the change with the approval Change
information and passes the change to the Change Coordinator for Manager
implementation.
ST 2.4.13 | Review denial reason | Review the reasons that a Change Approver has denied authorization | Change
for the change. Manager
ST 2.4.14 | Denia because of an If yes, goto ST 2.4.4. If no, goto ST 2.4.15. Change
impact, risk, planning, Manager
or scheduling issue?
ST 2.4.15 | Reject change The Change Manager rejects the change based on approval results. Change
The Change Manager fillsin arejection reason and the changeis sent | Manager

to the Change Evaluation and Closure process.

Coordinate Change Implementation (process ST 2.5)

Authorized change requests should be passed to the relevant technical groups for building, testing, and

implementing the change. The Change Coordinator schedules tasks for the build, test, and implementation
phases and assigns those tasks to the responsible Change Analysts. Change Management is responsible for
ensuring that changes are implemented as scheduled. The actual implementation of authorized changesis

performed by Change Analystsin the specialist groups.

Details for this process can be seen in the following figure and table.

Change Management Workflows
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Table 12-5 Coordinate Change | mplementation process

Process Procedure or

ID Decision Description Role

ST 25.1 | Schedule The Change Coordinator schedules managing the change, according | Change
implementation to the plan created previously. Coordinator

ST 25.2 Definitive Media Does this particular change require a change in the Definitive Media | Change
Library change Library (for example, changes related to software development or a | Coordinator
needed? new type of hardware)?

If no, continuewith ST 2.5.3. If yes, continue to the Definitive Media
Library to make the change, and then forward the change to the
release and deployment process where the following activitieswill be
executed:

* Plantherelease

e Update the Definitive Media Library

» Communicate with stakeholders

e Buildrelease

* Testrelease

e Document release

After release and deployment management has finished the release
package, the change is returned to the Change Management process.

ST 25.3 | Create and monitor The Change Coordinator creates the change tasks for building, Change
tasks for build, test, testing, and implementing the change. All tasks are scheduled and Coordinator
and implementation assigned to the scheduled Change Analyst. Then the Change

Coordinator monitors the progress of the change tasks and the
change.

ST 25.4 | Vaidate task The Change Analyst verifies that the change task has been correctly | Change
assigned and that the information is complete to execute the change | Analyst
task.

ST 255 | Assignment incorrect | If the assignment isincorrect or information incomplete, go to Change
or information ST 2.5.6. If not, goto ST 2.5.7. Analyst
incomplete?

ST 256 | Reject task The change task is rejected and returned to the Change Coordinator. | Change

Analyst

ST 25.7 | Build and document The Change Analyst builds or configures the change, as scheduled. It | Change

change isimportant that all changesin the infrastructure are well Analyst
documented. When finished building the change, the Change Analyst
sends the change for testing.

ST 25.8 | Test and document All hardware changes, software changes, and new releases must be | Change
change tested before implementing them in production. Test plansmust be | Analyst

available to support the test activities, and the test results must be
documented.

ST 259 | Passed test? The Change Coordinator verifies that the change has passed thetest | Change
criteria. If yes, the change is authorized to be implemented in the Coordinator

production environment, go to ST 2.5.10. If not, goto ST 2.5.7.

Change Management Workflows
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Table 12-5

Coordinate Change I mplementation process (cont’d)

Process Procedure or
ID Decision Description Role
ST 2.5.10 | Implement change The Change Analyst implements the change in the production Change
environment, according to the change implementation schedule. Analyst
ST 2.5.11 | Perform production Immediately after implementing the change in the production Change
test environment, perform verification tests to determineif the change Analyst
implementation was successful.
ST 2.5.12 | Implementation The Change Coordinator verifies whether or not the change has been | Change
successful ? successfully implemented in the production environment. Coordinator
If the change has not been successfully implemented in the
production environment, go to step 2.5.13 to activate the remediation
plan. An example of an unsuccessful change implementation isif a
change causes a severe disruption of the changed service or services.
If the change is successfully implemented in the production
environment, the change is passed to the Change Evaluation and
Closure process ST 2.6.1. The change is also passed to the
Configuration Management Planning process ST 3.1.3 to update the
Configuration Management System (CMS). A change cannot be
closed until all changes on the involved Cls have been registered in
the Configuration Management System (CMS).
ST 2.5.13 | Activateremediation | After or during the change implementation failure, the Change Change
plan Coordinator activates the remediation plan to return the system to the | Coordinator
prechange state.
ST 2.5.14 | Execute falback The Change Analyst is the expert who executes the fallback scenario | Change
scenario and rolls back the change. Analyst
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Change Evaluation and Closure (process ST 2.6)

After achange is completed, the results must be reported for evaluation to those responsible for managing
changes, and then presented for stakeholder agreement. This process includes the closing of related user
interactions, incidents, and known errors.

A change evaluation (for example, a post-implementation review, or PIR) is performed to confirm that:
» the change meetsits objectives

» thechangeinitiator and stakehol ders are satisfied with the results

*  unanticipated effects have been avoided.

» Lessonslearned areincorporated into future changes.

The Change Review processis performed by the Change Coordinator and the Change Manager.

Details for this process can be seen in the following figure and table.

Figure12-6 Change Evaluation and Closure wor kflow
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Table 12-6

Change Evaluation and Closur e process

Process Procedure or

ID Decision Description Role

ST 2.6.1 | Evaluate change After implementation of the change, the Change Coordinator verifies | Change
handling that the change was handled correctly and that the administration of | Coordinator

the change is complete. The Change Coordinator also reviews change
handling to verify that all related tickets are still correct.

ST 2.6.2 | Close change The Change Coordinator updates the change request and closes the Change
change. The change request is now closed and all change initiators Coordinator
receive a notification that the related change is successfully
implemented.

ST 2.6.3 | Generate periodic The Change Coordinator generates an overview of all changes that Change
overview of closed have been closed since the last review. Coordinator
changes

ST 2.6.4 | Determine which The Change Manager then narrows the overview to alist of changes | Change
changesto review that require reviewing. Manager

ST 2.6.5 | Post Implementation | Change Manager must review certain changes after a predefined Change
Review (PIR) period. This process involves CAB members and is part of the CAB | Manager

agenda. The purpose of the review is to establish the following:

» Change has had the desired effect and met its objectives.

» Users, customers, and other stakeholders are satisfied with the
results, and any shortcomings are identified.

» There are no unanticipated or undesirable side effects to
functionality, service levels, or warranties (for example,
availability, capacity, security, performance, and costs).

* Resources used to implement the change were as planned.

» Release and deployment plan worked correctly (recorded
information includes comments from the implementers).

» Change was implemented on time and to cost.

* Remediation plan functioned correctly, if required.

ST 2.6.6 | Determineand execute | Based on the outcome of the Post Implementation Review, the Change | Change
follow-up action Manager defines an action list and starts the execution of defined Manager

actions.
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Emergency Change Handling (process ST 2.7)

Emergency changes can only be initiated from within the Incident Management process. They should be
used only to repair an I T service error that is negatively impacting the business at ahigh level of severity.
Changes that are intended to make an immediately required business improvement are handled as normal
changes, athough they may be assigned a high priority based on the urgency of the required business
improvement.

The emergency change process follows the normal change process, except for the following:

* Approva isgiven by the Emergency Change Approval Board (E-CAB) rather than waiting for aregular
CAB mesting.

»  Testing may be reduced, or in extreme cases eliminated, if doing so is considered necessary to deliver
the change immediately.

» Updating of the change request and configuration data may be deferred, typically until normal working
hours.

If the E-CAB decides that an emergency change can be handled as a normal change, the emergency change
is recategorized and implemented by using the normal change process.

The following user roles are involved in Emergency Change Handling:
e Change Manager

e Change Analyst

- E-CAB

*  Release Packaging and Build Manager

Details for this process can be seen in the following figure and table.
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Table 12-7

Emer gency Change Handling process

Process Procedure or
ID Decision Description Role
ST 271 | Discussand The Change Manager discusses the requirements for the Change Manager
determine change | emergency change in cooperation with the Incident Manager.
requirements
ST 27.2 Determinechange | The change impact and risk category is determined the sasmeway | Change Manager
impact and risk asanormal change request, except that it is designated as high
category priority.
ST 2.7.3 | Organize The Change Manager calls the Emergency CAB (E-CAB) to Change Manager
emergency CAB | authorize the change. The E-CAB consists of members authorized
meeting to make decisions about high impact emergency changes.
ST 2.7.4 | Authorize change | The E-CAB members authorize the change. E-CAB
ST 275 | Approved by Has the emergency change been approved by the E-CAB Change Manager
E-CAB? members? If yes, continue with ST 2.7.8. If no, goto ST 2.7.6.
ST 2.7.6 | Additional The Change Manager notes whether E-CAB denies a proposed Change Manager
requirementsset | emergency change due to extra requirements for the Change
by E-CAB? Management process. If there are extra requirements, go to
ST 2.7.1.1f no, goto ST 2.7.7.
ST 2.7.7 | Reject change The Change Manager rejects the emergency change and sendsit | Change Coordinator
back to the Incident Manager.
ST 278 Handle as Has the E-CAB decided to handle this change as an emergency Change Manager
emergency change? If yes, goto ST 2.7.10. If no, goto ST 2.7.9.
change?
ST 2.79 | Recategorizeand | The Change Manager recategorizesthe change asanormal change | Change Manager
update change and updates the change with all relevant information. Because the
change has aready been approved by the E-CAB, the Coordinate
Change I mplementation phase can begin. The assigned Change
Coordinator is notified.
ST 2.7.10 | Definitive Media | Does this emergency change require a change in the Definitive Change Manager
Library change Media Library (DML)?If yes, go to ST 2.7.12. If no, continue
needed? with step ST 2.7.11.
ST 2.7.11 | Implement change | The Change Analyst implements the change in the production Change Analyst
environment with the highest priority.
ST 2.7.12 | Buildreleasein The Change Analyst builds a new release with the highest priority. | Change Analyst
development When the Change Analyst is finished, the new releaseis sent to the
environment Release Packaging and Build Manager.
ST 2.7.13 | Transfer releaseto | The Release Packaging and Build Manager transfer the new Release Packaging
test environment | release to the test environment and update the (CMS) or the and
Definitive Media Library. For compliance reasons, thisrole should | Build Manager
not be performed by the Change Analyst who performs the build.
ST 2.7.14 | Test release The Change Analyst tests the new release within the set time Change Analyst

frame.
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Table12-7

Emer gency Change Handling process (cont’ d)

Process Procedure or
ID Decision Description Role
ST 2.7.15 | Test successful? | The Change Analyst accepts the new release and determinesif it | Change Analyst
can be released for transfer to the production environment. If yes,
go to ST 2.7.16. The Change Analyst notifies the Release
Packaging Manager and Build Manager to transfer the release to
the production environment. If no, go back to ST 2.7.12.
ST 2.7.16 | Transfer releaseto | The Release Packaging and Build Manager transfers the new Release Packaging
production release to the production environment and updates the status of the | and
environment new release in the Definitive Media Library. Build Manager
ST 2.7.17 | Perform test After implementing the emergency change in production, the Change Analyst
Change Analyst performs a quick test to verify that the error has
been resolved and has not triggered any other errors.
ST 2.7.18 | Change The Change Analyst determinesif the change was successful or Change Analyst
successful? not. If yes, continue with ST 2.7.21. If no, go to ST 2.7.19 to start
the rollback process.
ST 2.7.19 | Rall back change | The Change Manager decides to start the rollback procedure.The | Change Analyst
Change Analyst followsthe rollback plan to restore the production
environment to its prechange state.
ST 2.7.20 | Inform Incident The Change Manager informs the Incident Manager about the Change Manager
Manager unsuccessful change implementation and returns the emergency
change to the Incident Escalation process.
ST 2.7.21 | Inform Incident The Change Analyst informsthe Incident Manager and the Change | Change Analyst
Manager and Manager about the successfully implemented emergency change.
Change Manager, | If the Incident Manager agrees, the related incident ticket is closed.
and then close the
incident ticket
ST 2.7.22 | Handle The Change Manager updates the emergency change request with | Change Manager
emergency change | all relevant information and closes the change phases where
request appropriate and assigns the change tasks to update the Definitive
MediaLibrary/CMS or to have the change activities registered.
Then the emergency change is passed to the Change Evaluation
and Closure process. Typically this comes after the change
implementation.
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13 Change Management Details

HP Service Manager uses the Change Management application to enable the Change Management process.
The main function of Change Management is to standardize the methods and processes a business
organization uses to plan and implement changes. Change Management records all changesto service assets
and configuration items in the Configuration Management System (CMS).

In Change Management, the Change Manager sends the change requests to the correct approvers and
coordinates Emergency Change Handling, the Change Approver and approves or denys the change request,
the Change Coordinator plans the implementation of the change and verifies that the change has been
completed satisfactorily, and the Change Analyst implements the change.

This section describes selected Change Management fields in the out-of-box Service Manager system.
Topicsin this section include:
*  Change Management form after escalation from a known error on page 182

e Change Management form details on page 183
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Change Management form after escalation from a known error

The following picture shows a new change request escalated from a known error record in Problem
Management. As with any new change, you must provide the required fields before you can saveit. See
Change Management form details on page 183 for alist and description of the fields on this form.

¥ OK # Cancel save O Find =7 Fil [ Apnly Template

Change ID: |C10023 |
Phase: |Change Logging |
Status: [inita |

Approval Status: pending

Initiated by: rﬂm
Full Mame: |Problem.Coordinator |
Telephone: | |
Email:

coordinator.problem @advantage. coi

Hardware
Change Coardinator: Change. Coordinator
Affected CI

ASSIH]

Assignment Group:

Service: [MyDeviceg
Affected CI: adv-nam-printer-mar-3000

Location: |
Title:

I'Upgrade the internal memory for all CI's of model 6720b from 512ME to 2I|

Description

Il laptop models 6720b are running out of memory when multiple
kevere applications are running.

T A =0

& Change Detail & History | & AssodatedCls | &

& Activities

Category: Default

[ ]Emergency Changs

|:| Release Management
Impact: |'1 - Enterprise | w |
Urgency: |'2 - High | w |
Priority: |3 - Average |
Risk Assesment: | | - |
Requested End Date: |'|:|3f3 1/09 00:00:00 | w |
Alert Stage: |
Planned Start: | | - |
Planned End: | | - |
Scheduled Downtime Start: | | w |
Scheduled Downtime End: | | w |

[ ] configuration Item{s) Down

Ext. Project Ref.: | |

Figure13-1 Change Management form after escalation from a known error
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Change Management form details

The following table identifies and describes some of the features on the Change Management forms.

Table13-1 Change Management field descriptions

L abel Description

Change ID Thisis asystem-generated field assigned when the change is opened.

Phase Thisis a system-generated field that specifies the name of the current phase of the change.
See Change Management phases on page 148 for alist of the phases associated with the
various categories.

Status Thisis a system-generated field that specifies the status of the change with the phase.

These statuses are availabl e out-of-box:

e Initia - the change request is open

e Waiting - the previous change phase has been closed and the next phase is waiting to be
opened

« Reopened - the change was previously closed and then reopened

¢ Closed - the change request has been closed

Approval Status

Thisisasystem-generated field that defines the global approval statusfor the change, not for
asingle approval. The system setsthis field depending on current approvals and the approval
type defined for the module.

These approval statuses are available out-of-box:

* Pending

* Approved

* Denied
Initiator The name of the user requesting the change.
Initiated by Thisisarequired field.
Initiator Thisis a system-generated field that the system popul ates based on the contents of the
Full Name Initiated by field.
Initiator Thisis asystem-generated field that the system populates based on the contents of the
Telephone Initiated by field.
Initiator Thisis asystem-generated field that the system popul ates based on the contents of the
Email Initiated by field.

Change Management Details
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Table13-1 Change Management field descriptions (cont’d)

L abel Description
Assignment The group assigned to work on the change. For a description of thisfield see the Assignment
Assignment Group Group field description in (Incident Management form details on page 86) as thisfield

functions similarly. The out-of-box data consists of default assignment groups for use as
examples of types of assignment groups.

Tip: You may want to change the sample assignment groups to meet your own needs.
These assignment groups are available out-of-box:

e Application

e Email / Webmail

e Field Support

e Hardware
e Intranet / Internet Support
e Network

e Office Supplies

e Office Support

e Operating System Support
e SAP Support

e Service Desk

e Service Manager
Thisisarequired field.

Assignment The name of the person responsible for coordinating the implementation of the change. Each
Change Coordinator Change Coordinator may belong to several assignment groups. Each group can have just one
Change Coordinator.

Thisisarequired field.

Affected CI Specifies the service affected by the change. Thisis a system-generated field and is
Service prepopul ated when a change request is created from an interaction.
Thisisarequired field.
Affected CI Thelist of Configuration Items (Cls) affected by the change. The system pre-populates this
Affected CI field when a change request is created from an incident or known error. Users can add
additional Cls.
Location Specifies the location for the change. The system pre-populates this field the change is

created by escalating an interaction.

Title Provides a short description of the change.
Thisisarequired field.

Description Provides a more detailed description of the change.
Thisisarequired field.

Change Detail > Thisis asystem-generated field that classifies the type of change. The Default and
Category Unplanned Change categories are used for changes opened in the background; they are

available to Change Managers and System Administrators, but not to regular users.
The out-of-box categories are described in Change Management categories on page 147.
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Table13-1 Change Management field descriptions (cont’d)

L abel

Description

Change Detail >
Emergency Change

When checked, the system handles the change according to the emergency change process.
The system adds the ECAB approval group requirement and this allows the change to skip
some approvals and phases to make the change happen sooner. An emergency change skips
the Change Review and Change Assessment and Planning phases after the phase Change
Logging closes. Emergency changes go directly to the phase Prepare for Change Approval.
The system a so adds the Emergency Group Approval to the Change Approval phase and
creates an activity record that shows “ This changeislogged as an Emergency Change” inthe
Activities > Historic Activities tab.

If achange later becomes an emergency, the activity records notes that “ This change has
become an Emergency Change.” There are also notifications to the Change Manager every
time there is an activity (open, update or closure of an emergency change)

Note: An Emergency Change is not the same as an Unplanned Change.

Change Detail > When checked, the system manages this change with the Release Management module.
Release Management
Change Detail > Thisfield is prepopulated with datafrom an incident when a change is created from and
Impact incident. It specifies the impact the problem has on the business. The impact and the urgency
are used to calculate the priority.
These impacts are available out-of-box:
* 1-Enterprise
e 2- Site/Dept
e 3-Multiple Users
e 4-User
The out-of-box datais the same as Interaction Management, Problem Management, and
Incident Management.
Thisisarequired field.
Change Detail > The urgency indicates how pressing the change is for the organization. The urgency and the
Urgency impact are used to calculate the priority. Thisfield functions similarly to the same field for
interaction, incident, and problem tickets. For additional information, see User Interaction
Management form details on page 44.
Thisisarequired field.
Change Detail > Thisis asystem-generated field using the urgency and impact of the change. Thisfield
Priority functions similarly to the same field for interaction, incident, and problem tickets. For

additional information, see User Interaction Management form details on page 44.

Change Management Details
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Table13-1 Change Management field descriptions (cont’d)

Label

Description

Change Detail >
Risk Assessment

Specifies a code that indicates the risk incurred with the implementation of the change. This
field becomes required in the Change Assessment and Planning phase.

These risk assessments are availabl e out-of-box:

e 0-NoRisk

e 1-LowRisk

e 2-SomeRisk

e 3- Moderate Risk

e 4-HighRisk

¢ 5-Very High Risk

After auser selects thisfield, the change may require additional approvals based on the risk.
The approval isbased on the risk number in the assessment approval record

Change Detail > The system pre-populates thisfield if the change request is created from an interaction

Requested End Date escalation. Thisisthe date the change initiator requests the implementation of the change.
Thisisarequired field if not prepopul ated.

Change Detail > Thisis asystem-generated field that lists the current Alert Stage of this request. Change

Alert Stage Management updates this field automatically when processing alerts against this change. Do
not update it manually. The alerts are processed against a change by using the Phase
definition. Thisfield is not active in an out-of-box system and must be manually enabled.

Change Detail > This field specifies the date and time that the work to implement the change should start.

Planned Start This field becomes required in the Change Assessment and Planning phase.

Change Detail > Thisfield specifies the date and time that the work to implement the change should end. This

Planned End field becomes required in the Change Assessment and Planning phase.

Change Detail > The date and time when the change is scheduled to begin. Scheduled downtime only needsto

Scheduled Downtime Start

be filled when the service is down, while implementing the change.

Change Detail > The date and time when the change is scheduled to end. Scheduled downtime only needs to
Scheduled Downtime End be filled when the service is down, while implementing the change.
Change Detail > If selected (set to true), indicates that the Configuration Items (Cls) are currently not

Configuration Item(s) Down

operational and the downtime is scheduled. The fields Scheduled Downtime Start and
Scheduled Downtime End are used along with the field Configuration Item(s) Down to
indicate the scheduled time to bring the CI down. These fields are never required and should
only be populated if you plan to bring down the Cls as part of the change. The interval
selected appliesto all the Cls of the change and cannot be specified by individual Cl. When
the change is closed, you may get the form confirming the outage times, and when you
actually close the change, the Cls will be set as Up in Configuration Management.

Ex. Project Ref. Thisfield references an external project number.

Associated Cl > Thisfield provides the same data as the Affected ClI field.

Associated Cl

Associated Cl > Displays the field name for the affected CI.

Field name

Associated Cl > The datain this section is used by the UCMDB integration whenever there are past changes

Completed/Cancelled
CMDB Modifications

to the values registered for the Cl.
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Table13-1 Change Management field descriptions (cont’d)

L abel Description
Affected Services > This notebook tab provides alist of affected services. When a configuration item for an
Affected Services incident is added or updated, a schedule record is created that runs aroutine to update the list
of affected services.
Approvals > This notebook tab provides an overview of the current approvals related to any changes for
Current Approvals > the Cl aswell asimportant information such as approval status, approvers Thisincludesalist
of groups or operators who must acknowledge or accept the risk, cost, and so on associated
with the implementation of a Change request or task. Approvals give controlling authorities
the ability to stop work and to control when certain work activities can proceed.
The data displayed includes the following information:
e Approval Type
e Approval Status
e #Approved
e #Denied
e #Pending
Approvals > This notebook tab provides an overview of past approvalsrelated to the changesfor the Cl as

Approval Log >

well asimportant information such as approval status and approvers.
The data displayed includes the following information:

e Action

e Approver/Operator

. By

e Date/Time

e Phase
Approvals > The name(s) of the groups or operator 1Ds that should review the change for the Cl after it
Pending Reviews > has been approved.
Reviewers
Plan > Thistab provides space to give an assessment of the change, often generated by the Change
Plan Analyst, that the Change Coordinator uses to assess the impact of the change to services.
Task > Whenever a change isin a phase where the user can generate tasks, Service Manager alows

user aquick view of some of the most important fields in the task from the Task tab.
The data displayed includes the following information:

e Task No

e Status

e Approva Status
e Assigned To

e Description

e Category

Backout Method

Provides a detailed method for backing out the changeif thereis a problem implementing the
change. Thisisarequired entry for an changes in the Unplanned Change category. It isaso
required in the Discovery Back Out phase and for the Rel ease Management category in order
to close the Release plan and design phase.

Change Management Details
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14 Contiguration Management Overview

The HP Service Manager Configuration Management application, referred to as Configuration Management
throughout this chapter, supports the Configuration Management process. It enables you to define and
control the components of services and infrastructure, and to maintain accurate configuration information
about the historical, planned, and current state of services and infrastructure.

Configuration Management ensures that you identify, baseline, and maintain selected components of a
complete I T service, system, or product as Configuration Items and that you control changes to them by
requiring formal approvals. Configuration Management also ensures that you control releases into your
business environments.

This section describes how Configuration Management implements the best practice guidelines for the
Configuration Management processes.

Topicsin this section include:

e Configuration Management application on page 190

*  Configuration Management within the ITIL framework on page 190

»  Configuration Management process overview on page 194

e Input and output for Configuration Management on page 197

»  Key performance indicators for Configuration Management on page 198

e RACI matrix for Configuration Management on page 199
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Configuration Management within the ITIL framework

Configuration Management is addressed in ITIL's Service Transition publication. The document describes
Configuration Management as the process responsible for managing services and assets to support the other
Service Management processes.

Configuration Management is planned and implemented in conjunction with Change Management and
Release Management to ensure that the service provider can manage its I T assets and configurations
effectively. Configuration Management enables enterprisesto efficiently identify, control, maintain, and
verify the versions of Clsthat exist in their infrastructure. Planning is an important part of Configuration
Management, because planning ahead enables you to understand the impact that an incident or change could
have on your infrastructure.

Responsibility for implementing controls can be delegated, but accountability remains with the responsible
manager. Those authorizing the change should provide the manager with information on the cost, risks, and
impact of a proposed change and alist of resources required for its implementation.

Configuration Management defines and controls the components of services and infrastructure and
maintains accurate configuration information about the historical, planned, and current state of services and
infrastructure.

Effective Configuration Management provides the following benefits:
»  Accommodates changes to and reuse of standards and best practices.

»  Significantly reduces incident resolution time by using a central repository for critical infrastructure
data that can be accessed by other applications.

* Includes configuration grouping and business relationships.
»  Enablesyou to meet business and customer control objectives and requirements.

»  Provides accurate configuration information to enable people to make decisions at the right time. For
exampl e, to authorize changes and releases or to resolve incidents and problems faster.

e Minimizesthe number of quality and compliance issues caused by improper configuration of services
and assets.

»  Optimizesthe use of service assets, IT configurations, capabilities, and resources.

Configuration Management application

The Configuration Management application identifies, defines, and tracks an organization’s Cls by creating
and managing records for those items. Other Service Manager applications can then access these records
from a central repository. For example, when you create an incident ticket, you can access the hardware
component details from Configuration Management and populate the new incident with that information.
Access to Configuration Management significantly reduces the time spent to resolve the incident, as well as
aerts you to other potential incidents due to component relationships and dependencies defined in the
database.

Configuration Management assures you that releases into controlled environments and operational use are
performed on the basis of formal approvals. Configuration Management also provides a configuration model
of services, assets, and infrastructure by recording rel ationshi ps between service assets and configuration
items.
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All Cls are defined in the device file, the foundation of Configuration Management. Each CI record can
include contact, location, vendor, and outage history. Other Service Manager applications, such as Incident
Management and Change Management, access Configuration Management to populate fields on forms
through the use of link records.

Configuration Management enables you to do the following:

* ldentify, control, record, report, audit, and verify service assets and Cls, including versions, baselines,
constituent components, and their attributes and rel ationships.

»  Account for, manage, and protect the integrity of service assets and Cls throughout the service lifecycle
by ensuring that only authorized components are used and only authorized changes are made.

As new and updated services and systems are released and distributed, accurate configuration information
must be available to support the planning and control of changes. Service Manager’s out-of-box
Configuration Management workflow tracksthe IT assets and configurations that make up the
infrastructure. These assets can be hardware, software, and associated documentation. The

inter-rel ationshi ps between these components are also monitored. Effective results integrate the service
provider's configuration information processes and those of its customers and suppliers. All magjor assets and
configurations must be accounted for and have a responsible manager who ensures that protection and
control is maintained.

User profiles determine the accesslevel within Configuration Management. Depending on your access level,
you can do the following:

* Add, edit, and save CI records.

»  Manage Clsusing predefined views to find Cls quickly.
*  View and modify software installation information.

*  View the maintenance schedule for aCl.

e View and modify SLA information.

* Add Clsto acontract and manage existing contracts.

HP Universal Configuration Management Database

An integration between HP Universal CMDB (UCMDB) and HP Service Manager enables you to share
information about the actual state of a configuration item (Cl) between your UCMDB system and

Service Manager. Any organization that wants to implement the best practices Configuration Management
and Change Management I TIL processes can use thisintegration to verify that Cls actually have the attribute
values the organization has agreed to support.

) A UCMDB isoptional. Service Manager 7.10 Change Management and Configuration Management will
work without it.

Service Manager allows you to programmatically define what actions you want to take whenever aCl’s
actual state does not match the expected state as defined in the Cl record. For example, you can use this
integration to automate the creation of Service Manager change or incident tickets to update or rollback Cls
that have unexpected attribute values.
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The integration offers severa different ways for usersto view Cl actual state information:

* By default, the integration automatically updates the managed fields of Service Manager Cl records as
part of the regular UCMDB synchronization schedule. You can choose the option to configure the
integration to automatically create change or incident tickets instead.

* You can view the current actual state of a Cl by looking at the Actual State tab in the Service Manager
Cl record. For more information see Baselines on page 192, Managed state on page 193 and Actual
state on page 193.

* You can usethe Service Manager View in UCMDB optionto log in to the UCMDB system and view the
current Cl attributes from UCMDB. A Service Manager user must have avalid UCMDB user name and
password to log in to the UCMDB system.

You can specify CI relationships directly in Service Manager or define them in UCMDB and push them to
Service Manager like any other asset, by using web services. You can also create UCMDB CI relationships
from Service Manager Cls.

Baselines

Baselines are an optional feature of Configuration Management that allow you to define a set of attributes
that all instances of a configuration item (Cl) should have. A baseline is atemplate Cl that definesthe
expected or authorized attributes of a Cl. Typically, a baseline only describes the attributes that you expect
Clsto sharein common and does not include attributes that you expect to vary. For example, a baseline
describing PCs might require that all PC Cls be assigned the same model number and operating system
version but not the same owner or serial number. In this example, the model humber and the operating
system would be authorized attributes of the baseline, while the owner and the serial number would be
individually-managed attributes.

) Baseline records replace baseline configuration item groups from previous versions of Service Manager.
The upgrade process converts existing baseline configuration item groups to query groups.

Baseline records are separate from the Cl records they manage. You must first create a baseline record
before you can associate it with one or more Cls. All baseline records must have a name, alist of authorized
attributes, and a state. Baseline records can optionally have a version number, which administrators can
configure from the Configuration Management environment record. A baseline record’s status determines
whether you can add or edit attributes, and whether you can associate Clsto the baseline. After you
authorize a baseline record, its attributes are locked and you can only associate or remove Cls from the
baseline.

It isup to a Configuration Management manager to determine whether a Cl that is out of compliance with its
baseline is acceptable or requires a change. Keep in mind that both the CI record and the baseline record
describe the expected or managed state of a Cl. A baseline record is intended to describe the expected state
across many similar items. A CI record describes the expected state of an individual item.

There may be cases where it is acceptable for an individua Cl to have a different managed state than other
Clsin the same baseline. For example, you might have a baseline requiring that al application servers have
8 GB of RAM. However, you may aso want one of your application servers, the Web server, to have 16 GB
of RAM. You may want to authorize this exception to the baseline rather than creating a new baseline record
to describe just one Cl.

Baselines only check for compliance against the managed state of the Cl. The actual state of the Cl is
irrelevant to a baseline compliance check. Continuing the example above, the Web server CI record might
list 16 GB of RAM asthe managed state. This makes it out of compliance with the baseline that requires all
application serversto have 8 GB of RAM. If adiscovery process later reveals that the Web server actually
only has 12 GB of RAM, this might cause Service Manager to open an unplanned change, but it will not
cause a new violation of the baseline. Only differences between the Cl’s managed state (16 GB of RAM)
and the baseline (8 GB of RAM) matter.
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Baseline notebook tab

Each CI record has a baseline notebook tab that lists details about the baseline, if any, that is currently
managing the Cl. The baseline notebook tab lists the name of the managing baselineg, its version, and alist of
the attribute names and attribute val ues the baseline expects. If the Cl has a value other than the baseline
value, Service Manager displays awarning message that the Configuration Item is out of compliance with
Baseline.

Managed state

In Service Manager, the managed state isthe subset of Cl attributes that have been defined as critical enough
to be closely managed by aformal change process and have been approved by that process. You may add
managed state information for a Cl in several ways:

* Automatically add CI attributes from an integration to HP Universal CMDB
* Automatically add CI attributes from an integration to Connect-1t and HP Universal CMDB
e Manually add CI attributes

After you add the managed state information to a Cl, any changes to the CI attributes must go through a
Change Management process.

Service Manager owns the managed state of a Cl and acts as the definitive source of what the Cl attributes
should be. The actual state of the Cl may differ from the managed state and may trigger actionsin

Service Manager such as an out of compliance with baseline warning message or the opening of an
unplanned change.

Managed State notebook tab

The Managed State notebook tab uses sub-tabs to display data about each CI. There are three sub-tabs for
this purpose, The Network sub-tab and the Additional sub-tab are used for all Cl types. The third sub-tab
depends upon the CI and CI type selected. For example, the Adobe Reader is an application Cl type and
therefore includes the Application sub-tab on the Managed State tab.

Actual state

The actual state of a Cl isthe current list of Cl attributes. By default, Service Manager only stores and
displays the expected or managed state of Cls. Service Manager can only receive actual state information if
you set up an integration to HP Universal CMDB. Service Manager uses the actual state to determineif aCl
isin compliance with its managed state. Service Manager compares the managed attribute values listed in
the CI record to the attributes values listed in HP Universal CMDB. If any of the managed attribute values
differ from the managed state, Service Manager takes action as defined in the Discovery Event Manager
(DEM) settings. By default, Service Manager opens an unplanned change whenever the actual state of a Cl
attribute differs from the managed state.

Actual State notebook tab

The Actual State notebook tab displays the list of Cl attributes passed from an HP Universal CMDB
integration. Thelist of ClI attributes varies from ClI to Cl and may not match your list of managed attributes.
That is, the Actual State notebook tab displays all the Cl attributes it receives from the HP Universal CMDB
integration whether they are managed fields in Service Manager or not.
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To view the actua state of the CI, you must first create an integration to aHP Universal CMDB server. The
HP Universal CMDB server periodically discovers the actual state of Cls and records the actual state in the
Configuration Management database. Service Manager accesses the actual state information by using aWeb
services connection. Service Manager sendsthe ClI 1D to the HP Universal CMDB server and receives afull
list of the attributes for that Cl. Service Manager displays the CI attributes on the Actual State notebook tab
of the Configuration Management form.

If a Service Manager Cl does not have amatching Cl in the HP Universal CMDB server, then
Service Manager does not display the Actual State notebook tab. For example, you may track office
furnishing Clsin Service Manager that cannot be discovered and tracked in the HP Universal CMDB.

Cl relationships

Service Manager tracks upstream and downstream relationships between Cls. A relationship between Cls
means that there is some dependency between Cls. If an upstream CI has an interruption of service,
Service Manager assumes that all Clswith a downstream relationship to the affected Cl also have an
interruption of service. For example, if a network router has an interruption of service, then all serversand
PCsthat connect to that router also have an interruption of service.

Any given ClI typically has one upstream relationship and one or more downstream relationships. Cls can
have logical or physical relationships based on the logical name of the configuration item. CI relationships
are independent of baseline, actual or managed states.

Cl Relationship tab (Cl visualization)

Each ClI record has a notebook tab that graphically displays relationships between Cls and the current state
of each item in the configuration. (UCMDB has a similar relationship diagram.) Service Manager gathers
information from all available applications to determine the current state of aCl. You can view, add, or
update rel ationships using the graphical interface. Service Manager uses smart indicatorsto tell you if there
are any current issues, related records, or breeches to availability SLAsfor the CI.

Configuration Management process overview

The Configuration Management process ensures that sel ected components of acomplete I T service, system,
or product (the Configuration Item) are identified, baselined, and maintained and that changes to them are
controlled. It provides a Configuration model of the services, assets, and infrastructure by recording the

rel ationships between service assets and Configuration Items. It also ensures that releases into controlled
environments and operational use are completed on the basis of formal approvals. It providesa
configuration model of the services, assets, and infrastructure by recording the rel ationships between service
assets and Configuration Items (Cls).

Configuration Management may cover non-IT assets, work products used to develop the services, and
Configuration Items required to support the services that are not formally classified as assets. Any
component that requires management to deliver an IT Serviceis considered part of the scope of
Configuration Management.
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The asset management portion of this process manages service assets across the whole service life cycle,
from acquisition to disposal. It aso provides a complete inventory of assets and the associated owners
responsible for their control.

The Configuration Management portion of this process maintains information about any Cl required to
deliver an IT service, including its relationships. This information is managed throughout the life cycle of
the ClI. The objective of Configuration Management is to define and control the components of an I T service
and itsinfrastructure, and to maintain accurate configuration information.

The Configuration Management process manages service assets to support other Service Management
processes. Effective Configuration Management facilitates greater system availability, minimizes production
issues, and resolves issues more efficiently.

The Configuration Management process ensures that selected components of acomplete I T service, system,
or product (the Configuration Item) are identified, baselined, and maintained and that changes to them are
controlled. It also ensures that releases into controlled environments and operational use are completed on
the basis of formal approvals.

Configuration Management comprises five basic activities. The Configuration Management process
encompasses al of these activities and ensures that assets are tracked and monitored effectively. The basic
activities within the scope of Configuration Management are;

e Configuration Management Planning (process ST 3.1) on page 201 — includesthe activities that enable
you to plan the function, scope, and objectives of Configuration Management for your organization.

»  Configuration Identification (process ST 3.2) on page 204 — includes the activities that enable you to
identify and label al of your company’s existing I'T components. The information you track includes
asset identification, contact, asset network relationship, and model or version data. Enter this
information into the database.

e Inventory maintenance

— Configuration Control (process ST 3.3) on page 207 — includes the activities that enable you to
ensure that al information regarding your 1T componentsis kept up to date and accurate.
Components can be added, modified, or removed only through controlling documentation, such as
an approved Request for Change (RFC).

— Master data management (process ST 3.6) on page 217 — includes the activities that enable you to
reconcile master reference data managed in other administrations.

e Configuration Status Accounting and Reporting (process ST 3.4) on page 210 — includes the activities
that enable you to run reports of the current and historical datathat is concerned with each IT
component throughout its life cycle. Status accounting makes changes to components trackable.

e Configuration Verification and Audit (process ST 3.5) on page 213 — includes the activities that enable
you to check and verify physical existence of IT components and ensure that they are correctly recorded
in the database.

A general overview of the Configuration Management processes and workflows is depicted in Figure 14-1,
below. They are described in detail in Chapter 15, Configuration Management Workflows.
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Figure14-1 Configuration Management process diagram

196 Chapter 14



Configuration Management user roles

Table 14-1 describes the responsibilities of the Configuration Management user roles.

Table 14-1 Configuration Management user roles

Role

Responsibilities

Configuration
Administrator

Reviews proposed updates to the Configuration Management system (CMS)
Evaluates the pre-modification and post-modification configuration states.

Verifiesthat Cl information is correct and complete and contains a description of attributesto be
modified.

Verifies that proposed modifications comply with Configuration Management policies.
Verifies that Configuration details are updated in the Configuration Management database.

Configuration
Auditor

Reviews and validates CM S updates and creates exception reports, if needed.

Conducts configuration audits and performs appropriate actions, if an unregistered component is
detected or if acomponent is missing.

Ensures that information in Configuration Management is correct and that al Cls are accurately and
completely recorded.

Configuration

Manages the Configuration Management plan and policies.

Manager » Evaluates any task that requests a change to the CM S data mode! before the manager rel eases the task
for implementation. For example, the introduction of anew Cl into the IT infrastructure would require
arequest for change and areview of that request prior to implementation of the change.

« Verifiesthat there is no existing Cl type that meets the needs of the change and that the proposed data
model change does not conflict with other parts of the model.

CMS/Tools | Configures the data model, policies, and Cl typesin Service Manager.

Administrator

Input and output for Configuration Management

Configuration activities can be triggered and resolved in several ways. Table 14-2 outlines the inputs and
outputs for the Configuration Management process.

Table 14-2 Input and output for Configuration Management

Input to Configuration Management Output from Configuration M anagement

e Changesrequired in the Configuration |+ Configuration Management plan
Management System (CMS) « Configuration Management policies
* Tasksinitiated from changes or service | . Configuration Management datamodel (defining Cl types and attributes)

requests to create or modify
Configurations Items (Cls) and

relationships

e Configuration reports (for example, overview of Cls, subscriptions, license
reports, stock reports, or configuration utilization reports)

— Configuration audit report
¢ Incidents reported due to discrepancies or unauthorized changes detected
e Creation and modification of Clsand configuration data

Configuration Management Overview 197



Key performance indicators for Configuration Management

The Key Performance Indicators (KPIs) in Table 14-3 are useful for evaluating your Configuration
Management processes. To visualize trend information, it is useful to graph KPI data periodically. Note that
some KPIs cannot be reported by using only the data from Service Manager.

Table 14-3 Key Performance Indicatorsfor Configuration M anagement

Title Description

% of Cls Number of Clsthat are related to one or more I T services as a percentage of the total
related to number of registered Clsthat can berelated to I T services, in agiven time period.
Services

% of Cls Number of Clsrelated to one or more other Cls as a percentage of the total number of
related to other | registered Clsthat can be related to other Cls, in agiven time period.

Cls

% of Number of Clsin the CMSthat are registered with inaccurate information as a
inaccurate Cls | percentage of the total number of registered Cls, in a given time period.

For completeness, the ITIL V3 and COBIT 4.1 KPIs are included bel ow.

ITIL V3 key performance indicators

Thefollowing are ITIL V3 KPIsfor Configuration Management:

198

Percentage improvement in maintenance scheduling over the life of an asset

Degree of alignment between provided maintenance and business support

Assets identified as the cause of service failures

Improved speed for Incident Management to identify faulty Cls and restore service

Impact of incidents and errors affecting particular Cl types, for example, from particular suppliers or
development groups, for use in improving the IT service

Percentage reuse and redistribution of under-utilized resources and assets

Degree of alignment of insurance premiums with business needs

Ratio of used licenses against paid for licenses (should be close to 100%)

Average cost per user for licenses (that is, more effective charging options achieved)

Achieved accuracy in budgets and charges for the assets utilized by each customer or business unit

Percentage reduction in business impact of outages and incidents caused by Configuration Management

Improved audit compliance
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COBIT 4.1 key performance indicators

The following are the COBIT 4.1 KPIsfor Configuration Management:

Number of business compliance issues caused by improper configuration of assets

Number of deviations identified between the configuration repository and actual asset configurations

Percent of licenses purchased and not accounted for in the repository

Average lag time period between identifying a discrepancy and rectifying it
Number of discrepancies relating to incomplete or missing configuration information

Percent of configuration items meeting specified service levels for performance, security, and

availability

RACI matrix for Configuration Management

A Responsible, Accountable, Consulted, and Informed (RACI) diagram or RACI matrix is used to describe
the roles and responsibilities of various teams or people in delivering a project or operating a process. It is

especially useful in clarifying roles and responsibilities in cross-functional/departmental projects and
processes. The RACI matrix for Configuration Management is shown in Table 14-4.

Table14-4 RACI matrix for Configuration Management

5 2188 |58 N
o @ 25| BE|® 2
P 2|58 | 92|58 | 5. | 0c
8 5 29|55 | 25| 28| 23
3 5| Es EIEE|E5| &3
o S &8 | =0T S | 65 | £ o
a <|lo= o< |o<c |O< | OO
ST 3.1 | Configuration Management Planning A/R R
ST 3.2 | Configuration Identification A/C R o]
ST 3.3 | Configuration Control A/C R o]
ST 3.4 | Configuration Status Accounting and Reporting All R R
ST 3.5 | Configuration Verification and Audit A/C R R
ST 3.6 | Manage Master Data A R
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15 Contiguration Management Workflows

The Configuration Management process manages service assets to support other Service Management
processes. Effective Configuration Management facilitates greater system availability, minimizes production
issues, and resolves issues more efficiently.

The Configuration Management process consists of the following processes, which areincluded in this
chapter:

»  Configuration Management Planning (process ST 3.1) on page 201

e Configuration Identification (process ST 3.2) on page 204

e Configuration Control (process ST 3.3) on page 207

e Configuration Status Accounting and Reporting (process ST 3.4) on page 210
*  Configuration Verification and Audit (process ST 3.5) on page 213

e Master data management (process ST 3.6) on page 217

Configuration Management Planning (process ST 3.1)

Infrastructure and services should have an up-to-date Configuration Management plan, which can stand
alone or form part of other planning documents. The Configuration Management plan should include or
describe the following:

e Scope, objectives, palicies, standards, roles, and responsibilities

e Configuration Management processes to provide the following services:
— Define the Configuration Items that comprise related service(s) and infrastructure
— Control changes to configurations
— Record and report the status of Configuration Items

— Verify the completeness and correctness of Configuration Items according to the requirements for
accountability, traceability, and auditability

e Configuration Control (access, protection, version, build, and rel ease controls)

» Interface control process for identifying, recording, and managing Cls and information at the common
boundary of two or more organizations (for example, system interfaces and releases)

e Planning and establishing the resources to bring assets and configurations under control and maintain
the Configuration Management system (for example, training)

e Management of suppliers and subcontractors performing Configuration Management

Details for this process can be seen in the following figure and table.
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Table 15-1

Configuration Management Planning process

Process Procedure or

ID Decision Description Role

ST 3.1.1 |Maintan The Configuration Manager maintains the Configuration Configuration
Configuration Management policies, objectives, scope, and principles. Periodically, | Manager
Management plan | thisplanisreviewed to determine improvements. The Configuration

Management plan (ACM plan) aso defines the scope and level of
detail of Configuration Item (Cl) datato be maintained in the CMS. A
Configuration Management plan provides the guidelines for
documenting and modeling IT servicesin the CMS (identification of
Cls).

ST 3.1.2 | Configuration Determine whether the Configuration model should be updated. If Configuration
model update yes, goto ST 3.1.4. If no, goto ST 3.1.9. Manager
required?

ST 3.1.3 | Review CMS The Configuration Manager receives atask from Configuration Configuration
change task Management to update the CM S data model (for example, when a Manager

new type of Cl isintroduced in the IT infrastructure as aresult of a
release).

ST 314 |UpdateCMSdata | Thedatamodel definesthe structure and information model of the CMS/Tools
model CMS. Thisincludes: Administrator

e Mode of IT services (breakdown of servicesinto service
components)

e CI relationships types

e Definition of CI types

e Definition of Cl attributes

e Identification of data sources (such as HR-system or ERP)

The Configuration Manager determines the type of modification that

isrequired for the CMS model.

ST 315 | NewCl type If anew Cl typeis needed, goto ST 3.1.7. If not, continue with CMS/Tools
needed? ST 3.1.6. Administrator

ST 3.1.6 | Modificationof Cl | If amodification of the Cl typeisrequired, goto ST 3.1.8. If not, CMS/Tools
type required? continue with ST 3.1.9. Administrator

ST 3.1.7 | Createnew Cl type | The CMS/Tools Administrator adds a new Cl type (device type). This | CMS/Tools

includes the definition of CI attributes and screen design. Administrator

ST 3.1.8 | Configure Cl types | Create or modify the definition of the CI type. Thisincludes: CMS/Tools

Administrator

e CI subtypes

e Attribute definitions

e Screen design

e ClI relationships types

* Naming conventions

e Business rules on required fields

Configuration Management Workflows
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Table15-1 Configuration Management Planning process (cont’d)

Process Procedure or

ID Decision Description Role

ST 3.1.9 | Configuration The Configuration Administrator determines whether the Configuration
Management Configuration Management policies must be updated (to reflect the Manager
policies update SCAM plan). If so, goto ST 3.1.10.
required?

ST 3.1.10 | Maintain The Configuration Manager maintains the Configuration Configuration
Configuration Management policies. Policies may be applicable for specific asset Manager
Management types (or Cl Types) or services. Policies may include business rules
policies and requirements for specific information to be maintained in the

CMS (for example, for compliance purposes or to monitor contracts).

Policies determine how often a configuration audit is required.

Policies also designate which datain a Cl may be updated by

inventory tools, aswell as what actions must be performed if

unauthorized software is detected. Other items covered by policies

and business rules include:

e Naming conventions

e Labding rules

e Asset capitalization rules (for example, to set the depreciation start
date)

e Proceduresfor lost or stolen items

ST 3.1.11 | Configure Configuration Management policies and requirements are trandlated | CMS/Tools
Configuration into tool settings (for example, required fields, schedule for automated | Administrator
Management inventory and discovery, and reconciliation rules).
policies

Configuration Identification (process ST 3.2)

204

In the Configuration Identification process, the Configuration Administrator selects Configuration Items
(Cls), records their identifying characteristics, and assigns unique identifiers to the selected items. This
process helpsto ensure efficient data storage and retrieval.

Configuration Identification processis enables you to do the following:

e ldentify and register Cls

e Assign unique labels

*  Record relationship information

Configuration Identification is responsible for collecting information about Cls and their relationships, and
for loading thisinformation into Configuration Management. Configuration Identification is also
responsible for labeling the Cls, which enables the corresponding configuration records to be found.

Details for this process can be seen in the following figure and table.
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Table 15-2

Configuration | dentification process

Process Procedure or

ID Decision Description Role

ST 321 | Validatetask for The Configuration Administrator reviews the task to verify that all | Configuration

configuration creation | required information to create anew configuration is complete and | Administrator
correct. Configuration describes agroup of Clsthat work together
to deliver an IT Service, or arecognizable part of an IT Service.
The term configuration can also refer to the parameter settings for
one or more Cls.

ST 322 Information correct If theinformation is correct and complete, continue with ST 3.2.3. | Configuration

and complete? If not, go to ST 3.2.15 (reject task). Administrator

ST 3.2.3 | Determine Cl type(s) | Determine the CI type(s) needed to register the Cls. A Cl typeis Configuration

of configuration used as atemplate to document the Cl, including, attributes and Administrator
required fields.

ST 3.24 | Existing Cl type(s)? | A Cl canonly beregistered if the Cl typeisknown and a Configuration
Configuration Management policy is available for these types. Administrator
Existing types must match the attributes that need to be managed
and allow designation of a person who is responsible for
maintaining the Cl.

Cls of aregistered type can be used astemplates for new Cls. If
there are existing Cl types, continue with ST 3.2.5. If not, go to
ST 3.2.15 (reject task).

ST 3.25 | Existing model? Verify that the models (the product definition from the Configuration
manufacturer or supplier) for the configuration exist. A model Administrator
refersto the product catal og defining the approved and certified list
of components, which can be deployed within the I T environment.

If there are no models, go to ST 3.2.6 to create anew model. If yes,
continue with ST 3.2.7 (create new configuration).

ST 3.2.6 | Create new model and | Create anew model. The model contains information, such asthe | Configuration

manufacturer Model name, Manufacturer, and ID of component discovered by Administrator
monitoring tools (for example, software component name).

ST 3.2.7 | Create new Create the Cl s part of the configuration. One or more Cls can be Configuration

configuration created. Select the ClI type (template). Select the model. Administrator

ST 3.2.8 | Populateconfiguration | Enter the required CI attributes, according to the Configuration Configuration

details Management policies. Capture relationships and dependencies Administrator

between the Cls. Depending upon the Cl type and business rules,
examples of details include:
»  Serial number location (for example, on stock)
* Purchase order number
* Receipt date warranty conditions and warranty end date
e ClI specific attributes
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Table15-2 Configuration Identification process (cont’d)

Process Procedure or
ID Decision Description Role
ST 3.29 | Register ownership All Cls must be assigned to an owner (that is, areferenceto an Configuration
and support groups organizational entity such asacost center) and an administrator Administrator
(the group responsible for managing the Cl during itslife cycle).
Activitiesinclude:
e Assign owner
e Assign Configuration Administrator (group)
e Assign support group for incident assignment (for example, if
needed for automated assignment in case of events detected on
the device)
ST 3.2.10 | Relevant contracts Determine related contracts for the components, such as: Configuration
defined? +  Maintenance or support contracts Administrator
e Financial contracts (for example, lease or rental)
e License contract or service contracts (for example, SLA, UC,
and OLA)
If no contracts are relevant for this Configuration, go to ST 3.2.12.
If yes, continue with ST 3.2.11 to link the itemsto the contract.
ST 3.2.11 | Match and relateto Link the Clsto one or more contracts. Capture the inclusion date of | Configuration
contract(s) the CI to the contract. If needed, inform the Contract Manager of Administrator
the new items attached to the contract.
ST 3.2.12 | Labeling of Determine whether Cls need to be labeled according to the Configuration
configuration Configuration Management policies. If not, go to ST 3.2.14. If yes, | Administrator
required? continue with ST 3.2.13.
ST 3.2.13 | Create and attach label | Create and print alabel. Physically attach the label to the CI. Configuration
Administrator
ST 3.2.14 | Close Configuration | After completion, the task can be closed. Update closure code. Configuration
M anagement task Administrator
ST 3.2.15 | Reject task If the task cannot be completed, reject the task. Update the task Configuration
with reasons and details of any issues found. Administrator
ST 3.2.16 | Inform requester Inform the requester of the completion or rejection. If needed, Configuration
provide additional information, such as the reason and advice on Administrator
appropriate next steps.

Configuration Control (process ST 3.3)

In the Configuration Control process, the Configuration Administrator reviews the Configuration
Management task for updating the Configuration Management system (CMS) and evaluates the

configuration in its premodification and postmodification state. The Configuration Administrator verifies
theinformation is correct and complete, and contains a description of attributesto be modified; the proposed
modifications comply with Configuration Management policies; and that the configuration details are
updated in the Configuration Management database.

Details for this process can be seen in the following figure and table.
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Table 15-3 Configuration Control process
Process Procedure or
ID Decision Description Role
ST 3.3.1 | Review Configuration | The Configuration Administrator reviews the task for updating the | Configuration
Management task Configuration Management System (CMS). Administrator
ST 3.3.2 New configuration? | If thetask refersto the creation of one or more new Cls, go to Configuration
ST 3.2.1 and follow the procedure to validate atask for Cl creation. | Administrator
If the task isrelated to the modification of an existing Cl, continue
with ST 3.3.3.
ST 3.3.3 | Information complete | Verify that al information to update the Clsisavailable and correct. | Configuration
and correct? The task should refer to at least one Cl that must be updated. The | Administrator
task contains a description of the attributesto be modified. If not all
information is complete and correct, go to ST 3.3.9 (reject task). If
yes, continue with ST 3.3.4.
ST 3.3.4 | Examine current Before the modification isimplemented, the current state of the Cls | Configuration
configuration must be reviewed to verify the expected starting point for the Administrator
change.
ST 3.35 | Assessconfiguration | Verify the proposed modifications to ensure that these are correct Configuration
modifications and complete (that is, according to Configuration Management Administrator
policies).
ST 3.3.6 | Configuration If the configuration modification is correct, continue with ST 3.3.7. | Configuration
modification correct? | If not, go to ST 3.3.9 (reject task). Administrator
ST 3.3.7 | Adjust configuration | Modify the configuration detailsin the Configuration Management | Configuration
details database. Configuration modifications can include: Administrator
o Status (items transferred from test to production or to
retirement)
e Location (moves)
» Relationships and dependencies
» Ingtallation of software on theitem
» Transfer of ownership
» Assign contract to aCl
ST 3.38 | Closetask After completion of the configuration updates, the task can be Configuration
closed. Administrator
ST 3.39 | Reect task If the configuration update cannot be completed, thetask isregjected. | Configuration
A reason and recommended actions must be provided. Administrator
ST 3.3.10 | Inform requester The requester isinformed of the closure or rejection of the task. Configuration
Continue with ST 2.6.1 (Change Review and closure). Administrator
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Configuration Status Accounting and Reporting (process ST 3.4)

Configuration Status Accounting and Reporting ensures that all configuration data and documentation are
recorded as each CI progresses through its life cycle from test to production to retirement. Configuration
information should be kept current and made available for planning, decision making, and managing
changes to the defined configurations.

Configuration Status Accounting and Reporting keeps track of the following CI status changes:
*  New itemsreceived (as evidenced by a goods receipt procedure or from devel opment)

e Instalation of items

» Transition from test to production

*  System down (based upon events)

* Retired or disposed items

e Lost or stolen items

*  Unauthorized Cls and Version changes of Cls

Current and accurate configuration records should be maintained to reflect changes in the status, location,
and versions of Cls. The history of each Cl must be maintained. Changes to Cls are tracked through various
states, such as ordered, received, in acceptance test, live, under change, withdrawn, or disposed.

Where required, configuration information should be accessible to users, customers, suppliers, and partners
to assist them in their planning and decision making. For example, an external service provider may make
configuration information accessible to the customer and other parties to support the other service
management processes in an end-to-end service. Archiving procedures should be defined for data related to
retired or disposed Cls.

Configuration Management reports should be available to all relevant parties. The reports should cover the
identification and status of the Cls, including their versions and associated documentation. A large set of
different reports are needed for the different stakeholders (for example, audit reports, software compliance
reports, and charge back reports).

Details for this process can be seen in the following figure and table.
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Table 15-4

Configuration Satus Accounting and Reporting process

Process Procedure or

ID Decision Description Role

ST 34.1 | Review Cl update | Modifications of key attributes of the CI are logged in the history log | Configuration

and verified. During Configuration Identification and control Auditor
activities, configuration status records are created. These records
enable key changes to be visible and traceable. Cl attributes that can
be logged include:

o status (for example, system down)

e version number

e seria number

* installation date

» audit status (for example, missing or lost)

» removed from a contract

Critical Cl changes are logged with entries for reason, date stamp,
time stamp, and person recording the status change.

ST 34.2 |Keylifecycle Determine whether the modification must be reviewed or validated, | Configuration
change? based on the documented Configuration Management policies (and Auditor

policies related to finance, procurement, Contract Management, and
Ssecurity).

ST 3.4.3 | Inform stakeholders | Specific life cycle events must be reported to the stakeholders. These | Configuration

of lifecycleevent? | include: Auditor
e Procurement
e Finance (for example, by linking to the general ledger)
» Contract Manager
Verify that the event must be reported. If not, go to ST 3.4.5. If yes,
continue with ST 3.4.4.

ST 3.4.4 | Inform stakeholders | Inform stakeholders of the event (for example, the Contract Manager | Configuration

when an asset isincluded in the contract, or procurement when an Auditor
item is received). Examples of events that should trigger stakeholder
notification include:
e Received and accepted items
» Instalation of the asset (for example, for depreciation start date)
* Lostor stolenitem
* Retirement or disposal of anitem (for finance)

ST 345 | Vdidate Confirmthat all relevant status datadocumented in the Cl iscomplete | Configuration
configuration and correct, according to Configuration Management policies derived | Auditor
update from agreements, relevant legislation, and standards.

Ensure that the status change or version update is aresult of an
authorized change.

ST 3.4.6 | Exception detected? | If the Cl update or Cl details are not correct or complete according to | Configuration

the Configuration policies, continue with SO3.4.7. Auditor

ST 3.4.7 | Create exception Create anew incident (see SO 2.1.11). Configuration
report Auditor
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Table15-4 Configuration Status Accounting and Reporting process (cont’ d)
Process Procedure or
ID Decision Description Role
ST 3.4.8 | Review report The Configuration Administrator reviews the request for Configuration
regquest Configuration Management information. Administrator
ST 3.4.9 | Standard report? Configuration Management has defined a number of standard reports | Configuration
(for example, overview of Clsin stock or by status). If thisisa Administrator
standard report, continue with ST 3.4.12. If not, go to ST 3.4.11.
ST 3.4.10 | Collect datafor Periodically, Configuration Management procedures provide reports | Configuration
status reports for the different stakeholders, such as financial asset managers, Administrator
contract managers, or procurement.
ST 3.4.11 | Configure Cl report | If astandard report does not exist, the Configuration Administrator Configuration
creates a query to select the data to display from the CMS. Administrator
ST 3.4.12 | Run configuration | Thereport or query isrun against the database. The dataiis collected | Configuration
report in astandard format. Administrator
ST 3.4.13 | Distributereport to | Provide the requested data to the stakeholders. Close the request (if Configuration

stakeholders

Administrator

applicable).

Configuration Verification and Audit (process ST 3.5)

Configuration Management Workflows

Verification and auditing is responsible for ensuring that information in Configuration Management is
accurate and that all Configuration Items (Cls) are identified and recorded in Configuration Management.
The process can be conducted manually, or by using automated inventory and discovery tools.

Verification includes routine checks that are part of other processes (for example, verifying the seria
number of adesktop PC when a user logs an incident). Audit is a periodic, formal check. You should verify
and audit your configurations regularly to ensure proper functioning of the entire Configuration
Management process, and for related I T service management processes.

The objective of verification and auditing for Configuration Management is to detect and manage all
exceptions to configuration policies, processes, and procedures, including security and license use rights.
The verification process ensures that configuration records are accurate and compl ete, and that any recorded
changes are approved. Configuration audits help to maintain the integrity of the Configuration Management
System (CMS).

Also included in the configuration and audit processisthe periodic review of installed software against the
policy for software usage to identify personal or unlicensed software or any software instances in excess of
current license agreements.

Configuration Verification and Audit activities include:
*  Make sure that baselines and standards match the actual componentsin the IT environment

*  Verify that services and products are built and documented, according to documented requirements,
standards, or contractual agreements

*  Verify that the correct and authorized versions of any Cl exists and is correctly identified and described

*  Verify the physical existence of Cls (for example, in the organization, in the Definitive Media Library,
or in stock)

»  Check that release documentation and configuration administration are present before making arelease
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»  Confirm that the current environment is as expected and documented in the CM S, and that any Change
requests are resolved

»  Check that configuration modifications are implemented through authorized changes
» Vadlidate the existence of a SLA against each CI
*  Verify that Cl specifications are compliant with defined configuration policies and baselines

» Vaidate that all required documentation for each Cl is available (for example, maintenance contracts,
license records, or warranties)

e Check data quality for accuracy and completeness

* Initiate an incident ticket for discovered unauthorized changes

The following are examples of discrepancies:

*  Unauthorized software installed

*  Unauthorized access to resources and services (for example, access rights not reflected in subscriptions)

»  Discrepancy of status or configuration details, as registered in the CM S, compared with the actual
status.

Configuration Verification and Audit processes, both physical and functional, should be scheduled and a
check performed to ensure that adequate processes and resources are in place. Benefits of this process
include:

»  Protection of the physical configurations and the intellectual capital of the organization
»  Verification that the service provider isin control of its configurations, master copies, and licenses
»  Confidence that configuration information is accurate, controlled, and visible

»  Conformance of changes, releases, systems, and IT environments to contracted or specified
requirements.

»  Accuracy and completeness of configuration records

Configuration audits should be carried out regularly, before and after amajor change (or release), after a
disaster, and at random intervals. Deficiencies and nonconformities should be recorded, assessed and
corrective action initiated, acted on, and reported back to the relevant parties and plan for improving the
service. Unauthorized and unregistered items that are discovered during the audit should be investigated and
corrective action taken to address possible issues with procedures and the behavior of personnel. All
exceptions are logged and reported as incidents.

Details for this process can be seen in the following figure and table.
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Table 15-5

Configuration Verification and Audit process

Process Procedure

ID or Decision Description Role

ST 35.1 | Audit required? Configuration audits should be considered before and after a Configuration
major change or release. Auditor

ST 3.5.2 | Conduct configuration | Configuration audits (manual or automated) are scheduled Configuration

audit periodically. The audit verifies each individual CI. It uses an Auditor
automated inventory tool that scansthe system. Another method is
to scan the IT environment and discover the component connected
to the enterprise. New components may be discovered, requiring
management in the CMS.

ST 35.3 | Reconcile and verify Collected data from the audit must be reconciled and compared Configuration

data with the data already stored in the CMS. Different reconciliation | Auditor
keys and rules can be applied to match the discovered item with
the Cl inthe CMS.
ST 354 | Unregistered An unregistered component may be detected in cases where the Configuration
component detected? item cannot be matched and found in the CMS. If an unregistered | Auditor
component is detected, go to ST 3.5.5. If not, continue with
ST 3.5.8.
ST 355 | Component needsto be | Determine whether the new component needs to be registered in | Configuration
managed? the CMS, based on the scope of the CMS. If yes, continue with Auditor
ST 3.5.6. If no, go to ST 3.5.13.

ST 35.6 | Determine Cl type The ClI typeis selected, based on the properties of the discovered | Configuration
component (for example, model name or type of device). Auditor

ST 35.7 | Register new Create anew Cl. Enter the additional attributes of the Cl, based on | Configuration

configuration the audit data. Go to ST 3.5.13. Auditor

ST 3.5.8 | Component missing? If acomponent cannot be discovered during an audit, it may be Configuration
lost or stolen (for example, the Cl has not been connected to the | Auditor
network for some period of time). The audit status is updated to
Lost. If yes, continue with ST 3.5.13. If no, continue with
ST 3.5.9.

ST 3.5.9 | Discrepancy found? Based upon the comparison between the CM S administration and | Configuration
the actual data from the audit, one or more discrepancies may be | Auditor
detected. If yes, continue with ST 3.5.10. If not, continue with
ST 3.5.15.

ST 3.5.10 | Investigate discrepancy | The mismatch between the CM S administration and the actual Configuration
configuration isinvestigated in more detail. For each discrepancy, | Auditor
attribute differences and relationships are investigated.

ST 3.5.11 | Update configuration To reduce the number of manual activities, somefields are Configuration

allowed? populated by discovery and auditing tools. These attributes will Auditor
not be maintained manually. Determine whether the differences
can be updated directly without aformal change procedure. If yes,
continue with ST 3.6.12. If no, go to ST 3.5.13.

ST 3.5.12 | Update configuration The configuration details are updated, based on the audit dateto | Configuration

details ensure that the administration is correctly reflecting the actual Auditor

situation.
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Table 15-5

Configuration Verification and Audit process (cont’d)

Process Procedure
ID or Decision Description Role
ST 3.5.13 | Unauthorized change or | Determine whether the mismatch between the audit and the CMS | Configuration
needs investigation? administration requires further investigation (for example, Auditor
detection of unauthorized software). If yes, go to ST 3.5.14. If no,
continue with ST 3.5.15.
ST 3.5.14 | Determine corrective Document the discrepancy and determine the appropriate actions | Configuration
action (for example, additional investigation is needed). An incident Auditor
must be created and assigned to the person responsible for
executing the actions. Follow SO 2.1.11 to create a new incident.
ST 3.5.15 | Update audit log The Cl is updated with the audit status and last audit date. Configuration

Auditor

Master data management (process ST 3.6)

Master reference datais key data that the Configuration Management System (CMS) dependson and is
often provided by different organizational functions, such as human resources management, finance, and
facilities. For example, master data can include details about organi zation units, cost centers, employee data,

and locations.

The objective of the Master data management process isto reconcile master reference data managed in other
administrations. Modification of this reference datais processed in the (CMS).

Changes in organizational structures, locations, and employee data might result in exceptions or incidents,
because existing Configuration Items (Cls) and contracts remain associated with these entities (for example,
the retirement of an employee who still has alaptop or mobile phone assigned). Modification of this data
must be reviewed and appropriate actions should be initiated.

Details for this process can be seen in the following figure and table.

Configuration Management Workflows
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Table 15-6

Master data management process

Process Procedure or
ID Decision Description Role
ST 3.6.1 | Validate data sets | Periodically data sets are received from trusted sources. The System
Configuration Administrator checks the format and content against the | Administrator
Administrator
ST 3.6.2 Import location | If you want to import location data, continue with ST 3.6.3. If not, goto | System
data? ST 3.6.4. Administrator
Configuration
Administrator
ST 3.6.3 | Reconcile Import and load location data into the CMS. System
location data Administrator
Configuration
Administrator
ST 364 | Import If you want to import organizational data, continue with ST 3.6.5. If not, | System
organizational goto ST 3.6.6. Administrator
data’? Configuration
Administrator
ST 3.6.5 Reconcile Import and load organizational datainto the CMS. System
organizational Administrator
data Configuration
Administrator
ST 3.6.6 Import employee | If you want to import employee data, continue with ST 3.6.7. If not, stop. | System
data? Administrator
Configuration
Administrator
ST 3.6.7 | Reconcile Import and load employee datainto the CMS. System
employee data Administrator
Configuration
Administrator
ST 3.6.8 Item retired or Verify that one or more items in the data set are retired or no longer System
obsolete? present. Make sure to update the status of itemsin the CMS. Administrator
Configuration
Administrator

Configuration Management Workflows
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Table 15-6

Master data management process (cont’d)

Process Procedure or
ID Decision Description Role
ST 3.6.9 | Check related Verify that one or more Cls are till related to retired itemsin the System
configurations modified master data record. For example, aretired user may still have | Administrator
one or more subscriptions or Cls for which that user is responsible. Configuration
Updates of interest include: Administrator
e Status updates (for example, retirement)
e Job profile changes (for validating access rights and related current
subscriptions)
e Reorganizations (for example, merge or split of departments)
e Cost center changes
Master data modifications must be verified to ensure that these updates
do not conflict with configuration administration.
ST 3.6.10 | Related active If there isarelated active configuration, continue with ST 3.6.11. If not, | System
configuration? goto ST 3.6.12. Administrator
Configuration
Administrator
ST 3.6.11 | Determine Follow the procedure to create a new incident (see SO 2.1.11). System
corrective Administrator
actions Configuration
Administrator
ST 3.6.12 | Create data Create areport with asummary of data modifications and reconciliation | System
reconciliation errors, which includes statistics of the number of modifications (for Administrator
report example, new items and retired items). Configuration
Administrator
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16 Contiguration Management Details

HP Service Manager uses the Configuration Management application to enable the Configuration
Management process. The main function of Configuration Management isto identify, baseline, and maintain
the Configuration Items (Cls) and to control changes to them. It aso ensures that formal approvals guide
releases into controlled environments and operational uses.

This section explains to the administrator or developer how selected Configuration Management fields are
implemented in the out-of-box Service Manager system.

Topicsin this section include:

*  MyDevices configuration item form on page 222

»  Configuration Management form details on page 223
e Configuration Item types and subtypes on page 227
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MyDevices configuration item form

The Configuration Manager can view and edit details about a Cl on the Configuration item form.

Figure16-1 MyDevices configuration item form
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Configuration Management form details

The following table identifies and describes the fields on the Configuration Management forms.

Table16-1 Configuration Management field descriptions

L abel Description

Cl Identifier System-generated field that specifies the unique ID of the configuration item (CI).

Cl Name The name of the CI. Thisisarequired field.

Asset Tag Thisisalegacy field intended for customers migrating from previous versions of
Service Manager to track the label or tag placed on physical assets, such asfor example,
abar code.

Status Thisfield specifies the status of the Cl. The out-of-box datais:

e Available

e Planned/On order

e Received

e In Stock

*  Reserved

* Inuse

e Maintenance

¢ Disposed/Retired

e Installed

Thefield is updated manualy to reflect the current status of the Cl. Thisisarequired
field. The Installed status is the default status.

Assignments > Thisfield identifies the department that owns the ClI, for example, the HR department

Owner could own the laptops that its employees use.

Assignments > Thisfield identifies the group responsible for supporting the Cl while the Owner

Config admin group

identifies the department that owns the Cl. For example, a PC is owned by the HR
department, but I T isthe Config admin group responsible for supporting the Cl. It isthe
gnment group responsible for handling interactions or incidents for the CI. Thisisa
required field.

Assignments > Thisfield identifies what assignment groups receive tickets when this Cl is part of an

Support Groups interaction as well as when escalating to an incident.

Assignments > Thisfield isacomment field intended to describe or provide notes for the support

Support Remarks groups.

Assignments > This field specifies the inventory component number for the Cl as defined by the

Part Number company-defined Cl inventory number in the model table. The system uses this number
to provide data on the Manufacturer, Model, and Version fields if available.

Model > Thisis asystem-generated field that specifies the manufacturer of the Cl if oneis

Manufacturer associated with the Part Number. This field along with model and serial number
uniquely identify the Cl.

Model > Thisis a system-generated field that specifies the manufacturer’s model if oneis

Model associated with the Part Number. This field along with manufacturer and serial number

uniquely identify the item.

Configuration Management Defails
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Table16-1 Configuration Management field descriptions (cont’d)

L abel Description

Model > This field specifies the manufacturer’s version number for the Cl.

Version

Model > This field specifies the manufacturer’s serial number for the CI.

Serial Number

Model > Thisfield specifies the title of the primary user of the ClI; for example Mr. or Mrs.
Title

Model > Thisfield is afree-form text field to add additional information about the CI.
Description

Classification >
Cl Type

Thisfield identifies the type of Cl. The out-of-box datais:

Application
Business Service

Cl Group

Computer

Display Device
Example
Furnishings

Hand Held Devices
Mainframe

Network Components
Office Electronics
Software License
Storage
Telecommunications

The Managed State notebook tab displays different fields depending up the ClI type
selected.

Classification >
Cl Subtype

Thisfield identifies the subtype of Cl. The list of available subtypes depends upon the
Cl Type the user selected. For more information see Table 16-2 on page 228.

Classification >
Environment

Thisfield specifiesif a Cl belongs to a particular environment. The out-of-box datais:

L]

L]

Development
Test
Production
Failover
None

Classification >
Security classification

Thisfield specifiesif the Cl has any security restrictions. The out-of-box datais:

Unrestricted
Restricted
Confidentia

Most Confidential
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Table16-1 Configuration Management field descriptions (cont’d)

Label

Description

Classification >
OX classification

Thisfield specifiesif the Cl has a Sarbanes Oxley (SOX) classification that applies to
the CI. The out-of-box datais:

e Critical
¢ Non Critical

Classification >
Export control classification

Thisfield specifiesif the Cl has an Export Control classification. The out-of-box datais:
¢ EAR99 (Non Controlled)

* 4D994
e 5D991
* 5D002
e 5D992

Classification >
IT service continuity plan enabled

Thisfield specifiesif the Cl hasan IT service continuity plan enabled for it.

Classification >
Critical CI

Thisfield specifiesif the Cl iscritical for day-to-day operation, such asan E-mail server
or RDBMS server. If you open an incident on a critical Cl, the incident ticket indicates
that thisisacritical Cl.

Classification >
Priority

Thisfield specifies the default priority of any related records opened against the Cl. The
information in thisfield is used to prepopulate the priority in an incident or interaction.
When auser selectsthe Cl in an incident or interaction, it populates the incident or
interaction priority based on the ClI priority field. The out-of-box datais:

e 1-Critica

e 2-High
* 3-Average
e 4-Low

For additional information see, Table 7-1 on page 86.

Classification >
Default Impact

Thisfield specifies the default impact of any related record opened against the CI. the
information in thisfield is used to prepopul ate the impact in an incident or interaction.
When a user selects the Cl in an incident or the interaction, it populates the incident or
interaction impact based on the CI Default Impact field. The out-of-box datais:

o 1-Enterprise

o 2- Site/Dept
e 3- Multiple Users
e 4-User

For additional information see, Table 7-1 on page 86.

Classification >
Calculate Related Record Counts

Thisfield displays a count of related incidents, problems, known errors, and changes
that were opened against this Cl.

Classification >
User Base

Thisfield displays a count of the number of users who use the CI.

Classification >
System Down

Thisfield indicates whether the Cl is currently operational or has an open incident
related to it causing it to be non-operational. When you close the incident ticket for the
Cl, this action clears the flag. The Cl is no longer marked as down.
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Table16-1 Configuration Management field descriptions (cont’d)

L abel

Description

Classification >
Pending Change

Thisfield indicates whether or not there are any changes pending against this Cl. When
you close or open a change for the Cl, this action sets or clears the flag.

Classification >

Thisfield determines if the Cl is available for subscriptions from the Service Catal og.

Allow Subscribe

Baseline > Thisfield indicates if the Cl has an associated baseline and if the Cl isin compliance.

Baseline

Baseline > Thisfield indicates the baseline version that the Cl istracked against. Baseline Versions

Baseline Version enable you to have Cls with the same baseline configuration but slight differences. You
can have severa versions of that baseline, or if you have updates for a new version of a
software installed, then you can select a specific version of a baseline for aCl.

Managed State This notebook tab lists the expected values of Cl attributes. All changesto fieldsin the
Managed State notebook tab require a Change Management record. See Table 16-3 on
page 231 for the Managed State sub-tab field descriptions.

Actua State This notebook tab lists the actual values of CI attributes if the Service Manager system
has an integration to HP Universal CMDB It shows the latest discovered information
from the UCMDB or its sources.

Cl Changes > Thisfield lists the attributes that are waiting to be changed through a Change

Pending Attribute Changes

Management record or changes requested through an Unplanned Change (requires an
HP Universal CM DB integration). The datain this field can only be modified through
Change Management. Each Cl has a set of managed attributes that can be changed
through Change Management.

Cl Changes >
Historic Attribute Changes

Thisfield lists the attributes that are have already been changed through a Change
Management record or changes requested through an Unplanned Change (requires an
HP Universal CMDB integration).

Relationships >

Upstream Configuration Item,
Relationship Name, Relationship
Type, Relationship Subtype

This field shows information about which upstream Cl's are dependent on the selected
Cl. Upstream Cls depend on the current Cl. For example, the upstream E-mail service
depends on the downstream E-mail server, the network, and your E-mail program.

Relationships >
Add upstream relationship

This option links to the add anew CI relationship record that enables you to add a new
upstream relationship to this Cl.

Relationships > Show Logical This option displays al logical ClI relationships for the specified Cl. A logical
connection mean that you can accessthe CI but thereisno direct physical connectionsto
other Cls. For example, a network printer that you use.

Relationships > This option displays all physical CI relationships for the specified Cl. A physical

Show Physical connection iswhen a Cl is directly attached to another device. For example, a PC
connected to a dedicated printer with printer cable.

Relationships > This option displays all Cl relationships for this Cl that are of either physical or logical.

Show All

Relationships > This option shows the Clsthat have a downstream dependency on this Cl. For example,

Downstream Relationships >
Relationship Name, Relationship
Type, Relationship Subtype

the upstream E-mail service depends on the downstream E-mail server, the network, and
your E-mail program.
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Table16-1 Configuration Management field descriptions (cont’d)

L abel

Description

Relationship Graph

This notebook tab displays a graphical representation of the upstream and downstream
relationships for the Cl.

Subscribers >
Subscriber, Type, Status

Thisis a system-generated notebook tab that shows all the subscriptions (people or
departments) made against the Cl, and the status of the subscription. Example: People
and departments can subscribe to Services or Cls. When looking at an interaction, the
Service Desk Agent views alist of al the Cl the caller is subscribed to, and their current
status.

Audit >

Audit Policy, Audit Status,
Audit Discrepancy, Last Audit
Date, Next Scheduled Audit,
Last Audited By

These fields display auditing information and are only enabled for those userswho have
the capability to audit Cls. The user roleis Configuration Auditor.

Software >
Applications & Drivers

This notebook tab displays information about the software and drivers installed on the
Cl. For example, a PC might list Microsoft Office and Adobe Reader along with the
version, install date, and license ID for each. An Administrator enters this data using he
Managed Software menu.

Primary User >
Primary Contact & Support
Contacts

Thisfield displays the primary user who is the person assigned the Cl and usesit on a
day-to-day basis. Support contacts are secondary contacts who may have accessto the
Cl. For example, a subscriber would be a department for a printer, but the users would
be al the people who use the printer to print. The primary user is the person who is
responsible for the printer, such as the department manager.

Location >
Location Information &
Location Comments

This notebook tab describes the physical location of the Cl and may include information
such as special access requirements (for example, you may require badge access or you
may need to be accompanied by authorized personnel in some locations). For example,
the location information might contain, Australia, Home Site, main building, second
floor, room 3.

Vendor >

Vendor Information, Address, &
Contract and Response
Information

This notebook tab provides vendor information about the CI for support and
maintenance. When the user enters the vendor name, the system provides the additional
details.

Metrics >

Outage History, Uptime
Objectives, Max Duration
Objectives

This notebook tab displays information related to the SLA and SLO availability datafor
the Cl.

Financial >
Contracts, Expense Lines,
Labor, Parts

This notebook tab displays information for the service contracts, parts, labor, and
expenses for the Cl.

Scanner

This notebook tab provides information about any scanning done on the CI. The
information includes the last time this Cl was scanned and the date and time of the scan.
Scanning can be done to detect viruses or determine the software installed on the CI.

Configuration ltem types and subtypes

The following table lists the types and subtypes available for the out-of box Configuration Item (Cl) Names.
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Table16-2 Configuration Item types and subtypes

Cl Name Cl Type Cl Subtype

Application application Anti-Virus/ Security
Back-up

Business
Development Tools
Entertainment
Graphics
Internet/Web
Networking
Operating System
Reference

Other

Business Service bizservice Business Service
Application Service
Infrastructure Service

Cl Group cigroup Ad Hoc
Baseline

Computer computer Desktop

Dumb Terminal
Laptop

Tower

MAC

Server

Host

VAX

Windows

Unix
Mainframe
Logical Partition
Termina Server

Display Device displaydevice Monitor
Projector

Example example

Furnishings furnishings Artwork
Armoire
Bookcase

Chair

Computer Desk
Desk Collection
File Cabinet
Meeting Table

Hand Held Devices handhelds PDA

Cdll Phone

Pager

Blackberry Device
GPS Device
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Table16-2 Configuration Item types and subtypes (cont’d)

Cl Name Cl Type Cl Subtype

Mainframe mainframe Controller
Host CPU
FEP

NCP
LPAR

Network Components networkcomponents Router

Hub

Switch

Modem

Network Interface Card
Gateway

Firewall

Network Component
ATM Switch

RAS

LB

Concentrator

Net Device

Switch Router

Office Electronics officeel ectronics Copy Machine
Printer

Fax Machine
Paper Shredder
Camera
Speaker
Calculator
Multifunction
Word Processor
Typewriter
VCR
Television
UPs

Net Printer
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Table16-2 Configuration Item types and subtypes (cont’d)

CIl Name

Cl Type

Cl Subtype

Software License

softwarelicense

DBMS License

Development Tool License
Enterprise Management License
Operating System License
Outlook

Productivity Tools License
Project Management License
Utility Software License

Storage

Storage

CDRW

Direct Attached Storage (DAS)
HDD

Network Attached Storage (NAS)
Storage Area Network (SAN)
ZIP

CD Burner

Telecommunications

telcom

Desk Phone

Flush Wall Mount
Headsets & Accessories
NBX

PBX

Paging Solution
Surface Mount
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Managed State Subtabs

The Managed State tab uses sub-tabsto display data about each CI. There are three sub-tabs for this purpose,
The Network sub-tab and the Additional sub-tab are used for all Cl types. The third sub-tab depends upon
the Cl and ClI type selected. For example, the Adobe Reader is an application ClI type and therefore includes
the Application sub-tab on the Managed State tab.

The following table outlines the sub-tabs and fields avail able for the different ClI types.
Table 16-3 Managed Sate sub-tabs

Sub-Tab Visible Condition Field Label Field Name
Hardware Type: computer or Machine Name machine.name
Type: networkcomponents or Primary MAC Address mac.address
Type: officeelectronics Additional MAC Addresses addIMacAddress
OS Name operating.system
OS Manufacturer os.manufacturer
OS Version os.version
Bios D bios.id
Bios Manufacturer bios.manufacturer
Bios Model bios.model
Physical Memory (Kb) physical.mem.total
Network true Network Name network.name
Primary |P Address ip.address
Subnet Mask subnet.mask
Default Gateway default.gateway
Configuration File config.file
Addl IP Address addlIPAddress
Addl Subnet Mask addl Subnet
Application | Type: application Application Name ci.name
Administration URL/Port admin.urlport
Business Import Level bu
Disaster/Recovery Coverage siness.import.level
Disaster/Recovery Tier disaster.coverage
Primary Directory Path recorvery.tier
Data Classification primary.path
Product Version data.classification
License Type product.version
Service Hours license.type
Notification Group service.hours
notification.groups
Database Type: database Data Privacy data.privacy
Data Classification recorvery.tier
Port Number port.number
Disaster/Recovery Coverage NULL
Disaster/Recovery Tier recorvery.tier
Administration URL/Port admin.urlport
Product Version product.version
Listener Access Port listener.port
Notification Group notification.group
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Table 16-3 Managed Sate sub-tabs (cont’d)
Sub-Tab Visible Condition Field Label Field Name
Telecom Type: telecom Admin ID admin.id
Admin Password admin.password
Remote Access Phone remote.phone
Remote Access IP remote.ip
Voice type NULL
Disaster/Recovery Coverage disaster.recovery
Disaster/Recovery Tier recorvery.tier
Grid grid
Login Server Name login.server.name
Monitored monitored
Service Type: bizservice Service Name ci.name
Service Type subtype
Service Status service.status
Allow Subscriptions alowSubscription
Administration URL/Port admin.urlport
Business Import Level NULL
Disaster/Recovery Coverage NULL
Disaster/Recovery Tier recorvery.tier
Primary Directory Path primary.path
Additional true Manufacturer addl.manufacturer
Name addl.name
Type addl .type
Description addl.description
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A Compliance with Industry Standards

Service Manager’s compliance with ISO 20000

SO 20000-2 (that is, Part 2) isa“Code of Practice” that describes the recommendations for service
management within the scope of 1SO 20000-1. The following table shows the Service Manager best practice
coverage of the items in the Code of Practice.

Table A-1  Service Manager coverage of the | SO 20000 Code of Practice

1 SO 20000 Code of Practice

Service Manager Best Practices Coverage

Resolution processes

7.2 Business Relationship M anagement

7.2.1 Service Complaints

Incident Management > Complaint Handling (SO 2.9)

8.1 Background

8.1.1 Setting Priorities Interaction Management > Interaction Handling (SO 0.2)
Priority is based on impact and urgency. Target date is set according to
SLAs

8.1.2 Workarounds e Problem Management > Problem Detection, Logging, and

Categorization (SO 4.1)

e Problem Management > Problem Investigation and Diagnosis
(S0 4.3)

e Problem Management > Known Error Logging and Categorization
(SO 4.9)

e Problem Management > Known Error Investigation (SO 4.5)

L ogging and maintenance of workaroundsis performed in all of the
procedures above

8.2 Incident Management

8.2.1 Generd

Proactive and reactive process, responding to
incidents that affect, or potentially could affect
the service

Incident Management > Incident Logging (SO 2.1)
Incidents can be created based on user interactions as well as based on
events.

Concerned with the restoration of the customers
service, not with determining the cause of
incidents.

Incident Management > Incident Resolution and Recovery (SO 2.4)
Incidents are preferably solved by means of aworkaround leaving the
structural solution to the Problem Management process.

The Incident Management process should include the following:
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Table A-1 Service Manager coverage of the | SO 20000 Code of Practice (cont’d)

1 SO 20000 Code of Practice

Service Manager Best Practices Coverage

a) call reception, recording, priority assignment,
classification

Interaction Management > Interaction Handling (SO 0.2)

b) first line resolution or referral

Interaction Management > Interaction Handling (SO 0.2)

C) consideration of security issues

Interaction Management > Interaction Handling (SO 0.2)
Security isone of the areas that you can select when registering an
interaction.

d) Incident tracking and lifecycle management

e Incident Management > Monitor SLA (SO 2.7)
¢ Incident Management > OLA and UC Monitoring (SO 2.8)

€) Incident verification and closure

Interaction Management > Interaction Closure (SO 0.3)

f) first line customer liaison

Interaction Management > Interaction Handling (SO 0.2)

) escalation

Incident Management > Incident Escalation (SO 2.6)

Incidents may be reported by telephone calls,
voice mails, visits, letters, faxes or email, or may
be recorded directly by Users with access to the
incident ticketing system, or by automatic
monitoring software.

e Interaction Management > Self-Service by User (SO 0.1)
e Interaction Management > Interaction Handling (SO 0.2)

Progress (or lack of it) in resolving incidents
should be communicated to those actually or
potentially affected.

Incident Management > Incident Escalation (SO 2.6)

Final closure of an incident should only take place
when the initiating User has been given the
opportunity to confirm that the incident is now
resolved and service restored.

Interaction Management > Interaction Closure (SO 0.3)

8.2.2 Mgjor Incidents

There should be a clear definition of what
congtitutes amajor incident and who is
empowered to invoke Changes to the normal
operation of the incident/Problem process.

* Incident Management > Monitor SLA (SO 2.7)
* Incident Management > OLA and UC Monitoring (SO 2.8)

Escalation triggers are clearly defined, including the process roles
responsible for triggering the escalation.

All mgjor incidents should have a clearly defined
responsible manager at all times

Incident Management > Incident Escalation (SO 2.6)
The responsible process roles for this procedure are clearly defined.

8.3 Problem management

8.3.1 Scope of Problem Management

Problem Management (SO 4)

8.3.2 Initiation of Problem Management

Incidents should be classified to help determine
the causes of Problems. Classification may
reference existing Problems and Changes.

Incident Management > Incident Closure (SO 2.5).
Upon closure the incident classification should be reviewed and
adjusted if needed.
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Table A-1  Service Manager cover age of the 1 SO 20000 Code of Practice (cont’d)

1 SO 20000 Code of Practice

Service Manager Best Practices Coverage

8.3.3 Known Errors

e Problem Management > Known Error Logging and Categorization
(SO 4.9)

e Problem Management > Known Error Investigation (SO 4.5)
e Problem Management > Known Error Solution Acceptance (SO 4.6)
e Problem Management > Known Error Resolution (SO 4.7)

8.3.4 Problem Resolution

Problem Management > Known Error Solution Acceptance (SO 4.6).

The implementation of the solution is requested to the Change
Management process

8.3.5 Communication

e Interaction Management > Interaction Handling (SO 0.2)
Matching with published Known errors takes place.

e Incident Management > Incident Investigation and Diagnosis
(SO 2.3) Matching with published known errors takes place.
¢ Problem Management (SO 4)

Known error information is logged and maintained throughout the
whole Problem Management process.

8.3.6 Tracking and Escalation

Problem Management > Problem and Known Error Monitoring
(S0 4.9)

8.3.7 Incident and Problem Ticket Closure

Problem Management > Problem Closure and Review (SO 4.8)

8.3.8 Problem Reviews

Problem Management > Problem Closure and Review (SO 4.8)

8.3.9 Topics for Reviews

Problem Management > Problem Closure and Review (SO 4.8)

8.3.10 Problem Prevention

Problem Management > Problem Detection, Logging, and
Categorization (SO 4.1)

Control Processes

9.1 Configuration M anagement

9.1.1 Configuration Management Planning and
implementation

Configuration Management > Configuration Management Planning
(ST 3.1)

9.1.2 Configuration Identification

Configuration Management > Configuration Identification (ST 3.2)

9.1.3 Configuration Control

Configuration Management > Configuration Control (ST 3.3)

9.1.4 Configuration Status Accounting and
Reporting

Configuration Management > Configuration Status Accounting and
Reporting (ST 3.4)

9.1.5 Configuration Verification and Audit

Configuration Management > Configuration Verification and Audit
(ST 35)

9.2 Change M anagement

9.2.1 Planning and I mplementation

e Change Management > Change Assessment and Planning (ST 2.3)
» Change Management > Change Approval (ST 2.4)
e Change Management > Coordinate Change Implementation (ST 2.5)
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Table A-1 Service Manager coverage of the | SO 20000 Code of Practice (cont’d)

I SO 20000 Code of Practice Service Manager Best Practices Coverage

9.2.2 Closing and Reviewing the Change request | Change Management > Change Evaluation and Closure (ST 2.6)

9.2.3 Emergency Changes Change Management > Emergency Change Handling (ST 2.7)

9.2.4 Change Management Reporting, Analysis | Change Management > Change Evaluation and Closure (ST 2.6)
and Actions
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Service Manager’s compliance with COBIT 4.1

The following table shows the mapping between the applicable COBIT 4.1 controls and the coverage of
these controlsin the Service Manager best practices. The control objectives are identified by atwo-character
domain reference (PO, Al, DS and ME). plus a process number and a control objective number. For more
information about the COBIT 4.1 controls, see the official COBIT 4.1 documentation.

Table A-2  Service Manager’s coverage of COBIT 4.1 Controls

COBIT Control

Service Manager best practices coverage

PO4 Plan and Organize

POA4.1 IT Process Framework

Level 0 > Processes

POA4.6 Establishment of Roles and
Responsibilities

Level 0> Organizational Model

PO4.11 Segregation of Duties

* Level 0> Organizational Model > Process Roles

e Change Management > Emergency Change Handling (ST 2.7)
Releasing a new application in case of an Emergency Change Handling situation is
performed by the Release Packaging and Build Manager (another Change Analyst).

» Configuration Management > Configuration Management Planning (ST 3.1)
Maintenance of Cl typesis performed by another role than the role adding or
modifying the Configuration

Al6 Manage Changes

Al6.1 Change Standards and
Procedures

Change Management (ST 2)

Al6.2 Impact Assessment,
Prioritization and Authorized

e Change Management > Change Approval (ST 2.4)
* Change Management > Change Assessment and Planning (ST 2.3)

Al6.3 Emergency Changes

Change Management > Emergency Change Handling (ST 2.7)

Al6.4 Change Status Tracking and
Reporting

e Change Management > Change Logging (ST 2.1)
Enables the logging of Changes in the Service management tool Change
Management.

e Change Management > Change Assessment and Planning (ST 2.3)
Planning is created which' after approval' |eads the Change implementation.

Al6.5 Change Closure and
Documentation

Change Management > Change Evaluation and Closure (ST 2.6)

DS1 Define and M anage Service Levels

DS1.2 Definition of Services

Configuration Management (ST 3)
Business Services are stored in the Configuration Management System and related to
the Cl's supporting the Service.

DS1.3 Service Level Agreements

Incident Management > Monitor SLA (SO 2.7)

The main aspect of the Service Manager best practices and the Configuration of
Service Manager isits Service orientedness. Target response times for all Interactions
and related tickets are set according to SLAs with the user’s representatives.
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Table A-2 Service Manager’s coverage of COBIT 4.1 Controls (cont’ d)

COBIT Control

Service Manager best practices coverage

DS1.4 Operating Level
Agreements

Incident Management > OLA and UC Monitoring (SO 2.8)
Service Manager is configured to enable measurement of OLSs

DS2 Manage Third-party Services

DS2.4 Supplier Performance
Monitoring

Incident Management > OLA and UC Monitoring (SO 2.8)
Service Manager is configured to enable measurement of UCs.

DS8 Manage Service Desk and Incidents

DS8.1 Service Desk

Interaction Management > Interaction Handling (SO 0.2)

DS8.2 Registration of Customer
Queries

Interaction Management > Interaction Handling (SO 0.2)

DS8.3 Incident Escalation

Incident Management > Incident Escalation (SO 2.6)

DS8.4 Incident Closure

e Incident Management > Incident Closure (SO 2.5)
e Interaction Management > Interaction Closure (SO 0.3)

DS9 Manage the Configuration

D$9.1 Configuration Repository
and Baseline

Configuration Management (ST 3)

D$9.2 I dentification and
Maintenance of Configuration
Items

» Configuration Management > Configuration Identification (ST 3.2)
e Configuration Management > Configuration Control (ST 3.3)
» Configuration Management > Master data management (ST 3.6)

DS9.3 Configuration Integrity
Review

» Configuration Management > Configuration Status Accounting and Reporting
(ST 3.4)

e Configuration Management > Configuration Verification and Audit (ST 3.5)

DS10 Manage Problems

DS10.1 Identification and
Classification of Problems

e Problem Management > Problem Detection, Logging, and Categorization (SO 4.1)
e Problem Management > Problem Prioritization and Planning (SO 4.2)
* Problem Management > Known Error Logging and Categorization (SO 4.4)

DS10.2 Problem Tracking and
Resolution

e Problem Management > Problem Investigation and Diagnosis (SO 4.3)

» Problem Management > Known Error Investigation (SO 4.5)

e Problem Management > Known Error Solution Acceptance (SO 4.6)

* Problem Management > Problem and Known Error Monitoring (SO 4.9).

DS10.3 Problem Closure

* Problem Management > Known Error Resolution (SO 4.7)
e Problem Management > Problem Closure and Review (SO 4.8)

DS10.4 Integration of
Configuration, Incident and
Problem Management

Problem Management > Problem Detection, Logging, and Categorization (SO 4.1)
Problems are identified based on incident tickets.
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B Service Manager tables

Service Desk application tables and fields

Most fields important for the Service Desk application are located in the incidents table. The label on the
form may not always match the field name in the table. This table associates the label and the field namein

the incidents table.

TableB-1 Important fieldsin theincidentstable

Label Field Name
Interaction ID incident.id
Primary Contact > callback.contact
Contact for thisinteraction

Primary Contact > callback.type
Notify By

Service Recipient > contact.name
Thisinteractionisfor

Affected Items > affected.item
Service

Affected Items > logical.name
Affected Cl

Title title
Description description
Interaction Detail tab category
Interaction Detail tab > category
Category

Interaction Detail tab > subcategory
Area

Interaction Detail tab > product.type
Sub-area

Interaction Detail tab > initial.impact
Impact

Interaction Detail tab > severity
Urgency

Interaction Detail tab > priority.code
Priority
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TableB-1 Important fieldsin theincidentstable (cont’d)

L abdl Field Name
Interaction Detail tab > kpf.id
Knowledge Source

Interaction Detail tab > resolution.code
Closure Code

Interaction Detail tab > resolution
Solution

Status open

Approva Status

approval .status

Incident Management application tables and fields

Most fields important for the Incident Management application are located in the probsummary table. The
label on the form may not always match the field name in the table. This table associates the label and the

field name in the probsummary table.

TableB-2 Important fieldsin the probsummary table

Label Field Name
Incident ID number

Status problem.status
Assignment > assignment
Assignment Group

Assignment > gnee.name
Assignee

Assignment > vendor
Vendor

Assignment > reference.no
Reference Number

Affected Items > affected.item
Services

Affected Items > logical.name

Affected Cl

Affected ltems >
Critica CI

device.severity

Affected Items >
Pending Change

pending.change

Affected Items >
Cl is operational (no outage)

operational.device
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TableB-2 Important fieldsin the probsummary table (cont’d)

Label Field Name
Affected Items > downtime.start
Outage Start

Affected Items > downtime.end
Outage End

Location location.full.name
Title brief.description
Description action

Incident Detail > category
Category

Incident Detail > subcategory
Area

Incident Detail > product.type
Sub-area

Incident Detail > initial.impact

I mpact

Incident Detail > severity
Urgency

Incident Detail > priority.code
Priority

Incident Detail > contract.id
Service Contract

Incident Detail > next.breach
SLA target Date

Incident Detail > status

Alert Status

Incident Detail >
Problem Management Candidate

prob.mgmt.candidat

Incident Detail >

solution.candidate

Candidate for Knowledge DB

Incident Detail > resolution.code
Closure Code

Incident Detail > Solution resolution
Affected Servicestab affected.services
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Problem Management application tables and fields

The Problem Management application divides the problem management process into two stages. Problem
Control, which identifies and tracks problems, and Error Control, which controls the process of finding
solutions.

The Problem Management application stores the data for problem and Error Control in separate tables, as
documented bel ow.

*  Problem Control on page 242
e Error Control on page 244

Problem Control

Many important fields for the Problem Management application are located in the rootcause table. The label
on the form may not always match the field name in the table. This table associates the label and the field
name in the rootcause table.

TableB-3 Important fieldsin the rootcause table

Label Field Name
Problem ID id

Phase current.phase
Status rcStatus
Assignment > assignment
Assignment Group

Assignment > asignee.name
Problem Coordinator

Affected Items > affected.item
Services

Affected Items > logical.name
Primary CI

Affected Items > affected.ci.count

Affected Cl Count

Title brief.description
Description description

Root Cause Description root.cause
Problem Detail > incident.category

Category

Note: The problem category is not displayed on the
problem forms. The category displayed on the
problem formsis the Incident category.

Problem Detail >
Area

subcategory
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TableB-3 Important fieldsin therootcause table (cont’d)

Label Field Name
Problem Detail > product.type
Sub-area

Problem Detail > initial.impact
I mpact

Problem Detail > severity
Urgency

Problem Detail > priority.code
Priority

Problem Detail > next.breach
SLA Target Date

Problem Detail > rootcauseDate
Root Cause Target Date

Problem Detail > solutionDate

Solution Target Date

(Solution Identification Date)

Problem Detail >
Resolution Target Date

(Problem Resolution Date)

expected.resolution.time

Problem Detail >
Related Incident Count

incident.count

Incident Detail > closure.code
Closure Code

Problem Detail > workaround
Suggested Workaround

Assessment > estimatedM andays

Estimated # of Mandays

Assessment > estimatedCost
Estimated Costs
Assessment > affected.ci

Affected Cl'stable
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Error Control

Another important table in the Problem Management application is the knownerror table. The known error
forms use the fields from the knownerror table. The label on the form may not always match the field name

in the table. This table associates the label and the field name in the knownerror table.

TableB-4 Important fieldsin the knownerror table

Label Field Name
Known Error ID id

Phase current.phase
Status rcStatus
Assignment > assignment
Assignment Group

Assignment > assignee.name
Problem Coordinator

Affected Items > affected.item
Services

Affected Items > logical.name

Primary CI

Affected Items >
Matching CI Count

matching.ci.count

Title brief.description
Description description

Root Cause Description root.cause
Known Error Detail > incident.category
Category

Known Error Detail > subcategory
Area

Known Error Detail > product.type
Sub-area

Known Error Detail > initial.impact
Impact

Known Error Detail > severity

Urgency

Known Error Detail >
Priority

priority.code

Known Error Detail >
Solution Identified Date

solutionDate

Known Error Detail >
Known Error Resolution Date

expected.resolution.time
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TableB-4 Important fieldsin the knownerror table (cont’d)

L abdl Field Name

Known Error Detail > interaction.count
Related Interaction Count

Known Error Detail > closure.code
Closure Code

Known Error Detail > workaround
Workaround

Known Error Detail > resolution
Solution

Assessment > estimatedM anday's
Estimated # of Mandays

Assessment > estimatedCost
Estimated Costs

Assessment > matching.ci

Matching configuration Item List

Change Management application tables and fields

Most fieldsimportant for the Change Management application are located in the cm3r table. Thelabel on the
form may not always match the field name in the table. This table associates the label and the field namein

the cma3r table.

TableB-5 Important fieldsin the cm3r table
Label Field Name
Change ID number
Phase current.phase
Status status
Approva Status approval .status
Initiator > reguested.by
Initiated by
Initiator > full.name
Full Name
Initiator > contact.phone
Telephone
Initiator > email
Email
Assignment > assign.dept
Assignment Group
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TableB-5 Important fieldsin the cm3r table (cont’d)

Label Field Name
Assignment > coordinator
Change Coordinator

Affected Cl > affected.item
Service

Affected Cl > assets

Affected Cl

Location location.full.name
Title brief.description
Description description
Change Detail > category
Category

Change Detail > emergency
Emergency Change

Change Detail > releaseCandidate
Release Management

Change Detail > initial .impact
Impact

Configuration Management application tables and fields

Most fields important for the Configuration Management application are located in the device table. The
label on the form may not aways match the field name in the table. This table associates the label and the

field namein the device table.

TableB-6 Important fieldsin the device table

Label Field Name
Cl Identifier id

Cl Name logical.name
Asset Tag asset.tag
Status istatus
Assignments > Owner owner
Assignments > Config admin group assignment

Assignments > Support Groups

support.groups

Assignments > Support Remarks

support.remarks

Assignments > Part Number

part.no

Chapter B



TableB-6 Important fieldsin the device table (cont’d)

L abel Field Name
Model > Manufacturer manufacturer
Model > Model model

Model > Version version
Model > Serial Number serial.no
Model > Title title

Model > Description comments
Classification > Cl Type type
Classification > Cl Subtype subtype
Classification > Environment environment

Classification > Security classification

securityClassification

Classification > SOX classification

soxClassification

Classification > Export control classification

expcClassification

Classification > Critica Cl

device.severity

Classification > Priority

problem.priority

Classification > Default Impact default.impact
Classification > User Base useBase
Classification > System Down is.down

Classification > Pending Change

pending.change

Classification > Allow Subscribe

allow.subscription

Baseline > Basdline

baseline

Baseline > Baseline Version

baseline.version

Audit > Audit policy auditPolicy
Audit ->Audit status auditStatus

Audit > Audit discrepancy auditDescrepency
Audit > Last audit date auditDate

Audit > next scheduled audit scheduledAudit
Audit > Last audited by auditBy
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Change Management, 143 to 187
application, 144
categories, 145
forms
form details, 183 to 187
new change request, 182
input, 155

ITIL function, 144
KPIs
COBIT, 156
ITIL, 156
Service Manager, 155
output, 155
process diagram, 146
processes, 143 to 187
change approval, 168 to 171
change assessment and planning, 165 to 168
change evaluation and closure, 175 to 176
change logging, 159 to 162
changereview, 162 to 164
coordinate change implementation, 171 to 174
emergency change handling, 177 to 180
overview, 145
process tables
change approval, 170
change assessment and planning, 167
change evaluation and closure, 176
change logging, 161
change review, 164
coordinate change implementation, 173
emergency change handling, 179
RACI matrix, 157
relationship with other applications, 21
service transition, 144
user roles, 154
change analyst, 154, 167 to 180
change approver, 154, 170to 171
change coordinator, 154, 159 to 179
change manager, 154, 170 to 180
e-cab, 154, 177 to 179
problem manager, 159 to 164
release manager, 159 to 164
release packaging and build manager, 154,
177 to 180
service desk agent, 159 to 161
workflow diagrams
change approval, 169
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change manager, Change Management user role, 170 to 180

change review
process table, 164
workflow diagram, 163

cmg/tools administrator, Configuration Management user
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Incident Management KPIs, 59
Problem Management KPIs, 100
User Interaction Management KPIs, 29
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configuration administrator, Configuration Management
user role, 204 to 220

configuration auditor, Configuration Management user role,
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workflow diagram, 208

configuration identification
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workflow diagram, 205

Configuration Management, 189 to 232

application, 190
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configuration item, 222
form details, 223 to 227

input, 197
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process diagram, 196

processes, 189 to 232
configuration control, 207 to 209
configuration identification, 204 to 207
configuration management planning, 201 to 204
configuration status accounting and reporting,

210t0 213

configuration verification and audit, 213 to 217
master data management, 217 to 220
overview, 194
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