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1 Introduction to this Guide

Introduction

This guide explains how to install and configure Node Bank and Outage integrations
between HP OpenView ServiceCenter version 6.1 and 6.2 and HP OpenView Operations for
UNIX version 8.x. The aim of the guide is to provide you with enough information to install,
configure, and troubleshoot these integrations.

Audience

This guide is written for ServiceCenter (SC) consultants who wish to integrate SC with OVO
for UNIX in order to arrange for outages that are planned in the context of a change process.

Other potential readers include:
— OpenView Architects
— OpenView Designers
— OpenView Developers
— OpenView Project Managers
— OpenView Program Managers
— OpenView General R&D Managers

— OpenView Information Engineers

What you should know before reading this guide

To install and configure the integration you should have a good knowledge of the following:
e ServiceCenter

e HP OpenView Operations

A working knowledge of the following is needed:

e Oracle RDBMS

e UNIX Operating System

e Connect-It, a tool that provides capabilities to exchange data between two data stores.
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2 Concepts — Node Bank and Outage
Integration

Overview

This HP OpenView Operations for UNIX (OVO for UNIX) — ServiceCenter (SC) integration
can be divided into two areas, Node Bank Integration and Outage Integration.

The Integration can be used in environments with one Management Server but also in
Manager-of-Manager (MoM) environments with multiple Management Servers.

Node Bank Integration

The Node Bank Integration synchronizes data in the ServiceCenter Configuration Manager
database (SC CMDB) with the Node Bank information kept on the available OVO for UNIX
Management Servers. This synchronization is designed to take place in a short time span on
a regular basis. Synchronization starts with wiping the registration of Management Servers
related to Nodes in the CMDB. After that, Node Bank information from each Management
Server is transferred into the CMDB. At the end of a complete cycle, all information in the
CMDB is up-to-date..

The synchronization is executed by means of Connect-It scenarios. The first scenario to run
in a synchronization cycle removes the registration of Management Servers with Nodes in
the CMDB, using ServiceCenter Web Services. After that, a scenario is run for each
Management Server, connecting to the underlying database and transfering the relevant
data into the CMDB by means of the ServiceCenter Web Services.

Additionally, the Node Bank Integration scenario copies Message Group data from the OVO
for UNIX Management Servers to the SC Database, so they can be used by the Outage
integration as filtering conditions.

Outage Integration

OVO for UNIX must be made aware of outages planned in the context of a change process.
During the specified outage periods, OVO for UNIX will interpret events detected on systems
and will accordingly suppress or only log the corresponding messages. Messages that comply
to the outage descriptions sent to OVO will not be escalated to the incident management
process.

The Outage Integration uses the Node Bank information to identify Configuration Items
(Cls) as nodes managed by OVO for UNIX, and uses a wizard to configure OVO for UNIX
outages that are then sent to and uploaded onto the appropriate OVO for UNIX Management
Server.

11
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Node Bank Integration

The first step in a ServiceCenter — OVO for UNIX integration is to synchronize the SC
CMDB with the OVO for UNIX node bank. Once synchronization is complete, SC can identify
Cls as nodes managed by OVO for UNIX, and validate that the Cls are suitable for sending
outage notifications to OVO for UNIX. This synchronization is executed on a regular basis
(by default) in order to keep the CMDB in line with the changing IT environment. The logical
architecture of this process is shown in the diagram below.

Each complete run of the Node Bank integration starts with a Connect-It scenario that:

e Wipes the information on OVO Management Servers stored with the Node data in the SC
CMDB.

e Changes the Node type to ‘OVO node being synchronized’ for each ‘device’ that is
managed by OVO.

Next, a Connect-It scenario is run for each Management Server. This scenario connects to
the Oracle database underlying the OVO Management Server and to SC in order to complete
the following tasks:

e Collect Node Bank information and pass this data via a SC Web Services Connector to
the “device” table in SC. Some additional fields need to be added to the device table; this
procedure is described in the Installing Node Bank and Outage Integration.

e Copy Message Group information from the OVO for UNIX Management Server into “SC
Global Lists” for use with the OVO-Outage integration.

The user is supplied with two default Connect-1t Node Bank Scenarios, one for the
preliminary actions, and one that passes data into SC. The second scenario can be copied and
configured with the appropriate SC and OVO for UNIX Management Server information.
This should be done for each OVO for UNIX Management Server involved in the Node Bank
integration, resulting in a scenario being defined for each Management Server. These
procedures are described in detail in Installing Node Bank and Outage Integration.



Service Center
Client SC-OVO node bank integration

OVO for UNIX
Management Server
Host 1

Connect-It

Connector cleaning Scenario

. \
Connect-It v

Node Bank Scenario Connector ¢“u

—
‘ Oracle Database

Connector

Service Center
Server

— \

Connect-It
Connector Node Bank Scenario Connector ¢

\

g

ptabase

Oracle

OVO for UNIX
Management Server
Host 2

Node Bank Integration — Logical Architecture

Fields imported into the ServiceCenter CMDB

By default, the following fields will be imported into the SC CMDB.

Managed node data

The following data is extracted from the OVO for UNIX database:
e Fully Qualified Domain Name (FQDN) of the managed node
e IP address of the manged node

e Management servers of the managed node

e Node type of the managed node

You can add additional fields by editing the mapping Connectors.

Message group data

The values of the message group attribute are extracted from the OVO for UNIX database.

Customers can add or modify message groups in OVO. The Node Bank Integration copies the

new message groups to ServiceCenter.. The default attributes are:

Backup Certificate Database HA Hardware Job
Misc NetWare Network oS OpC Output
Performance SNMP SSP Security
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Outage Integration

Similar to the Node Bank Integration process, Outage Integration also uses a Connect-It
scenario to copy data. In this case the scenario copies outage information, contained in the
ovooutage table in ServiceCenter to an intermediate table stored in an Oracle database
accessible by the Connect-It Server and all OVO for UNIX Management Servers (usually but
not necessarily the Oracle database of (one of) the OVO Management Servers is used). When
this is completed, a Java program, running on all the OVO for UNIX Management Servers,
connects to the intermediate table, copies the outage information into an “outage” file on the
Management Servers, checks if its syntax is correct for processing by the OVO for UNIX
Management Server, and uploads it onto the OVO for UNIX Management Server.

The logical architecture of this process is shown in the diagram below. Steps 1, 2 and 3 below
provide more detail on sections of the process.
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Outage Integration Process

Step 1: Create an Outage Table Record in ServiceCenter

ServiceCenter
Client

ServiceCenter
Server

Change data

ovooutage

N

In a Change Context, a wizard is used to add outage information
to the ovooutage table in Service Center

Adding outage information in ServiceCenter

The Outage Integration process is designed to allow users add outages to change processes. A

wizard that can be run from within a change creates outages on Cls associated with the
change. The outage information is stored in the ovooutage table in the SC database.
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Step 2: Copy Outage Table Contents to Intermediate Table

ServiceCenter

Client

A scheduled Connect It Scenario copies data from
the ovooutage table in SC into the sc_outage
table in the Oracle database on a OVO/U
Management Server.

OVO for UNIX
Management Server 1

SC-OVO/U outage integration

Service

Connect-It
Outage data
receiver
(Web Service
client)

sc_outage sc_outage_
status

ovooutage

OVO Database

ServiceCenter Database

Copying outage information to an intermediate table

A Connect-It scenario is scheduled to connect via a SC Web Service connector to the
ovooutage table and copy the contents of this table to the intermediate sc_outage table.
You can configure the location of this intermediate table during installation and
configuration (in the diagram it is located in a database on the OVO Management server but
it could be located in any arbitrary Oracle database). On completion of the copy process, the
Connect-It scenario changes the status of the Connect-It record in the sc_outage_status
table. This table plays a part in synchronizing the Java process on the OVO for UNIX
Management Servers with the Connect-It process on the Connect-It server. See Schedule the
Extraction and Upload Processes

) A predefined ServiceCenter Operator named “ovo” is supplied,
which is set to use the Universal Time Coordinated (UTC) time
zone. This helps to ensure that the outage date and time
information conforms to the UTC time zone.
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Step 3: Process Intermediate Table on OVO for UNIX Management Server

Database with Outage table stored on

Outage 1 designated Management Server
Dats pase
A
Syntax checker
/ opcmomchk
Outage

Log File
Created

Parser
Modifier

Outage file

\

Retrieve which managed nodes are
stored in the OVO database

Uploader
opccfgout
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OVO Database

OVO Database

Managed Node

Suppress messages

OVO for UNIX

Management Server 1

Outage

OVO Database

OVO for UNIX
Management Server 2

Suppress messages

Managed Node

OVO for UNIX

Management Server 3

OVO Database

Suppress messages

Managed Node

Processing the intermediate table in the OVO/U Management Server

On the individual OVO for UNIX Management Servers, the outage shell script is scheduled
to run using the UNIX crontab scheduler. The script, shown as ‘A’ in the diagram, first
checks if the Connect-It scenario has run - if its status is finished the script will run. The
Java program called by the script makes a list of all nodes managed by the OVO for UNIX
Management Server it is running on, and then extracts information on all relevant outages
from the sc_outage (intermediate) table, in order to write it into the outage file on the OVO
for UNIX Management Server. The “opcmomchk -outage” command is then used to check
the syntax of the newly updated outage file; the “opccfgout -update” command is called
to force the message manager to upload the new file.

Modifying the OVO Outage file

OVO for UNIX keeps all information regarding outage periods in one file, which contains the
entire configuration. When OVO is instructed to read its outage template, it regards this as
the whole set of outage information and removes any and all outage data it contained before.
Therefore, the content of the outage template file is not under the exclusive control of the



Outage Integration, as the administrator of OVO may need to configure outage information
that falls outside the scope of what the integration with SC offers.

To prevent the outage integration from disturbing sections of the outage template file that it
is not responsible for, it delimits the sections it considers under its control with special
comment codes. It is important that these delimiters are not removed when the outage
template is edited manually.

Over time, the outage information configured in OVO'’s template will keep growing if
outdated information is never cleaned up. Therefore, each time that the Outage integration
runs, the first step it takes after reading the outage template file is to look for sections that
contain information that has become useless. When the Outage integration rewrites the
outage template file, these so-called obsoleted sections will be excluded from the updated
template.

The Outage integration considers a subsection obsolete when one of the following rules apply:

1. The section contains an end-time that is more than 24 hours in the past compared to the
current time on the OVO/U management server.

2. The section contains information on the current change that is being processed.

The second rule prevents that updates to outage information in SC creates multiple entries
in the outage template file. In other words, simply deleting any template information that is
related to the current update from the original outage template will ensure that the data in
the outage template file has a one-to-one relation to the changes in SC.

19
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System Specifications and Requirements

Supported Platforms

The following platforms are supported:
Windows
Solaris
HP-UX

A The Connect-It user interfaces run on a Windows platform only. If you want to
configure the scenarios and/or modify the mapping you need to do this on a Windows
platform.

Supported versions of ServiceCenter and OpenView Operations

The Node Bank and Outage Integrations support ServiceCenter 6.1.3 and 6.2 on any
platform that is supported by ServiceCenter (Windows, Linux, HP-UX, and Solaris).
ServiceCenter running on the P4 database or on an Oracle database is supported.

The Node Bank and Outage Integrations support OVO 8.x on any platform that is supported
by OVO (HP-UX and Solaris).

Prerequisites

Outage Integration

e To install and configure the Outage Integration, you must first install and configure the Node
Bank Integration.

e The UNIX part of the Outage Integration needs a Java Runtime Environment (JRE) version 1.4
or higher.

e The UNIX part of the Outage Integration needs the Oracle utility sqlplus. Usually sqlplus is
installed on the OVO for UNIX management server. If not, then install the Oracle Client
software as described in Appendix A.

General Prerequisites

e Connect-It software should be installed before scenarios can be configured and run. Refer to the
relevant Connect-It documentation for information on installing the product. The machine
running Connect-It is referred to as the Connect-It server.

¢ Within Connect-It, the integrations use the ServiceCenter Web Service connector, the Oracle
database connector, the XML connector, and the Data generator connector.

e For the Oracle database connector, the Oracle client software must be first installed on the
Connect-It server. The Oracle client installation procedure is described in Appendix A. Connect-
It must use the native Oracle database driver to connect to the Oracle database.

21



4 Installing Node Bank and Outage
Integration

To install the Node Bank and Outage integration, you must have administrator rights
on Windows platforms, or be a root user on UNIX platforms.

Node Bank Integration

Packaging

The files that constitute the Node Bank Integration are packaged in a self-extracting zip file
for Windows.

The package naming convention is HpScNodeBank-MM.mm.bbb-Windows.exe. In this

convention:
= MM refers to the major version number
= mm refers to the minor version number
= bbb refers to the build number

For example:

HpScNodeBank-01.00.016-Windows . exe for the Windows platform. The executable is a
self-extracting zip file.

Installation

1. Copy the install package to the Connect-It server where you want to install the integration.

2. Unzip or extract the package.

For a Windows platform, run the self-extracting zip file. By default the files are installed in the
C:\Program Files\HP OpenView directory. If OpenView products are already installed on the
same server but in another directory, then install the Node Bank Integration in this directory. If
Node Bank integration is the first HP OpenView product on your install machine, you can select
the install folder.

3. A ServiceCenter unload file forms part of the install package and must be imported into
ServiceCenter using a ServiceCenter client. If a ServiceCenter client is not installed on the
Connect-It server, copy the unload file sc-nb-messagegroup.unl to a host running a
ServiceCenter client, or copy and unzip the installation package on the ServiceCenter client
machine.
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List of Installation Files

For a list of files included in the node bank installation package, and the location of the
installed files, see Appendix B.

Outage Integration

Packaging

The Outage Integration consists of a Windows part and a UNIX part. The files that
constitute the Outage Integration are packaged in a zip file for Windows and a GNU zipped
tar file for UNIX.

The package naming convention is HpScOutage-MM._mm.bbb-PP.zz . In this convention:
= MM refers to the major version number
= mm refers to the minor version number
= bbb refers to the build number
= PP refers to the platform
= zz refers to the extension of the zipped file.
For example:

HpScOutage-01.00.016-Windows.exe for the Windows platform. The executable is a self-
extracting zip file.

HpScOutage-01.00.16-UNIX.tar.gz for all UNIX-based platforms.

Installation

1. Copy the Windows install package to the Connect-It server where you want to install the
integration.

2. Copy the UNIX install package to each OVO for UNIX management server where you want to
install the integration.

3. Unzip or extract the packages.
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For a Windows platform, run the self-extracting zip file. By default the files are installed in the
C:\Program Files\HP OpenView directory. If OpenView products are already installed on the
same server but in another directory, then install the Node Bank Integration in this directory. If
Node Bank integration is the first HP OpenView product on your install machine, you can select
the install folder.

For HP-UX or Solaris platforms, uncompress and extract the gz file using the following
command:
# gunzip —C HpScOutage-01.00.16-UNIX.tar.gz | tar —xvf —

The files are installed in the /Jopt/OV and /var/opt/OV directories. You cannot select another
install directory.
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4. A ServiceCenter unload file forms part of the install package and must be imported into
ServiceCenter using a ServiceCenter client. The unload file is shipped with the Windows
package. If a ServiceCenter client is not installed on the Connect-It server, copy the unload file
sc-outage6.1.unl or sc-outage6.2.unl depending on the version of ServiceCenter you are using to a

host running a ServiceCenter client, or copy and unzip the installation package on the
ServiceCenter client machine.

List of Installation Files

For a list of files included in the outage installation package, and the location of the installed
files, see Appendix C.
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5 Configuring Node Bank and Outage
Integration

Configure Node Bank Integration

This consists of the following activities:

1.
2,
3.
4.

Importing the ServiceCenter unload file into ServiceCenter
Adding two fields to the ServiceCenter device file
Modifying the existing network address attribute

Configuring the Connect-It scenarios

Each of these activities is discussed below.

Import the unload file into ServiceCenter

1.

N o g~ 0w DN

Ensure that the ServiceCenter unload file, which is included in the installation
package (see Appendix B), is accessible from the ServiceCenter client.

Start the ServiceCenter client.

Go to Database Manager.

Select Import/Load.

Navigate to the <InstallDir>/newconfig/conf/sc directory.
Select the sc-nb-messagegroup.unl file.

Start the import by clicking Load Foreground (F1)

Add ServiceCenter attributes
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Data on the OVO managed nodes are stored in the device dbdict file. This
file contains attributes of generic Cls. You must create two new attributes,
ovo.management . server and ovo.node. type. The first attribute,
ovo.management . server, Will contain a list of OVO management servers
that manage this node. The attribute ovo.node. type will be used to
indicate if the node is a managed node or a management server. Note that
the attribute names contain the leading string “ovo” to indicate that they are
used for the OVO for UNIX Integration. The details are shown in the tables
below.
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OVO Management Server Array

Name ovo.management.server
Type Array

Caption ovo.management.server
Include in API true

Field name API ManagementServer

OVO Node Type

Name ovo.node.type
Type Text

Caption OVO Node Type
Include in API true

Field name API NodeType

The permitted values for this attribute are: “OVO Managed Node” and “OVO
Management Server”.

When the Connect-It scenarios are running, the value of the field is first set to “OVO
node being synchronized”

Editing the existing network address attribute

The integration uses network.address, an existing attribute of the device
table, to store the IP address of the managed node. The network address
must be published as a Web Service. The field name in the APl must be
IPAddress. The details are shown in the table below.

Name network.address
Type Text

Caption network.address
Include in API true

Field name API IPAddress




Configure Connect-Ilt for Node Bank Integration

This section describes the following topics related to Connect-It components for Node Bank

integration:
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Configuring the standard scenarios sc-nb-clean and sc-nb from the Service
Console

How to configure the Connect-It schedule from the Service Console

How to create a Windows service for executing the scenarios from the Service
Console

Handling multiple OVO management servers

Information on Logging — what and where

About the Service Console

The Service Console is a graphical tool for managing services that implement
a Connect-It scenario. The console is installed as part of the Connect-It
installation on a Windows machine. Using the console you can define,
configure, and schedule a scenario, and then install and start a Windows
service to implement the scenario. This section discusses how to use the
console to configure, schedule and run the Node Bank integration.

{¥ Service Console _ (O <]

Elle Edit Service Help

7 Service |»‘ Scenario |f Status |f Last update Mew

[Delete
Irztall
I hiriztall

d | | j Start
|

| Stop

Service:

Scenario; | ﬁ Lanfigure,..
Options: | Scheduling,..

Log file:l ﬂ Minitars, .
The service starts in account: Change )
Log file..

Meszage | [Date |

2:20 PM




1.
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Configure the Standard Scenarios

The Node Bank integration consists of two scenarios, sc-nb-clean and sc-nb.
This section describes how to configure, schedule and start sc-nb-clean and
sc-nb.

sc-nb-clean

This scenario clears the management server information and sets the node
type to OVO node being synchronized for all OVO managed nodes in the
ServiceCenter CMDB. In a set of scenarios, this scenario is always the first to
run. It prepares the Service Center data for updates that will reflect the
current Node Bank situation.

sc-nb

This scenario synchronizes the devices registered in the Service Center
database with information from the OVO Node Bank. More than one version
of this scenario can be run, generally one for each OVO Management Server.

Running the scenarios

The scenarios should be executed within a relatively short time interval.
During this interval, the data in ServiceCenter are not complete, so it is
important to keep it as short as possible.

The sc-nb-clean scenario must be run before running the other scenarios. The
sc-nb-clean scenario deletes the data used to indicate to which management
server each node is linked. Then, for each OVO Management Server in turn,
a copy of the sc-nb scenario is run. The scenario synchronizes other data on
the nodes,and adds the name of the management server to the list of
management servers for each node known to the server. After all copies of the
sc-nb scenario have run, the data are synchronized and all relations between
nodes and management servers are registered in ServiceCenter as they
currently exist.

Both scenarios are placed in the <DataDir>\conf\sc directory, where
DataDir usually refers to C:\Program Files\HP OpenView\data.

Configure the sc-nb-clean scenario

First create a new service for the Service Console: open the Service Console and
click the New button.

In the Service Console screen that appears, enter values for the fields shown
below.

Service Enter a name for the Windows service you want to create, for
example sc-nb-clean. This will generate a service called
Connect-IT service (sc-nb-clean).

Scenario | Enter the scenario file to use, normally C:\Program Files\HP
OpenView\data\conf\sc\sc-nb-clean.scn
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Log file

Enter a location for the Connect-It log. The suggested location is
C: \Program Files\HP OpenView\data\log\sc-nb-clean.log. This
is not the value that appears automatically when you enter a
value in the Service field.

2. Click the Create button. You can now configure, schedule, install and start the
service, in this order.

{# Service Console =101 ]

File Edit Service Help

# Service

sc-nb-clean

+ Scenarnio Hew

Delete
Irstall
riirstall
Start

« | B
- = Stop
Detail of service
Service: |SC-nb-clean Configure. ..
Scenaria; |C:'\F'rograrn Filez\HP O pertiewtdatabconfhachac-nb-clean scn g Sicheduling...
Opters | fdonitors... |

Log file: |C:\F'rogram Files\HP O pervfiewhdatatloghsc-nb-cleanlog g Lag fi
o file...
The zervice startz in account: Local System Change

Message

| Date |

329 PM

Configure the Connector

Click the Configure button to display a list of scenario connectors, as shown in

the screen below.

You only need to configure the OpenView ServiceCenter Web Service -
clearing OVO data connector. Place your cursor on this connector and click the
Configure connector button.
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% Connector configuration (C:4Progrs - |El|ﬂ

 List of connectars

¥ Dpent/i
1 Data generator
Mapping (B asic engine)

i

| i

EE Configure connectaor

=

Walidate | Cancel |

In the first screen (Name and Describe the connector), enter a name and an
optional description and click Next.

In the second screen (Define the connection parameters)) shown below, enter

the following values:

Server name

Replace the string myServiceCenterServer with the
fully qualified domain name of the ServiceCenter
server. If this server does not use the default port
12670 to run the ServiceCenter Web Services, enter the
appropriate number.

Service Name

‘Configuration Management’

Login Enter a valid ServiceCenter account name to replace
the myServiceCenterLogin string.
Password Enter the password for the ServiceCenter account (if

any).




"~ Wizard: 'Configure the connector’, 10Ol x|

Define the connection parameters

Enter the WehbServices parameters of the server. The "“Server
name’ field iz composed of the name or IP address and the
server port, and uses this format: "‘name:port’.

Server name |rn_l,lS erviceCenterServer 12670

; Contest path | j

Service name |C0nfigurationh-'| anagernent j

Test

Complete the uzer and password helds.

Test the connection

Login |m_l,lS erviceCenterLogin

Pagsword |

< Prewious | Finigh | Cancel |

7. Click the Test button to test the connection. If the test is successful, click the
Finish button to finalize it. In the Connector configuration screen that reappears,
click the Validate button to conclude the scenario configuration.

Scheduling

8. Once you have configured the connector, the Scheduling button in the Service
Console screen is available. Click this button to display the Edit Scheduling
screen. Click the Edit Schedulers button.

% Edit scheduling {C:'Program Files HP Dpen¥ie - |EI|5|

Edit schedulers ‘

Edit scheduling ‘

Mezzage Date |
o The scenarnio will be opened to edit scheduling. . /232007 1.
= o Opening scenario... B/23/2007 1.

] 0 Opening connector 'Openview ServiceCenter Web . 5/23/2007 1.
0 Loading document type extension file 'C:\Progra... 52342007 1.

= 0 Checking coherency of connector document ty,.. 5/22/2007 1....
) The ‘Openview ServiceCanter Web Service. . 5/23/2007 1:...

= 0 Opening connector 'Data generatar'... B/23/2007 1.
= 0 Checking coherency of connector document ty... 52372007 1:..
o The 'Data generator’ connector has been o, 5/23/2007 1:...

= 0 Opening connector Mapping (Basic engine]'... B/23/2007 1.
= o Checking coherency of connectar document ty... 52372007 1.
o The Mapping [Basic engine]' connector has... 5/23/2007 1:...

Walidate

9. In the Scheduler editor screen, select the Cleaning schedule. This is pre-set to
run every night at midnight, which can be adjusted. Ensure that you save any
changes you make.

10. Click the Close button, and click the VValidate to check the editor changes.



11. Close the Edit scheduling window.

¥ Scheduler editor o ] 1|
Schedulers | D
&F Once

@ Spnchionous DJ
LSk Cleaning scheduls

Mame: |Cleaning schedule

Mext wakeup:l j

[ Day [~ Manth [ ear

Days: | Daily =] e [2n [

Times: liemized st~ | [0:00

Previews| ¢ & 12 16 20

= =i [ Preview

Cloze

Configure the sc-nb scenario

You define this scenario in the same way the sc-nb-clean scenario was

defined.

1. Click the New button and enter data in the fields listed below.

Service Enter a name for the Windows service you want to create, for
example sc-nb. This will generate a service called Connect-IT
service (sc-nb).

Scenario | Enter the scenario file to use, normally C:\Program Files\HP
OpenView\data\conf\sc\sc-nb.scn

Log file | Enter a location for the Connect-It log. The suggested location is
C: \Program Files\HP OpenView\data\log\sc-nb.log. This is
not the value that appears automatically when you enter a value
in the Service field.

2. When you click Configure, a longer list of connectors appears. Four of these
need to be configured.
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% Connector configuration (C:Progran - |El|ﬂ

 List of connectars S Linl

L > bal
E =L [File - =<hL)
€ Operiiew ServiceCenter Web Service - inzert or update No...
a ServiceCenter existence check [myServiceCenterServer 126...
@ Dperiiew ServiceCenter Web Service - insert Message Gro...

=
@

i

Mapping to #ML reports [B asic engine)

il M apping Modes to 5C (B asic engine)
Mapping Message Groups to SC [E asic enging]

| i

=

I;E Configure connectaor | Walidate | Cancel |

3. The OVO Node Bank connector is configured on the third screen of its wizard.
Enter values according to the following table.

Server

Replace the placeholder ‘myOracleNetAliasFor OVODatabase’
with the Net Service Name for the OVO database server. This is
(one of) the Net Service Name(s) defined in the Net
Configuration Assistant.

User

Replace the placeholder ‘myOracleUserNameFor OVODatabase’
with the user name for the Oracle account holding the OVO
data (generally opc_op)

Password

Enter the password related to the user name given above.

4. Click the Test button to test connection, and when successful, finalize it with a
click on the Finish button.

" Wizard: ‘Configure the connector’, o] x|

Configure the database server connection.

Configure the database server connection.

Server |m_l,JDlacIeN etdliasFor0V0D atabase

User |m_l,JDracIeUserNameForDVDDatabase

Paszwond |

Enter the name of the diagram owner if different from the user.

Diagram awner |

Test

Test the connection

< Previous | Finizh | Catwzel |

5. Configure the HP OpenView ServiceCenter Web Services - insert or update
Nodes connector. The procedure is exactly identical to the connection described for
the OpenView ServiceCenter Web Service — clearing OVO data connector..




“* Wizard: "Configure the connector’. - |EI|1|

Define the connection parameters

Enter the WebServices parameters of the server. The "Server
name' field iz composed of the name or IP address and the
server port, and uses this format: 'name:port”.

Login

Server name |rn_l,JServiceEenterServer:1 2670
Context path | j
Service name |DVD j

Test the connection

Complete the uzer and password helds.

Password |

Test

|m_l,JSewic:eCenterLogin

< Previous | Finizh | Carcel |

Configure the HP OpenView ServiceCenter Web Services - insert Message
Groups.. Use values as given below (the only difference with the previous
connector is in the Service Name).

Server name

Replace the string myServiceCenterServer with the
fully qualified domain name of the ServiceCenter
server. If this server does not use the default port
12670 to run the ServiceCenter Web Services, enter the
appropriate number.

Service Name

‘ovoO’

Login Enter a valid ServiceCenter account name to replace
the myServiceCenterLogin string.
Password Enter the password for the ServiceCenter account (if

any).

7. Finally, you configure the ServiceCenter existence check connector on the
second screen of the wizard. Use values as speciefied in the table below. Use values
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as given below.

Server name

Replace the string myServiceCenterServer with the
fully qualified domain name of the ServiceCenter
server. If this server does not use the default port
12670 to run the ServiceCenter Web Services, enter the
appropriate number.

Login

Enter a valid ServiceCenter account name to replace
the myServiceCenterLogin string.
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8.

Password Enter the password for the ServiceCenter account (if
any).

Test this connection, Validate the connector configuration, and return to the
Service Console’s main screen.

" Wizard: ‘Configure the connector’, o] x|

Define the connection parameters

Enter the connection [uzing "computer. port’ format). and fll in
the ServiceCenter uzer and password.

Server name |m_l.JS erviceCenterServer 12670

Lagin |m_l,JS erviceCenterLogin

Password |

Test the connection

Test

£ Previous Finizh Cancel

Scheduling

From a technical perspective, scheduling for this scenario is identical to
scheduling the sc-nb-clean scenario. When installed, the scenario is
scheduled to run every night at five minutes past midnight. When
configuring this scenario, make sure the sc-nb-clean scenario will have
finished before the sc-nb scenario starts.

Create and start services

The Service Console now looks similar to that shown below. Two services
have been defined, but these have not yet been created as Windows services,
nor have they started executing.

To create a Windows service, select the service and click the Install button.
Connect-It creates a service for the selected Service. It will be named
Connect-It service (<service name>, so clicking the Install button in this
example will create the service Connect-It service (sc-nb). The services
you create are Windows services that can be monitored and managed through
the services interface of the Windows operating system.
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=Tk

Fle Edit Service Help

# Lazt update

Delete
Inztall
Uirztall

Detail of service Start
Service:lsc-nb %
Seenario; |E:\Program Filez"HP Operifigwtdatatconfizchac-nb.zon g M

Bptats | Scheduling...
Lo file: |C:\F'mgram Files\HP Opertiewsdatatloghsc-nb.log g
Monitors...
The service starts in account: Local System Change
LLogfile...

Meszage | Date |

11:21 AM

Once the service has been created, ensure that it starts automatically when
your machine the Connect-It server boots up. Do this by making it an
Automatic service in the Windows services interface. Once installed, the
service can also be started and stopped from the Service Console by clicking
the Start button or Stop button. To remove the service, click the Uninstall
button.

Configure Multiple OVO Management Servers

When more than one OVO Management Server is involved in an integration,
a separate copy of the sc-nb scenario must be run for each Management
Server. To do this, configure one scenario completely and then make copies of
this scenario. In doing so, a major part of the configuration work
(configuration of three ServiceCenter connectors) can be reused.

A working integration consists of several scenarios running in close
succession. First, the sc-nb-clean scenario is run. This deletes the data that
indicate to which management servers each node is linked from the
ServiceCenter CMDB. This scenario also changes the Node Type field in
Service Center to read “OVO node being synchronized”, thus indicating that
integration is running. Then, copies of the sc-nb scenario, created for each
management server, are run in succession. These scenarios update the
information in ServiceCenter on the nodes known to the management server,
including the management server name. After all copies have run, all
management servers related to a given node are registered in ServiceCenter
as they are at that point in time.
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It is advised to make sure that the different scenarios do not run at the same
time. There is a distinct possibility that one node will be affected by more
than one scenario, as it may be known to multiple management servers. All
nodes managed by OVO will certainly be affected by the sc-nb-clean scenario.
This is typically a situation in which concurrency problems may occur,
leading to lost updates, for example.

To avoid scenarios running simultaneously, one should be aware of the time
needed to run each scenario. The scenarios should then be configured to run
consecutively.

Copy scenario files

For each OVO Management Server, copy the original scenario file and its
accompanying initialization file. These files are located in the
<DataDir>/conf/sc directory, normally C:\Program Files\HP
OpenView\data\conf\cs. Note that the sc-nb.cfg and sc-nb.bas files
must remain in their original location, or the new scenario will not work.
These files are shared by all scenarios.

_ioix

File Edit Service Help

4 Service |»‘ Scenaria |f Status |»‘ Lazt update | Hew
& zc-hb-clean C:%Program FileshHP Opentfie
PRI, Ee b P U Y Py P —— Delete
N c-nb-arthur iC:4Program Files\HP O periy To configure
My serb-merin C:%Pragram Files\HP Opentfie... To configurs T
Uirstall
< | o ;
g 5 kart
Detail of service 2
Semice: |sc-nb-arthur L
Scenaric: |E:\Program Filez"HP Operifigwtdatatconfiechsc-nb-atthur zch g Configure...
Ut | Scheduling...

Laq file: |C:\F'mgram FileshHP Opertiewsdatatloghec-nb-arthur log g
T omitors. .
The service starts in account: Local Spstemn Change
Loglile...

Meszage | Date |
0 “'ou must configure the zcenario before installing or starting the service 'sc-n... 5152007 12:08:4..
0 “'ou muzt configure the zocenarnio before inztaling or starting the service 'soen... 5/159/2007 12:.09:2...

12:09 P

For convenience and to avoid errors, you should rename the files by adding
the name of the OVO management server to the file name. For example, if
the hostnames of your OVO Management Servers are
merlin.mydomain.comand arthur.mydomain.com, assign the names sc-
nb-merlin.scn and sc-nb-arthur. scn to the scenario files, and sc-nb-
merlin.ini and sc-nb-arthur.ini to the initialization files,

This is also a good moment to create additional directories for each scenario’s
log files. The scenarios can thus write their log files to separate directories.
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This avoids potential confusion as to the origin of the log files. The preferred
naming of these directories is the name of the OVO management server. So
in the above example the directories C:\Program Files\HP
OpenView\data\log\arthur and C:\Program Files\HP
OpenView\data\log\merlin would be created.

Configure the copied scenarios

The screenshot of the Service Console above shows the two example scenarios
already added. Services have been added in the same way as they were
defined for the standard scenarios. Assuming the original scenario had
already been configured, the copied scenarios need only minor adjustments.

OVO Node Bank

Make sure the OVO Node Bank database connector is configured to use the
database associated with the proper OVO management server. In the third
screen of its wizard, type the Net Service Name for the OVO database server
in the Server field, and the user name and password for the Oracle account
holding the OVO data in the ‘User’ and ‘Password’ fields.

- Wizard: "Configure the connector’. - |Elli|

Configure the database server connection.

Configure the databaze server connection.

Server |m_l,JDlacIeN ettliazFor0VOD atabase

, ¥ g
: Q Usger |rn_l,JEIrau:IeUserNameForDVDDatabase
Password |

Enter the name of the diagram owner if different from the uszer.

Diiagram owrer |

Test

Test the connection

£ Previous | Einizh | Cancel |

Click the Test button to ensure that the connection parameters are correct.
Finalize the configuration by clicking the Finish button.

XML

The XML connector must be configured to write the log files for each
connector to the separate directory for which it was created. This directory
must be specified on the fourth screen of this connector’s wizard.

After these two changes, Validate the connector configuration, and return to
the Service Console main screen.



“* Wizard: "Configure the connector’. - |EI|1|

Select files or folders

Specify the location of the filez. The name of the files can be
entered in the consumption directives of the connector. It can
alzo be mapped [UrlFilelnfo.Path).

Folder name |Fi|es\HF' Operyiewidatailogharthury g

At each session:

% Wiite the documents o a single file
™ 'wiite ta a different file for each document

< Previous | Mest » | Finizh Carcel

Scheduling

Scheduling these scenarios is done in the same way as for the other
scenarios. Make sure that each scenario runs in its own timeframe, thus
avoiding possible concurrency issues. A close inspection of the Connect-It logs
for the scenarios makes clear how much time is required by each scenario for
a full run. Scheduling can be based on this data.

If we assume the following times (minutes, seconds) for each scenario:
sc-nb-clean takes 2* 25" to run

sc-nb-arthur takes 4‘ 33 to run

sc-nb-merlin takes 6 13“ to run

Obviously, sc-nb-clean can remain scheduled to run at midnight. If we allow
for an adequate time-interval, sc-nb-arthur can be started at 00.05 a.m. and
sc-nb-merlin at 00.15 a.m. This allows for a generous measure of change
before concurrency would become a problem, and at the same time it ensures
that the synchronization process will be finished by 00.25 AM. Based on this
schedule, ServiceCenter operators can be warned that the information on
OVO management servers listed with a device may not be entirely reliable
between midnight and 00.30 AM.

Create and start services

Once all services are properly scheduled, these can be installed as Windows
services and started as described above.

Log files

Service log

As each service executes, status and error messages are written to the
Connect-It log file. This file is created in the location defined in the Service
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Console for each service. The logs contains general information about each
execution of the Connect-It scenario, including whether it has run
successfully or not. The log file includes information on the following types of
errors:

= Mandatory files that are missing or damaged
= Incorrectly configured connectors
=  Mapping errors

= Document Type Definition errors

A
2007/04/11 11:05:0.164 3 2 Document(s) produced ignored: 14
2007/04/11 11:05:0.164 4 4 CreateDevice: 7
2007/04/11 11:05:0.180 4 4 UpdateDevice: 7

f

Apart from these general points, the Connect-It log will also report on any
information retrieved from the OVO database and not transferred to
ServiceCenter, because it already exists or because it has not changed. These
nodes and message groups will be recognized in entries similar to the extract
shown below.

Note that the number of node-related documents ignored may be higher than
the number of documents produced by the OVO Node Bank connector. This is
because each document is evaluated twice, once to see whether an insert
should be done, and a second time to see whether existing data should be
updated. As message group data is only inserted, and never updated, these
are only evaluated once.

Insert/update xml logs

Each time a scenario is executed, information on the inserts and updates that
were performed is logged in XML format. By default these log files are
located in C:\Program Files\HP OpenView\data\log, but a different location
can be specified with the configuration for the XML connector. These log files
are named as follows:

sc-nb-NewNodeResultxxx.xml (node inserts)
sc-nb-UpdateNodeResultxxx.xml (node updates)
sc-nb-MessageGroupResultxxx.xml (message groups).

Here, ‘xxx’ refers to a sequence number that will be incremented each time a
file is generated.

Be aware that new instances of these log files are not created every time a
scenario is run — this only happens when inserts and/or updates are
performed, in other words when at least one document is actually processed.
As the Connect-It log shows the numbers of documents that were processed,
it indicates whether the log files exist.

An example of the xml files is shown here. In this file, each
<DeviceResponse> tag contains data on one OVO node being transferred.
The values are:
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Name The machine name or the message group name, which is
used as a key

Status SUCCESS or FAILURE for each node

Message May provide additional information

Zero, one or more | Provides more detailed error information.

DetailMessage
entries

<?xml version="1.0" encoding="1S0-8859-1"7?>
<DeviceResponseList>
<DeviceResponse>
<Message>Success</Message>
<Status>SUCCESS</Status>
<Name>merlin.mydomain.com</Name>
<Messages>
<DetailMessage>
<Message>ClI record updated.</Message>
</DetailMessage>
</Messages>
</DeviceResponse>

</DeviceResponseList>




Configure Outage Integration

This section describes the activities listed below.

1.
2.

3.
4.
5.

Import the ServiceCenter unload file file into ServiceCenter.

Manually configure existing files and objects in Service Center. This consists of
the following tasks:

e Add two new outage fields to the dbdict file.

e Create new outage fields in any required device formats or subformats.
e Add alias fields in the cm3r and cm3t files.

e Add new link lines for Change and Change Task.

e Amend the cm.view State record.

e Add new Tab and Sub-form to Change and Change Task formats.

e Add a new tab to the related records Tab.

e Add a subform to the Change or Change Task formats.

In addition, the following administrative tasks are described in Appendix D
and Appendix E:

e How to configure the OVO Outage table clean-up schedule

e How to configure the slamodulecontrol table
Configure the upload process on each OVO Management Server.
Schedule the Extraction and Upload Processes.

Configure the Connect-It scenario for outage integration.

Import the unload file into ServiceCenter

The procedure is as follows:

1.

o g~ w DN
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Ensure that the ServiceCenter unload file included in the installation package for
Windows is accessible from the ServiceCenter client.

Start the ServiceCenter client.

Go to Database Manager.

Select Import/Load.

Navigate to the <InstallDir>/newconf/conf/sc directory.

Select the correct unload file for the ServiceCenter version you are using. Select
unload file sc-outage6.1l.unl for SC 6.1 or sc-outage6.2.unl for SC
6.2.

Start the import by clicking Load Foreground (F1)

The error messages shown in the screen below will appear when you load the
unload file, but can be ignored. The error messages result from related
information between certain objects being loaded in a different order, that is,



the message appears before the display screen is loaded. The message is
displayed because the display options are loaded before the display screen,
and cannot therefore reference the display screen.

€23 No display screen named "Owvo. display” found. Compile aborted.
€23 o display screen named "Ovo.display™ found. Compile aborted.
€23 No display screen named "Ovo.display™ found. Compile aborted.
€3 o display screen named "Ovo.display”™ found., Compile aborted.
€23 Mo display screen named "Ovo.display”™ found, Compile aborted.
€23 N display screen named "Ovo.display™ found. Compile aborted.
€23 o display screen named "Ovo.display™ found. Compile aborted.
€3 No display screen named "Ovo.display™ found. Compile aborted.

The following error message relates to SC v6.2 unload only

@' Contact: OVO INTEGRATION syncronized
(i) Could not find operator with "name”: ovo to syncronize to.

In this case the contact record is loaded before the operator record, and at
that point cannot relate to the operator record. Once the operator record
loads, the two records are synchronized.

Manually configure existing ServiceCenter files and objects

Add Outage-related fields to Device File

Add two fields (attributes) ovo.node.type and ovo.management.server
to the dbdict file. This procedure is described in the section on Node Bank
integration. See Adding Fields to device file.

Add Outage-related fields to Formats or Subformats

Add the new OVO Outage-related fields from the device table (described in
Adding Fields to device file) to any required formats/subformats, for example
to device.computer.info. This depends on the formats used by the client.



Computer Information
Machine Name: Bios ID:

IP Address: || | Bios Manufacturer: | ||:F |Q |
IPx Address: | | Bios Model: | ||:F |Q |
MAC Address: | | Pawer: | |
Subnet Mask: | | Total Disc Capacity (Gb): | |
Default Gateway: Free Disc Capadty (Gh):
05 Mame: Agent Port:
QS Manufacturer: | = | Q Agent Password:
QS Version: OO Mode Type:

VO Management Server: -

-
4 [ B

Add alias fields in the cm3r and cm3t files

These fields are required for linking the OVO Outage Sub-form to the Change and Task
forms.

Type dbdict from the ServiceCenter command line.
Enter cm3r in the File Name field and click Search.
Position your cursor on the number field and click Edit.

Click Create Alias and enter number .vj . ovo as alias.

a M wnh e

Repeat this procedure for cm3t. The entry details are shown below.

I field.window x|
Tools
v OK 3 Cancel <} Previous & Next s w
(i) Alias created. You may medify the name if necessary. @ =
ol
Name: | number.vj.ovol | Structure: header
Type: |character | - | Level 2
Index: 1
Change
Filename: cm3r

Add an alias for the number field with the following name and type:
Name: number.vj.ovo

Type: Character
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a > v DR

Change Task

Filename: cm3t

Add an alias for the number field with the following name and type:
Name: number.vj.ovo

Type: Character

Add two link lines for Change and Change Task

) Perform the procedure described below twice - for the Link records for Change (Link:
cm3r) and for Change Task (Link: cm3t).

In the Change and Task formats, the OVO Outage records are displayed in
the Sub-form on the Related Records Tab. This Link change makes it
possible to open the OVO Outage record when it is double clicked from the
Sub-form list

First new link line

Enter 1ink from the command line.

Enter the name of the link (cm3r or cm3t) and click Search.
Scroll to the end of the Source Field Names column.

Click Add.

Add the first new link line. The input is shown below.

Source Field Name: number.vj.ovo
Target File: ovooutage

Target Field Name: source.number

Add query:

Comments: VJ ONLY

|number.vj.c-vc- | ovooutage source.number W1 OMLY
ovo.id ovooutage ovo.id Squery

6. Save the record and click Select Line for the link structure for the new line.

7. Add the following information and save.

Expressions: $fill.skip=true



Field (From/Source): File {To/Target): Format (To/Target): Field (To/Target):
|number.vj.ovc- | ovooutage | | | |source.number

Comment: WIOMNLY

Query: |

QBE Format: | | Structured Array Mame: ,—

«p Expressions | < Javascript |

sfill skip=true

Second new link line:

8. Add the second new link line. The input is shown below.

Source Field Name: ovo.id

Target File: ovooutage

Target Field Name: ovo.id

Add query: $query
number.vj.ovo o'vlooutage source.number W3 OMLY
[Evo.id | ovooutage ovo.id Squery

9. Save the record and click Select Line for the link structure for the new line.

10. Add the information below and save.
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Expressions: Squery= “ovo.id=cursor.field.contents()”
Field (From/Source): File (To/Target): Format (To/Target): Field (To/Target):
|,':|\-'0.id | ovooutage | | | |0v0.id
Comment:
Query: Squery
QBE Format: | Structured Array Name: |

4 Expressions | & Javasaipt |

squery="ovo.id=cursor. field. contents ()"

Amend the cm.view State record

Enter doc from the ServiceCenter command line.

Select the States icon from the list displayed.

On the State Definition form, enter the values shown below.

State:

Display Action
Process:
Condition:

Save First:

cm.view
ovooutageadd
ovo.outage.add
true

true
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tate Definition

State: cmL view
Display Screen: cm.view.display ||:|’ |Q
Initiglization Process: |cm.u|:udate ||:F |Q. |
Format: |view.defau|tin 5L.phase
Input Condition {view state anhy]:
on-base methods
Display Action Process Name Condition Save First
approvedocumentint cm.km.approveint true
retiredocument cm.km.retire true
revertdocument cm.km.revert true
transferdocownership cm.km. transfer true
editdocument cm.km. edit true true
km.addfeedback cm.km.addfeedback true
km. delfeedbadk cm.km. delfeedback true
km.loadfbtext cm.km. loadfbtext true
approvedocumentext cm.km.approveext true
kmsearch kmmappedsearch true
nextkmphase cm.km.next.phase true true
fillkmowner cm.km. select. owner true
filkmassignee cm.km.select, assignee true
unowned cm. km. unowned true
assignedtome cm.km.assignedtome true
[ovooutageadd | ovo.outage.add true true

Add new Tab and Sub-form to Change and Change Task formats

) The Change and Task Formats requiring this Sub-form are dependent on the format
used by the client.

The unload file contains an example format (cm3r.ovo.default.g) on which the
OVO Outage Tab is displayed.

On the required forms, for example cm3r.plan.default.g, add a new Tab
to show related OVO Outage records.



Add a new tab to the related records Tab

Change No.: Ext. Project Ref.:
Category: |ﬁ Planned Start:
Subcategory: Planned End:
Phase: |ﬁ

& General | < Description | < Contact | g Plan | < Estimate | < Associated Cls | < Approvals | < Tasks | < Attachments | < Related Records | <3 Workflow |

4 Incidents | < Interactions | 4 Quotes | < Known Errors | < OVO Qutage |

Outage Start | Outage End |Known Errors |y e cted €1 | Returned Message | Message Type |

Add a subform to the Change or Change Task formats

The properties are shown below.

Format: ovooutage.vj

(This is a Sub-form included in the unload file)
Virtual Join: true
Display Blank: false

Display Using Table: true

Input: number.vj.ovo

This concludes the manually configuration of ServiceCenter

Configure the upload process on each OVO Management
Server
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From the /opt/OV/bin directory, run the setup shell script ovsc-setup. sh.
The script does the following:

Creates the configuration files required by the SC-OVO/U Outage
integration

Creates the intermediate outage tables sc_outage and
sc_outage_status in the Oracle database (usually but not necessarily
the Oracle database of (one of) the OVO Management Server)

Registers the OVO Management Server in the sc_outage_status table



The ovsc-setup.sh script prompts the use for input related to the
following areas:

e The locally installed Oracle environment

e How to connect to the Oracle database that will hold the intermediate
outage tables

e How to connect to the Oracle database used by the OVO Management
Server

Run the ovsc-setup.sh script on each OVO Management Server
participating in the Outage integration.

Schedule the Extraction and Upload Processes on each OVO
Management Server

The extraction process on the Connect-It server is scheduled using the
Connect-It built-in scheduler. For information on scheduling the outage
scenario on the Connect-It server, see Configuring the outage scenario.

The upload processes on the OVO Management Servers are scheduled using
the crontab utility supplied with all UNIX-based operating systems. Form
more information on scheduling the upload processes, see the section on
Schedules on UNIX . The crontab scheduler must be configured on each OVO
Management Server.

The schedules for the extraction on the Connect-It server and for the upload
processes on the OVO Management Servers must be accurately timed to
ensure that they don’t run simultaneously. Incorrectly scheduled processes
will result in unnecessary server load.

The frequency of processes or the time interval between the processes
depends on latency that is still acceptable between the definition of the
outage in SC and the effect in OVO. For example, if changes or change tasks
are defined well in advance, a frequency of synchronization of 1 per hour will
be sufficient. One should schedule the extraction process on the Connect-It
server to occur just before the upload processes on the OVO for UNIX
management servers will run. The duration of the upload processes can be
viewed using the ovsc.sh command line utility. Enter ovsc.sh -status
from the command line.

An example of the output of the ovsc.sh —status command is shown

below.

Management server Status Last run Duration
Connect-1t server Finished 01-06-2007 10:00:00 00:01:12
ovoserverl.mydomain.com Finished 01-06-2007 10:04:14 00:00:13
ovoserver2.mydomain.com Running 01-06-2007 10:05:27 00:00:00
ovoserver3.mydomain.com Ready to run 01-06-2007 09:06:15 00:00:14
ovoserver4.mydomain.com Ready to run 01-06-2007 09:07:09 00:00:08

The example shows the extraction process on the Connect-It server run at
10:00 and took 1 minute and 12 seconds. The upload proceses on the 4 OVO



management servers are scheduled to run every hour at 4, 5, 6 and 7 minutes
past 10:00.

Background information about scheduling the extraction and upload
processes

The extraction process of the Outage Integration runs ons the Connect-It
server whereas the upload process runs on the OVO for UNIX Management
Servers. All processes need to be synchronized, i.e. the extraction processes
and the upload process are not allowed to run simultaneously. During the
update of the intermediate sc_outage table by Connect-It the upload
process is not allowed to read the table to prevent data inconsistency.

All processes run on separate hosts and must notifiy each other about their
running or finished task. The communication is perfomed through the
database that holds the sc_outage_ status table. This table is used to keep
both processes informed about the status of each other.

The table sc_outage_status contains the following columns:

Column Type
MGMTSERVER VARCHAR2(80)
STATUS VARCHAR2(12)
LASTRUN DATE
DURATION VARCHAR2(8)

Each OVO for UNIX Management Server is represented by one record in the
table. There is also a record for the host that runs the Connect-It process. The
mgmtserver column contains the hostname of the OOV for UNIX
management server or the Connect-It server. The value of the mgmtserver
column of the record that represents the Connect-It server is ‘Connect-It
server’.

The status column contains the current status of the process running on the
management server. The values of the status column are:

e Ready to run — The process is ready to run

e Running — The process is currently running

e Finished — The process has finished

e Failed — The process has failed

e Stopped — The process doesn not participate in the process flow

The column lastrun contains the date and time the process has run for the
last time. The column duration contains the time elapsed between the start
and the end of the process.

The process flow is as follows. The extraction process runs at scheduled
intervals on the Connect-It server. Next the upload processes run on each
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OVO management server. Only when all upload processes have finished the
extraction process runs again.

The process flow is implemented as follows. The extraction process is
scheduled using the built-in scheduler of Connect-It. The upload processes
are scheduled using the scheduler of the Operating System.

When the extraction process start to run it first checks if no upload processes
are running on the OVO Management Servers. It does so by checking the
status column of the record in the sc-outage_status table that represents
the Connect-It server. If the status is ‘Ready to run’ then it changes the
status to ‘Running’ and starts to run. If the status is anything else then it
just exits and will start at the next scheduled run. Once the extraction
process has finished it changes its status to ‘Finished'.

When an upload process starts to run on an OVO management server it first
checks the status of the extraction process by checking the status column of
the Connect-It server record. If the status is ‘Finished’ then it changes the
status of its record to ‘Running’ and starts to run. If the status is anything
else then it just exits and will start at the next scheduled run. Once the
extraction process has finished it changes its status column to ‘Finished'. It
then checks the status of the upload processes of the other OVO Management
Servers. If all of them are ‘Finished’ then it changes the statuses of all
management servers including the status of the Connect-It server to ‘Ready
to run'.

When the upload process on an OVO management server cannot run, for
example when the server is down or disconnected from the network, then this
could cause a standstill of the whole synchronization process. Therefore, this
management server must be removed from the list of participating servers by
setting the value of the status to ‘Stop’ for this management server. This is a
manual action and can be performed on any OVO management server with
the comand ovsc.sh —stop <mgmtserver>. To add the server to the list of
participating servers the status must be set to ‘Ready to run’. This can be
done by issuing the command ovsc.sh —start <mgmtserver>.

When the upload process on an OVO/U management server fails, for example
when the OVO database is not accessible, then the value of status is set to
‘Failed’. However, the server will continue to participate in the
synchronization process. With the next scheduled cycle of the failed last
upload process the status of the failed server is set to ‘Finished’ upon
succesful completion of the process.

Collisions of the upload process on the same OVO Management Server, that
is when two or more processes are running simultaneously, are prevented by
using a lock file. When the process starts it looks for the lock file. If the lock
file exists the process exits immediately. If the lock file does not exist it is
created. Just before the process has finished it removes the lock file. By
default the lock file is sc_outage. Ick and is located in the directory
$DATADIR/tmp.

The command line interface ovsc.sh allows you to view or modify the status
of the processes in the sc_outage status table. Additionally ovsc.sh
allows you to view the contents of the sc_outage table that holds the outage
data extracted from ServiceCenter. ovsc.sh accepts the following
parameters:
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Parameters
—help
—version
—status

—start [<OVO Management
Server>]

—stop [<O0VO Management
Server>]
—register [<0OVO

Management Server>]

—unregister [<0VO
Management Server>]

—outage

—outagedetail <0VO id >

Description

Show detailed help

Show the version of the ovsc.sh command
Show the status of the processes on all servers

Set the status of the specified OVO Management
Server to ‘Ready to run’. When the OVO
Management Server is omitted the local server
is used.

Set the status of the specified OVO Management
Server to ‘Stopped’. When the OVO Management
Server is omitted the local server is used.

Insert a record for the specified OVO
Management Server in the sc_outage_table.
When the OVO Management Server is omitted
the local server is used.

Delete a record for the specified OVO
Management Server from the sc_outage_table.
When the OVO Management Server is omitted
the local server is used.

Show the outage information that is retrieved
from ServiceCenter and stored in the
intermediate sc-outage table.

Show detailed information of a given outage.
The OVO id of the outage record is mandatory
and can be found using the outage command

Example output of the command ovsc.sh —outage:

OVO id Node

ovol mngdnodeA _mydomain.com
0ovo2 mngdnodeA.mydomain.com
0ovo3 mngdnodeBmydomain.com
0ovo4 mngdnodeB.mydomain.com

0V05 mngdnodeC.mydomain.com

Start time

End time Operation

02-06-2007 02:00 03-06-2007 23:00 SUPPRESS
02-06-2007 17:00 02-06-2007 22:00 SUPPRESS
02-06-2007 01:00 02-06-2007 03:00 LOGONLY
02-06-2007 01:00 02-06-2007 03:00 SUPPRESS
02-06-2007 00:00 09-06-2007 00:00 SUPPRESS

Example output of the command ovsc.sh —outagedetail OVO1:

OovVO id : 0vo1

Table : cm3r
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Reference

Node

IP address

Down start time

Down end time

Message operation:

Severity
Message group
Message type
Outage object
Status variable
Application
Service name

Outage text

: C14
: mngdnodeA.mydomain.com
: 12.34.56.78

: 02-06-2007 02:00
: 03-06-2007 23:00

SUPPRESS

: Database

: Oracle



55

Schedules on UNIX

This section describes how to configure the upload schedules using UNIX
crontab.

The entries in a crontab file are lines, each of which contains six fields. The
fields are separated by spaces or tabs. The format of each line is as follows:

minute hour monthday month weekday command

The first five fields are integer patterns that specify when the sixth field,
command, should be executed. The permitted range of values for each field is
shown below.

Field Used to represent... Permitted Values
Minute The minute of the hour 0-59

Hour The hour of the day 0-23

Monthday The day of the month 1-31

Month The month of the year 1-12

Weekday The day of the week 0-6 (0=Sunday)

More information about crontab can be found in the man pages.

Crontab Schedule Examples

Run the outage synchronization every hour on the hour:
o * * * * /Jopt/OV/bin/ovsc-outage.sh

Run the outage synchronization every 6 hours:
o 0,6,12,18 * * * /opt/OV/bin/ovsc-outage.sh

Run the outage synchronization once a day at 1 AM:
0O 1 * * * /opt/OV/bin/ovsc-outage.sh

The file sc-outage.cronjob, located in the /var/opt/OV/conf/sc directory,
contains a number of examples. Comment out the schedule you want to use
and then run the crontab command to activate the schedule. Do not overwrite
existing schedules.

To check for existing schedules, enter # crontab -1. If no schedules exist
then issue the following command:

# crontab /var/opt/OV/conf/sc/sc-outage.cronjob

If schedules exist, then edit these by entering # crontab -e. Add the
entry for the SC outage using one of the examples from the sc-
outage.cronjob file.



Con!lgure Connect-It !or Outage Integration

The Service Console

The Service Console is a graphical tool for managing services that implement
a Connect-It scenario. The console is installed as part of the Connect-It
installation on a Windows machine. Using the console you can define,
configure, and schedule a scenario, and then install and start a Windows
service to implement the scenario. This section discusses how to use the
console to configure, schedule, and run the Outage integration.

{#} Service Console =]

Ele Edit ZService Help

/ Service |, Scenario |:r Status |Jr Last update Mew

Dielete
Irztall
I ririztall
! | | ﬂ Start
Detail of service
| Stop
Service:
Scenario: | ﬂ LCarfigure...
Optints: | Seheduling,..

Log file:l ﬁ Manitors...
The service gtarts in account: Charige Log =

Meszage | [ate |

220PM

Configuring the outage scenario

This section describes how to configure, schedule and start the outage
scenario.

The sc-outage scenario transfers data in the ovooutage table defined in
ServiceCenter to an intermediate sc_outage table defined in the Oracle
database on an OVO Management Server.

The scenario is located in the data\conf\sc directory relative to HP
OpenView install directory. Normally the install directory is C:\Program
Files\HP OpenView\data\conf\sc.



{¥ Service Console _ (O x|

Ele Edit Service Help

/ Service |f Scenario |f Status |Jr Last update Hew

To configure .
[elete
Iinztall
[ hirigtall
- | | j Start
Detail of service
|| Stop
Service:
Scenarnio: | g Lanfigure...
Optints: | Scheduling...

Log fi|'33| g Minitars, .
The szervice starts in account: Local Systern Change .
Log file..

Meszage | [ate |

[Create
Cancel
224 PM

1. Create a new service for the Service Console. Open the Service Console and click
the New button.

2. In the Service Console screen that appears, enter values for the fields shown
below.

Service Enter a name for the Windows service you want to create, for
example sc-outage. This will generate a service called Connect-
IT service (sc-outage).

Scenario | Enter the scenario file to use, normally C:\Program Files\HP
OpenView\data\conf\sc\sc-outage.scn

Log file | Enter a location for the Connect-It log. The suggested location is
C: \Program Files\HP OpenView\data\log\sc-outage.log. This
is not the value that appears automatically when you enter a
value in the Service field.

3. Click the Create button. You can now configure, schedule, install, and start the
service, in this order.

57



Configuration

4. Click the Configure button to display a list of scenario connectors, as shown in
the screen below. Five of these need to be configured; their configuration will be
described here. In order to do the actual configuration, select the connector and
click the Configure connector button.

_ioix

Ele Edit Service Help

4 Service |»‘ Scenaria |f Status |»‘ Lazt update | Hew

& zC-outage C:%Program FileshHP Opentfie... To configure
Delete
Iiztall
| Uirstall
4

| |
Start
Detail of service =
Service: |sc-outage Stop

Scenario: |C:\F'mgram FilestHP Opertiemwtdatabconfscisc-outage. son

Dptlons:l Scheduling...

Log file: |E:\Program Files'HP Open\iewhdatatloghsc-outage. log g

T omitors. .
The service starts in account: Local System Change
Loglile...
Meszage | Date |
o You muszt configure the scenario before inztalling or starting the service 'sc-o... 5/21/2007 4:02:45..

4:02 P

% Connector configuration {C:'\Program - |I:I|5|

4 Ligt of connectars

: celenter Web Se Bl :
g W0 Unix intermediate table [myQraclel) sertd ameForl0Y 0D A. .
gL %0 UMIE Status Determination [myQraclel serM ameFarh
eq. %0 Uniw Srz [y raclel zeft ameF ardWO D atabaze on my...
gL %0 Uniw Destination [myOraclel zet ameF o0 0D atabas. .
Tl [ ata generator for Service Center WebService

t appirig for extracting outages from ServiceCenter [Basic en...
I b apping for update status and delete intermediate table [Bas. .
I b4 apping for returning meszages to ServiceCenter [Basic end...

1 aer

«

| i

EE Configure connector Y alidate | Cancel |

First configure the OpenView ServiceCenter Web Service connector. The
values to be adjusted are on the second screen of the configuration wizard. In the

second screen (Define the connection parameters) shown below, enter the
following values:




Server name

Replace the string myServiceCenterServer with the fully
gualified domain name of the ServiceCenter server. If this
server does not use the default port 12670 to run the
ServiceCenter Web Services, enter the appropriate number.

Service Name

‘OVO’

Login Use the default account ‘ovo’ or enter a valid ServiceCenter
account. Ensure that you take the time zone issues
associated with the ovo account into consideration.

Password Enter the password for the ServiceCenter account (if any).

"~ Wizard: '"Configure the connector’. - |EI|5|

Define

Ente

Test

Lagit

name’ field iz composed of the name or IP address and the
server port, and uses thiz format: 'name:port’.

Server name |myServiceEenterServer:128?0
Cantext path | j
Service name |DVD j

Complete the user and password fields.

Password |

the connection parameters

r the WebServices parameters of the server. The "Server

the connection

Test

|D\-‘D

< Previous

Einizh | Cancel |

6. Click the Test button t

o test the connection. If the test is successful, click the

Finish button to finalize it.

There are four connectors that are linked to the database underlying OVO Unix.

These tables are named as follows:

—  OVO Unix intermediate

— OVO UNIX Status Determination
-  OVO Unix Src

— OVO Unix Destination.

— The configuration for these connectors is identical, and is
performed on the third screen of the wizard. Enter values
according to the following table.
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10.

11.

12.
13.

Server Replace the placeholder ‘myOracleNetAliasFor OVODatabase’
with the Net Service Name for the OVO database server. This is
(one of) the Net Service Name(s) defined in the Net
Configuration Assistant.

User Replace the placeholder ‘myOracleUserNameFor OVODatabase’
with the user name for the Oracle account holding the OVO
data (generally opc_op)

Password | Enter the password related to the user name given above.

- Wizard: "Configure the connector’. o ] 4|

Configure the database server connection.

Configure the database server connection.

,'_ " coer |myE|rau:IeNeLﬁ.IiasForDVDDatabase

w User |m_l,lDlacIeL| serNameFor0VODatabase

Password |

Enter the name of the diagram owner if different from the user.

Diagram owner |

Test

Test the connection

< Previous |

Finizh | Cancel |

Click the Test button to test connection, and when successful, finalize it with a
click on the Finish button.

In the Connector configuration window that reappears, click the Validate button
to finish configuring the scenario.

Scheduling

Once you have configured the connector, the Scheduling button in the Service
Console screen is now available. Click this button to display the Edit Scheduling
screen. Click the Edit Schedulers button.

In the Scheduler editor screen, select the outage schedule. This is pre-set to run
every five minutes, and can be adjusted. Ensure that you save any changes you
make.

The schedules for extraction on the Connect-It server and for upload processes on
the OVO Management Servers must be accurately timed to ensure that they never
run simultaneously. See Scheduling the Extraction and Upload Processes.

Click the Close button, and click Validate to check the editor changes.

Close the Edit scheduling window.
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¥ Scheduler editor =10 x|
Schedulers | D
6 Once

& Synchronous m

outage schedule

I arme:; |outage scheduls

[ ext wakeup: | j

[ ey [ Karth [ ear
Diays:| Daily =] [en [ [en
Times:|Feriocical -/ | CTUSIGI | :0-24.00
Diuring period: | Srmin _|§I Dutside of period: |0s _IEI

Preswiew:

Pressiew

Close

Create and start a service

The Service Console now looks similar to that shown below. A service has
been defined, but no corresponding Windows service has yet been created, nor
has it started executing.

To create a Windows service place your cursor on the service and click the
Install button. Connect-It creates a service for the selected Service. It will be
named Connect-It service (<service name>), so clicking the Install button in
this example will create the service Connect-It service (sc_outage). The
services you create are Windows services that can be monitored and managed
through the services interface of the Windows operating system.
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=lolx|

Fle Edit Service Help

7 Service |, Scenario |Jr Status |, Last update | New

& sc-outage C:%Program FilezsHF Dpenie. ..
Delete
Inztall
Uirztall

1 »
| = = | J Start
Detail of service
. Stop
Sevice |$-:--:utage
Scenario; |C:\F'mgram Files\HP Operview'datatconfschac-outage. scn g Canfigure...
Dption&:l Scheduling... |

Log file: |C:‘\F‘rogram FilestHP Operiemwtdatatloghsc-outage. log g .
Monitors...
The zervice startz in account: Local System Change .
LLogfile...

Meszage | Date |

459 PM

Once the service has been created, you can ensure that it starts automatically
when the Connect-It server boots up. Do this by making it an Automatic
service in the Windows services interface. Once installed, the service can also
be started and stopped from the Service Console by clicking the Start button
or Stop button. To remove the service, click the Uninstall button.
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6 Customizing Node Bank Integration
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The sc-nb scenario, as it is delivered, provides for a limited amount of data to
be synchronized between the OVO Node Bank and the CMDB in
ServiceCenter. The attributes to be synchronized are defined in two
mappings, defined on the Mapping Nodes to SC connector. The mappings,
especially the one for updates, use several Basic scripts to achieve
functionality that transcends simple attribute-to-attribute mappings.

Document Mappings in Mapping Nodes to SC

There is a mapping for inserts (destination is CreateDevice) and a mapping
for updates (destination is UpdateDevice). The mappings take the documents
from the OVO Node Bank database (document type OPC_NODES) and
transform them into documents that are consumed by the CreateDevice and
UpdateDevice methods in the OpenView ServiceCenter Web Service -
insert or update Nodes.

It is possible to add more attributes to these mappings, thereby extending the
range of attributes that is synchronized. This is done within the Connect-It
Scenario Builder. Choose Edit a mapping and then double-click the
appropriate mapping, or click on the new icon shown in the screen below.
Adjusting a simple mapping is then a matter of clicking, dragging, and
dropping. Often, a Basic script has to be edited as well.

¥ select a mapping =10l =]

The mapping box enables you to create, edit or delete a mapping. The
mappings that have already been created are sorted according to the
zource document type produced.

Source/Mapping | Destination Description |
= OPC_MWODES [OP...
M OFC_NODES-.. B iCreateDevice |[... |
&% OPC_NODES-.. pdateDevice ..

rejn e}

Cancel

The attributes for the devices are shown in the Model— Instance section of

the screen below, under “Device”. The attribute mapping on columns in the
OVO Unix tables, and the Basic scripts used, are shown in the table at the

end of this section. In the Basic scripts, some global functions (formatIP ()
and nodeType ()) are called; these are defined in the sc-nb.bas file.

Please note that the ConfigurationltemType attribute is only set in the
mapping for CreateDevice. The value is hard coded to read “computer” so it



can serve as a default value for the type, to be changed by ServiceCenter
operators when appropriate.

For the mappings to function properly it is also essential to map the
[OPC_NODE_NAMES.NODE_NAME] column on the ‘keys.Configurationmltem’ of
the ‘CreateDevice’ method. This serves as the primary key.

Element

|»

- [E] OPC_NODES

Bl AGEMT_ID

B AGEMT_TYPE_NUMBER
AGENT_VERSION
AGT_INST_DIR
AGT_INST_TIME
AUTO_RES_MOD_FLAG
AUTO_SW_INST_FLAG
BUFLIM_ENABLE
BUFLIM_SEVERITY
BUFLIM_SIZE
CERTIFICATE_STATE
CLUSTER_PACKAGE
COMM_ATTR
COMM_TYPE
COMPR_PKG
COMPR_PKG_TRANS
CONSOLE_FaR1
CONSOLE_FR2
CONSOLE_F&R3
CONSOLE_PATH
DEFAULT_FONT
DEFOT_ACCESS_METH
DEFOT_NAME
DEFOT_MODE_ID
HEARTREAT_FLAG
HEARTREAT_INTERVAL
HEARTREAT_RETRY
HEARTREAT_TYPE
INST_METHOD
INST_USER
15_PROKY
15_WIRTUAL
LABEL
LAST_INSTR_DISTRIE
LICENSE_TPE
LOCAL_AGT_INST_TIME

BEEHOEHE000EEEE00EEEEDEEEREEERE00E00000E0EB

Mapping

+Hn EE

¥ Edit mapping

SEEs

Fast access to menus:| Select a menu

Element

| Mapping

- [E] CreateDevice
= % CreateDeviceRequest
= % madel
- % instance
Configurationltern
ConfigurationlternT vpe
IPAddress
MNodeType
s ManagementServer
= & ManagementServer
B tanagementSer. .
= keys
B Configurationltemn

s BB EE

dim machineM ame as Stringdin filker &5 Stingdim queyObject a:

[OPC_MNODE_NAMES. MODE_MNAME]

refval = "computer”

teffal = formatl pl[OPC_NODE_MAMES.IP_ADDRESS])

retval = nodeType([OPC_NODE_MAMES NODE_NAME] [OPC
Dirm Err as IntegerErmr = PifSetString all"CreateD eviceR equest,

[OPC_MODE_MAMES NODE_MAME]

| ol

Mapping name: | 0PC_NODES-CreateDevice

Source document tepe |D PC_NODES

Target document type: |CreataDevica

LOCAL LAST INSTR DISTT# .
—‘I—I b General ‘ (ﬁ Mapping ] (‘:& Additional scripts J € Executing

Basic scripts used in the mappings

Element
= CreateDevice
= % CreateD eviceR equest

B attachmeniData

B attachmentinfo

B ignoreEmptyElements

= % model
B query

- % instance
AszselTag
AssignmentGroup
Building
Company
Canfigurationltem
CanfigurationltemS ub
CanfigurationltemT yo
CartactM ame
Critical
Department
Floor
|Phddess
Location

LocationCode

Il anagementS erver
odel

NodeType
ParentDevice
Parthumber

HEHEHODEEAEEEEEEEEE0E0 @B

B SeriaMumber
B Status
B 5pstemDawn
B uniquequery
B |JpdatedBy
B vendor
+ W attachments
+ W kevs

: o

Cancel

Apart from the Basic scripts used in the attribute mappings, two scripts have
been defined at the level of the mappings as a whole, one in CreateDevice and
one in UpdateDevice,. These scripts share some elements that will be

described here.

Use of the device document type

The Basic scripts often use the document type device defined on the Service
Center existence check connector. This is an instance of the ‘old’
ServiceCenter connector that is built on top of the so-called event services.
This document type is called upon to check the existence of a counterpart in
the ServiceCenter database for each row (‘document’) produced by the OVO
Node Bank connector. This checking requires the use of a filter, which is not
available in the ServiceCenter Web Services connector.

When needed (basically for every row retrieved from the OVO database), a
document is opened programmatically as a queryObject by the

65



66

pifNewQueryFromFmtName() function. This uses the connector and
document type names as parameters, and a filter. The returnCode variable
then registers the result of retrieving the single row (pifQueryNext()
function). A test on the ‘returnCode’ reveals whether the document exists.
This information is then used to determine how to proceed.

The exact test executed is determined by the filter. This can be a simple
existence check, as used in the Create Device mapping, but it can also be a
check whether the values found in the Service Center database differ from
those read from the OVO database, as used in the Create Device mapping.
The filter itself is a simple String value, with a syntax very similar to a SQL
“where” clause.

The device document type is used for this kind of checking in two scripts:

In the CreateDevice mapping it just checks whether a given device exists in
ServiceCenter. The filter is created by two lines of code:

machineName = [OPC_NODE_NAMES_NODE_NAME]
filter = "logical.name = " & chr(34) & machineName & chr(34)

If the device already exists, the function PiflgnoreDocumentMapping() is
called to assure it is not created a second time in ServiceCenter.

In the UpdateDevice mapping a more elaborate check is performed. In this
case the existence of a device with identical values on mapped attributes
(when comparing the value in the OVO database with the one in
ServiceCenter) is ascertained. In the default mapping this is limited to the
node type and the IP address. The creation of the filter is a bit more verbose
in this case:

MgmtServer = [OPC_MGMTSV_CONFIG.OPC_NODE_NAMES.NODE_NAME]
ovoNodeType = nodeType(machineName, MgmtServer)

rawlp = [OPC_NODE_NAMES.1P_ADDRESS]

ipAddress = formatlp(rawlp)

filter = filter & " and ovo.node.type = " & chr(34) & ovoNodeType
& chr(34)& " and network.address = " & chr(34) & ipAddress &
chr(34)

The decision whether an actual update must be performed, should also take
into account the values for the ‘Management Server’ attribute. This is
described in the next section.

Working with array values

The ManagementServer attribute is an Array value. This has implications for
the way it must be treated in the Basic scripts.

The way an array value is exposed differs between the ServiceCenter
connector and the ServiceCenter Web Services connector. In the
ServiceCenter connector, and hence in the device document type’ it is a ‘Long
text’ attribute, in the ServiceCenter Web Services connector, and hence in the
Create Device and Update Device document types, it is a collection. In the
Basic scripts that deal with the ManagementServer attribute, it is read as a
String value and written as a collection of strings.

The values in the ManagementServer array are read from the device
document, in which it is the ovo.management.server attribute. This attribute,
like any other that is used in the Basic scripts, must explicitly be made



available in the document. The result of the pifQueryGetStringval ()
function is a string containing the values in the array separated by linefeed
characters (ASCI character 10). The CountValues() function plays a useful
role in determining the number of elements in the array. The
ExtractValue()allows for an easy extraction of the individual values from
this string. Once these are extracted, they are used for two purposes:

At the level of the UpdateDevice mapping, the Basic script checks if the
extracted value is the same as was found for the interfacing Management
Server. If this is the case, there is no need to add a value to the array.

The script defined for the ManagementServer attribute rebuilds the array of
values from the string retrieved from the device document. For each value
found, an element is added to a newly-built array, using the
PifSetStringVal () function with a counter to indicate the element
involved. This function is also used to add the interfacing Management
Server as the final array element.

Adding attribute mappings

67

One can add a mapping by simply linking a column in the OVO database to
an attribute in the Web Services definition. This is done in the central panel
of the screen shown above. In some cases the two values can easily be
mapped, in other cases (depending on the functional requirements) some
Basic programming may be required.

After this linking operation, a newly mapped attribute should be added to the
filter defined in the Basic script at the UpdateDevice level. Normally, only
the definition of the filter must be changed. When more complicated data
types are being used, additional programming may be required, comparable
to what was described in relation to the array values.
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7 OVO Outage Guide for ServiceCenter
Operators

This section explains how to create new OVO Outages from Change Management for Cls
that are Managed nodes. It is written primarily for ServiceCenter operators.

A All operators who wish to add, update, or create OVO Outage records must have the
OVOAdmin capability word added to their operator record.

Managed Nodes

The device table contains information which indicates whether a Cl is a Managed Node. The
screen below shows data in Managed Node fields, which means that this ClI is valid for OVO
Outages.

< System ... | & Compone... | & Software | 4 Contact | “ Location | & Vendor | < Relatio. .. | < Financial | < Scanner | & Outage ... | ?y

73

Ownership

Configuration Ttem: W‘ Status: ,Wm
Subtype: |Desktc-|:- | - |

Asset Tag: Department: Customer Support | fid | qQ
Metwork Mame: PeregrineMain Cost Center:

Domain: |PS_SD | Service Contract: General Support | -
Assignment: ||:F |Q Inddent Category: thd | > |
Serial Mumber: 12345673 Priority: 1 - Priority Onie -
Part Mumber: | 212 |Du |Q | O rending Change?

Manufacturer: |C0|‘|‘|paq | O Critical €17

Model: ||:|500 | O system Down? Effidency:

1]

Machine Name: Bios ID:
IP Address: Bios Manufacturer: ||:f' |Q
IPx Address: | | Bios Model: | |I:f' |Q
MAC Address: Power:

Subnet Mask: Total Disc Capacity (Gb):

Default Gateway: Free Disc Capadty (Gb):

05 Mame: | | Agent Ports | 1738

05 Manufacturer: ||:F |Q Agent Passward:

05 Version: QVO Mode Type: Managed Mode Example
OVO Management Server:

Server 1 Example




OVO Outages in Change Management

Adding and viewing Configuration Items

You can add new OVO Outages from a Change record for one or more valid Cls in the
Change. Cls may exist for both Managed Nodes and Non-Managed Nodes. These are shown

in the Associated Cls tab. You can also add new Cls to the list if required for the OVO
Outage.

The example below shows the Change record with three associated Cls with two Managed
Nodes. Therefore in the example below only OVO Outages for AdamPC and BobPC can be
created (Managed Nodes in the device table).

Change No.: ci4 Ext. Project Ref.:

Category: RFC - Advanced |n Planned Start: 05/09/02 00:00:00 -
Subcategory: Security Changes Planned End: 05/10/02 00:00:00 -
Fhase: |2.plan |w|

@ General | & Descript... | i@ Contact | @ Plan | i Estimate | < Assodiat... | < Approvals | < Tasks | & Attachm... | < Related ... | & Workflow

Assodated Cls
SusiEPC The following features need to be changed for ALL Cls in the list.
AdamPC Changes will be forwarded to the CM database upon acceptance.

éE:.:.t. PC

Entering Outage Dates for Configuration Items

If the Outages for this change have the same Start and End Date for all Cls, then the
Operator first enters these dates in the General tab.

To add a new Outage, click the Add Ovo Outage button on the top menu.
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v OK & Cancel 47 Prev L Next [Ssave O, Find =Fil @Ck}d@

Add Ovo Qutage

o

Add Ovo Outage

A

Change Mo.: cl4

Category: | RFC - Advanced | - |
Subcategory: Security Changes

Phase: 2.plan |ﬁ

Ext. Project Ref.:
Planned Start:
Planned End:

05/09,02 00:00:00

[~

|Ds,’10f02 00:00:00

[=]

< General | < Descript... | @ Contact | @ Plan | < Estimate | < Assodat... | < Approvals | < Tasks | < Attachm... | < Related ... | & Workflow |

Alert Stage:

Adding OVO Outage

—Coordinator —Assigned To
MName: CcM 2 ||-F‘ Name: SYSTEMS ADMIN 1 =
Department: Department: SYSTEMS ADMIN =
Phone: | (858) 431-1187 | Phone: | (858) 481-5150 |
—General rScheduled Downtime
Risk Assessment: 2 - Some Risk - Start: 05/15/07 00:00:00 -
Impact Assessment: 3 - Multiple Users - End: 05/22/07 00:00:00 -
Urgency: 3 - Average - [ configuration Ttem(s) Down?
Priority: 3 - Average
Status: initial
Approval Status: pending

When you click the Add Ovo Outage button, the OVO Outage Information wizard is launc
hed, based on the following conditions:

e OQutage records for the CI(s) for this Change record have not been created

e The Scheduled Downtime Start and End dates entered are valid

e The associated Cls are Managed Nodes

A screen similar to the one shown below appears. It contains information copied from the

Change record and the device table.
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591 Skip @Mass Add

OVO OQOutage Information

Please enter the required OVO Cutage Information to be processed

jinh

Configuration Item:

IP Address:
Qutage Start:
Cutage End:

Source File:

Source Reference:

Returned Message:

| |
| [~]
|SUPPRESS |v|
| [~]
| |
|
|
|
|

| | Application:
|ndamPC | Message Group:
| 196.76.209.131 | Message Operation:
| 05/15/07 00:00:00 | - | Message Severity:
|05,f22,f0? 00:00:00 |v| MessageType:
Object:
|cn13r | Service Name:
[c12 | Stets:
| | Text:
< Preyious | ‘ Next > ‘ ‘ Finiiski | ‘ Cancel

To skip a record, click the Skip button.

14. Enter additional information on the CI currently displayed. Click the Next button to save the
Outage and display the next CI record.

15. Click the Mass Add button if all the optional information applies to all Cl Outages for the

Change record.

If dates are not entered in the Change record before the wizard is run, data must be entered for
these fields for each CI.

If OVO Outages for Cls Already Exist

If you try to add existing OVO Outages from the Change for Cls, the following message

appears:
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Change No.: c14 Ext. Project Ref.: | |
Category: | RFC - Advanced | & | Planned Start: | 05,/09/02 00:00:00 | - |
Subcategory: | Security Changes | Planned End: | 05,/10/02 00:00:00 | - |
Fhase; |2.plan |ﬁ|
<% General | ¢ Descript.., P | ¢ Related ... | ¢ workfiow |
rCoordinator
Name: \ij) Invalid OVO CI(s) found or Valid CI{s) Outage record(s) exists SN =
Department: EMS ADMIN =
Phane: 431-5150
rGeneral - Senegaed DonTTme
Risk Assessment: 2 - Some Risk - Start: 05/15/07 00:00:00
Impact Assessment: 3 - Multiple Users - End: 05/22/07 00:00:00 -
Urgency: 3 - Average - [ Configuration Ttem(s) Down?
Priority: 3 - Average
Status: |initia| |
Approval Status: ||Jer1ding |
Alert Stage: | |

Viewing OVO Outages created for Cls in Change Record for Add/Update/Delete

Use the OVO Outage wizard to create first time Outage records for Cls.

To create new Outages, open the existing OVO Outage records for the CI, enter the new
information add the new record.

To update OVO Outage records, access the records in the same way, make the amendments
and save the record.

To access the OVO Outage records for adding, updating or deleting, use the Related
Records tab on the Change Record. A new OVO Outage tab should be added to the Change

Forms that are used on the client’s system.
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Change No.: c14 Ext. Project Ref.:

Category: RFC - Advanced | ] Planned Start: 05/0%/02 00:00:00 -
Subcategory: Security Changes Planned End: 05/10,02 00:00:00 -
Phase: |;J_,|:,|ar| |a|

< General | < Descript... | < Contact | & Plan | < Estimate | < Assodiat... | < Approvals | & Tasks | & Attachm... | & Related ... | < Workflow
< Incidents | & Interactions | & Quotes | < Known Errors | & OVO Qutage |

Qutage Start | Qutage End | jin] | Affected CI | Returned Message | Message Type |
05/15/07 00:00... 05/22/0700:0... ©OVO1l  AdamPC
05/15/07 00:00... 05/22/0700:0... COVO2 BobPC

Creating further OVO Outages for Cls and Updating existing OVO Outages

To add new Outages for a CI, view the list and double click to open the OVO Outage record.
On the form that displays the record, similar to the screen below, edit the record and click

Save to update, or enter new information for that Cl and click Add to create a New OVO
Outage record.

v OK 8 Cancel cbadd | [H]save [%Delete s -
Add (F1) [ﬁﬂ
1D: | ovo1l | Application: | |
Configuration Item: |AdamPC | Message Group: | | = |
IP Address: 1956, 76.209.131 Message Operation: SUPPRESS -
Outage Start: 05/17/07 00:00:00 - Message Severity: MNormal -
Outage End: 05/24/07 00:00:00 - MessageType: MNew
Object: | |
Source File: |crr|3r Service Mame: |New |
Source Reference: Cc14 Status: New|
Returned Message: Text:

The Updates can be seen in the list and New OVO Outages are added to the list in the OVO
Outage Tab on the Change record.
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Change Mo.: ci4 Ext. Project Ref.: | |

Category: |RFC - Advanced |n| Planned Start: |05f09f02 00:00:00 | - |
Subcategory: |Security Changes | Planned End: |05f10f02 00:00:00 | - |
Phase: |2.plan |ﬁ|

& General | < Descript... | % Contact | % Plan | < Estimate | & .-'-\ssociat...l < Approvals | & Tasks | & Attachm... | < Related ... | & Workflow

& Incidents | & Interactions | & Quotes | & Known Errors | & OVO Outage |

Outage Start | Outage End | jin] | Affected CI | Returned Message | Message Type |
05/29/07 00:00... 05/31/0700:0... OVO4  AdamPC

05/29/07 00:00... 053107 00:0... OVO5 | AdamPC

05/17/07 00:00... 05/24/0700:0... OVO3  AdamPC

05/15/07 00:00... 05/22/0700:0.., ©OVO1 | AdamPC

05/15/07 00:00... 05/22/0700:0... OVOZ2  BobPC

OVO Outages in Change Management for Change Tasks

OVO Outages created in Change Task follow the same process as Change Task and use the
same wizard.

) In ServiceCenter Out of the Box, the Cls from the Change record are all passed into
the Change Task. This means that all the Managed Nodes that are in the Change
record are passed to the Change Task (these may not be displayed in the Task form).

When a Cl is associated with a Task and the Operator creates OVO Outages from the
wizard, the Cls in the Related Change record are also presented if any valid Cls exist.

This can be controlled in the slamodule table, depending on the Client process for
managing Cl information between Change and Change Tasks. The CI Fields in the
Change Task cm3t table can be edited to determine where Cl information is stored.

Adding OVO Outage

The Add OvoOutage button is available when the Change Task record has been saved.

The Operator adds the Cl associated with the Task and clicks Add Ovo Outage, and the
wizard runs as in Change.
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Task Ma.: T16 Planmed Start: 05/06,/02 08:00:00 —
Category: |p|an. 1/2.task |a| Planned End: 05/06,/02 17:00:00 -
Phase: |p|an. 1/2 |ﬁ|

« General | < Description | « Estimate | @ Associated CI | @ Approvals | @ OVO Qutage

Configuration Ttem: [m ||_P |

Type: [ computer | ~Location

Netwark: | PeregrineMain | Name: | BLDG2 |
Status: Warehouse Code: | dm2 |
2K Status: | b Building:

Vendor: | Internal | Floor:

Vendor ID: INT Fioom: | |
Serial Mo.: 12345678

Cost Center: | |

Adding, Updating, or Deleting OVO Outage records related to Change Tasks

OVO Outages in Change Tasks can be reviewed in the OVO Outage Tab.

You access the Outage records to Add new Outages for Cls added, or to update
existing records in the same way as for Change Management Changes.

Task Ma.: T16 Planned Start: [05/06/02 08:00:00 [~]
Category: ||J|ar1. 1/2.task |a| Planned End: |usmsmz 17:00:00 | - |
Phase: |p|an. 12 |ﬁ|

< General | < Description | i Estimate | i Assodated CI | < Approvals | < OVO Qutage |

Outage Start | Outage End | D | Affected CI | Returned Message Message Type |
05/15/07 00:00:00  05/16/07 00:00... QVO7 BobPC




OVO Outage Administration

Operator Records

A All operators who wish to create OVO Outage records must have the OVOAdmin
capability word added to their operator record.

Scheduled OVO Outage record clean up

Purging or archiving Schedule Record

A schedule record for the OVO Outage records can be found which is set to Clean up OVO
Outage records:

Name | background purge/archive

Class | report

There will be more than one schedule record for the above. To identify the record for OVO
Outage, click the Strings tab, as shown in the screen below.

MName: |badcground purgefarchive | Class: |FEI30|'t |
schedule ID: 2571060 Expiration: 05/11/07 06:58:04 | b
Number: 3 Scheduled Class: report

Status: [rescheduled | Action Time: [05/10/07 06:58:27 [~]

< Description | % Javascript | @ Strings | & Mumbers | < Booleans [ Times | < Stacked Queries |

Strings Sirings 1

ovooutage.g =l
ovooutage
outage.end<tod()

purge
append
aeate

update

false
winnt

Configuring the schedule to clean up OVO Outage records

The default OVO Outage schedule is currently set to delete all OVO Outage records with an
Outage End date that has passed the current date/time in the system.
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The line query shown above, outage . end<tod(), can be amended if the client only wishes
to remove OVO Outage records where the Outage end date has passed 10 days ago. The
guery would then be set to outage.end<tod()-“10 00:00:00".

Configuring the Repeat Interval of the Schedule

The client can also set the frequency of execution for this schedule record. The Repeat
Interval is defaulted to run the schedule daily for OVO Outages.

Mame: |bau:kground purge/archive | Class: |report |
Schedule ID: 2571080 Expiration: 05/11/07 06:58:04 | -
Mumnber: 3 Scheduled Class: report

Status: [rescheduled Action Time: [05/10/07 06:58:27 [~]

< Description | < Javascript | & Strings | & Numbers | < Booleans / Times | & Stacked Queries |

FRepeat Interval
100:00:00 b
O Monthly
O quarterly
O semi-annually
O annually

—Description

Echedule for deaning up the ovooutage table records. The Repeat Interval can be amended and =
the query in the "Strings Tab™ can be configured to remove records form a set time,

Problem Status: | |

Application: |pa.main.ap|:l|.bg |

Query: |

Archiving OVO Data using Page table

All history of OVO Outages for Add and Updates are added to an OVO Outage Page table
(ovooutagepage). This copies all new OVO Outages and all updates made to these outages
into a separate table that can be used for reporting. The client should decide how long this
table can exist before it is deleted, as it can grow to a large size.
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Ovold | SourceFile | SourceNumber | OutageStart | OutageEnd | LogicalName | Page | PagelistFormat |
/15/07 00:00:00 | 05/22/07 00:00:00 wizard-ovooutage.page
ovo1 cm3r C14 05/15/07 00:00:00 05/22/07 00:00:00 AdamPC 1 ovooutage

ovo1 amn3r Cc14 05/15/07 00:00:00 05/22/07 00:00:00 AdamPC 2 ovooutage

ovol om3r Ci4 05/15/07 00:00:00 05/22/07 00:00:00 AdamPC 3 ovooutage

ovoz2 cm3r C14 05/15/07 00:00:00 05/22/07 D0:00:00 BobPC 0 wizard-ovooutage.page
ovo3 om3r Ci14 05/17/07 00:00:00 05/24/07 00;00:00 AdamPC 0 ovooutage

ovo4 cm3r C14 05/29/07 00:00:00 05/31/07 00:00:00 AdamPC 0 ovooutage

ovo5 cm3r C14 05/29/07 00:00:00 05/31/07 00:00:00 AdamPC 0 ovooutage

[w]Te]] 3t Ti6 05/15/07 00:00:00 05/16/07 00:00:00 AdamPC 0 wizard-ovooutage.page
ovoy cm3t Ti6 05/15/07 00:00:00 05/16/07 D0:00:00 BobPC 0 wizard-ovooutage.page



The slamodulecontrol table
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The OVO Outage wizard Utility uses the slamodulecontrol table to determine the fields
used to store Cl information, and Outage Start and End dates in the Change (cm3r) table
and Change Task (cm3t) table.

To keep the wizard generic between modules, the field names stored in the
slamodulecontrol table allow the customer to configure the fields in the file where they
wish to store specific information.

In the Availability Information Section of the slamodulecontrol record, the client can define
the fields to use in file for the following:

Cl Fields The wizard identifies the fields in the file that
the client chooses to store Cl information in the
record.

Outage Start Field The wizard identifies the fields in the file that
the client chooses to store the Outage Start Date
field.

Outage End Field The wizard identifies the fields in the file that
the client chooses to store the Outage End Date
field.
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SLA Integration Information

Table Name:

Record ID Field:
SLA ID Field:
Start Time Field:
End Time Field:
Custamer Field:
Technician Field:

Bitive Condition:

Response Time Infarmation

P:rnSr

Enable SLAs in this application
O run in Foreground

Response Time Ohjectives
Availability Objactives

I'header,number | - |
I'header,agreement .id | - |
header,orig.date.entered -
header,close. time -
header,requested. by -
header,coordinator -

open in $L.file=true

Response State Field:

Avwailability Information

header,current, phase -

Use Phases

Skandard Alerts

SLA - 50%
SLA - 75%

CI Fields:

(Outage Condition:
Outage Start Field:
Outage End Field:

middle, logical,name
middle, assets

nullsubfci. doven in $L.File, False)=true

middle, down . start

-

middle,down.end

-

j Auko Post Outage Information
O spread Outages

In the Out of the Box system the fields used are defined in the slamodullecontrol table
(the above example shows the cm3r table).

Change Management

Table Name

cma3r

Cl Fields

middle,assets

middle,logical.name

Outage Start Field

middle,down.start

Outage End Field

middle,down.end




Change Task

Table Name cm3t

Cl Fields middle,logical.name
middle,asset

Outage Start Field middle,down.start

Outage End Field middle,down.end

Configuration Example
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In the Out of the Box system, when a Change Task is created, the asset array field receives
the values from the assets array field from the Change record the Task was created from.
This means that when you “Add” an OVO Outage record for the CI in the Task record from
the wizard, it also presents the Cls (if any) in the related Change record. If a client only
wishes to have OVO Outages created in Change Task for the Cl associated in the Change
Task and not include the Cls from the Change, the slamodulecontrol record for cm3t table
can be configured to exclude the middle,asset field by removing it from the Cl Fields array
list. Similarly, new fields can be added if the client requires them.



Appendix A — Installing an Oracle Client

Overview
This section describes how to install the Oracle client software required for use with Connect-It. A
minimal installation is described.

1. Download the software from the Oracle Site (you may need to create an account to do this). A
long list of operating systems appears on Oracle’s download page. Choose the one that applies,
and you will be presented with a list of download options. Choose the “download client software”
option.

2. After downloading and unpacking the software, a Tsetup.exe file (Windows) or a
runinstaller file (UNIX) will start the Oracle Universal Installer. Follow the screen prints
below as closely as possible. The example below uses the 10.2.0.1.0 version of the software.

“# Dracle Universal Installer: Welcome _ (O] x|

Welcome

The Oracle Universal Installer guides wou through the installation and configuration of your
Oracle products.

Click "Installed Products.." to see all installed products.

Deinstall Products... JI

About Cracle Liniversal Installer...)

Help Installed Products. .. Back [5 Install Cancel
ORACLE’ |
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":;H,Dracle Universal Installer: Select Installation Type

Select Installation Type
Oracle Client 10.2.0.1.0

YWhat type of installation do you want?
T InstantClient (498KE)

Installs Instant Client software.
T Administrator (533MB)

Inztalls the management console, management tools, networking services, util, basic client software.

T Runtime (213MB)

Installs tools for developing applications, networking services and basic client software.

Enables you to choose individual components to install.

Product Languages...

Help Installed Products... Back | Next | Install Cancel
oRrRACLE’ |

c;d,lilral:le Universal Installer: Specify Home Details

Specify Home Details

Destination

Enter or select a name far the installation and the full path where you want ta install the product.
Mame: |oraclient! ng

Fath: |C:IoraclelpmducmU.E.chlientl Browse. .

Help Installed Products. .. Back | [Hext JI |nstall Cancel
ORACLE’ |

Feel free to select any value on this screen. As a minimum select each of the following:

Oracle JDBC/THIN interfaces 10.2.0.10
Oracle Call Interface (OCI) 10.2.0.10
Oracle Net 10.2.0.10



ﬂql:lracle Universal Installer: Available Product Components

Available Product Components
Oracle Client

The fallowing are campanents thatvou can install as part of Oracle Client. Which ofthese compaonents da yau
want to install?

Components Inztall Status =]
S Oracle Client 10.2.01.0 Pl Install

Ooracle SALJ 102010 Mot Installecd

O Cracle Databsze Utilties 10.2.0.1.0 ot Installed

O oracle Java Client 10.2.01.0 Mot Installed

Osal*Flus 102010 Mat Installed ]

le JOBCTHIM Interfa 102010

[ Cracle Internet Directory Cliert 10.2.04 .0 et Ihstalled
[ Cracle Windows Interfaces 10201 .0 Mot Installed
Cracle Call Interface (OC)10.2.01.0 Meswy Install
[ Cracle Programmer 10.2.0.1.0 Mot Installed a

[ Show all companents, including required dependencies.

Help Installed Products... Back | Next | Install Cancel
oRrRACLE’ |

4. Next, some checking is performed, and the following screen appears. Correct any shortcomings, if
these are found.

%Dracle Universal Installer: Product-Specific Prerequisite Checks

Product-Specific Prerequisite Checks

The Installer verifies that yvour enviranment meets all of the minimum reguirerments far installing and
configuring the products that you have chosen to install. You must manually verify and confirm the items that
are flagaed with warnings and items that require manual checks. Far details about performing these
checks, click the iterm and review the details in the hox at the bottarm of the windowe.

Check Type Status
Checking Oracle Home path for spaces.. Automatic [ Succeeded &)

Autornatic

@ Stop

0 requirements to be verified.

Actual Result: MEW_HOME
Check complete. The averall result of this checkis: Passed

| :

Help Installed Products. .. Back Install Cancel
ORACLE’ |

| »

5. The summary screen displays more items than you may expect based on your previous
selections. This is normal. Click Install to start the installation.



c;d_l:lral:le Universal Installer: Summary M= B3

Summary
Oracle Client10.2.01.0

| ¥

Z-Glohal Settings

Source: Clempd 0201 _client_win32iclientistageiproducts xml
Cracle Home: Chaoraclewproduct1 0.2 Melient (OraClient1 0g)
Installation Type: Custam -
Z-Product Languages

|—English

C-Space Requirements

I—C:l Reguired 252ME (includes 19MB temparary) ; Available 22.81GB

Z-Hew Installations (49 products)

Agent Reguired Support Files 10.2.0.1.0

Assistant Common Files 10.2.0.1.0

Bali Share 1.1.18.0.0

Buildtools Commaon Files 10.2.0.1.0

PO LA Mo esiemnd Mn e Cilnm A0 A 04 N

Help Installed Products. .. Back [a] st Cancel )
ORACLE’ |

“ad Dracle Universal Installer: Install =]

Install

Installing Oracle Client 10.2.0.1.0

Automatic Storage

# Installation in progress Managament

Setup pending... = Eliminates I/0 performance

tuning
Configuration pending... Optimi

= Dptimizes storage

utilization

Extracting files to 'Characlkeiproduct™ 0.2 0client'. - Provides online dynamic

_ 30% data redistribution

You can find a log of this install session at;
CProgram FileshOraclelnventoryogsinstaldctions2007-04-16_11-21-5240 log

Help Installed Froducts... Back [a] et |nstall Cancel

ORACLE’ |




~a Dracle Universal Installer: Configuration Assistants

Configuration Assistants

The following configuration assistants will configure and start the components you selected earlier.

Toal Mame Status Type
Oracle Client

le Met Configuration istan N Progress. .. Fecommended

Fetry | Stop

Details (see full [og at CAPragram Fileswiraclelinventordlogsiinstallactions2007-04-16_11-21-52AM. 100
Parameter "nodeinfo" = NO_WALLIE o

Parameter "responsefile” = Cloraclelproductil 0.2 Mclientinetwarldinstalbnetca_clt.rep
Dione parsing command line arguments.
Oracle Met Services Configuration:

Help Installed Eraducts... Back et Install Cancel

ORACLE’ |

6. The Net Configuration Assistant now starts. Its screens may be hidden behind other screens, so
if nothing appears, minimize each screen, one at a time. The Assistant will prompt you for
information on the database supporting OVO for UNIX. Ensure that you have this information to
hand, for example by asking an OVO and/or a database administrator.

Oracle Met Configuration Assistant: Welcome

Welcame ta the Oracle Met Configuration Assistant.
This tool will take you through the common configuration steps,
listed below.

Maming Methods configuration

Cr, vou can choose to have the Oracle Met Configuration Assistant
complete a typical configuration for you. Click Help for mare
infarrmatian.

[ Perform typical configuration.

Cancel ) Help J Back
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Oracle Net Configuration Assistant: Naming Methods Configuration, Select Naming Methods [ x|

When connecting to a database or other senvice, you specify a
connectidentifier, such as a net service name. The cannect
identifier is resolved into a connect descriptor by one or mare
naming methods. By default, the local naming method (tnsnames.
ara file) is configured far enabling clientto connect to the databasze
SErar.

Select the naming methods you want to use for resolving connect
identifiers, and the arder in which you want them used.
Fecommended naming methods have bheen preselected for you.

Available Maming Methods Selected Maming Methods

MIS External Maming .,
Directory Maming

111 111
ENEY

Cancel ) Help )

Oracle Met Configuration Assistant: Met Service Name Configuration, Service Mame

Each Oracle database or service has a service name. An Cracle
database's service name is narmally its alobal database name.
Enter the service name ofthe database or other service you want to
ACCASS.

Service Mame: =0WOIL instance name=

Cancel ) Help ) £ Back ] Mext 3 |

The service name is used to distinguish the Oracle database and its processes. The
service name has been assigned at database creation and defaults to ‘openview’.
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Oracle Net Configuration Assistant: Net Service Name Configuration, Select Protocols

To communicate with the database across a network, a network
protocol is used. Select the protocol used for the database you
wantto access.

TCPS

MMP

Cancel )

Help

)

< Back

Oracle Met Configuration Assistant: Met Service Name Configuration, TCP/IP Protocol

To communicate with the database using the TCRIAP protocol, the
datahase computer's host name is required. Enter the host name
far the computer where the database is located.

Host name: =datahase server name=

A TCPRIAP port number is also required. In most cases the standard
port number should be used.

® |Jze the standard port number of 1521

" |lze another part number: [1 a1

Cancel )

Help

)

S Back] Mext 3)




Oracle Net Configuration Assistant: Net Service Name Configuration, Test

au can verify that an Oracle database can he reached, using
the information provided, by perfarming a connection test.

Wl you like to testthat a connection can be made ta the
database?

T Mo, do not test

Cancel ) Help ) < Back ] Mext 3 )

7. Testing is always recommended at this stage of the configuration. If the screen below displays a
message other than the one shown here, correct the issues indicated.

Oracle Net Configuration Assistant: Net Service Name Configuration, Connecting

Wait while the Oracle Met Configuration Assistant tries to
connect to the database using the information yaou
provided...

Details:

Connecting...Test successful.

Change Login

Cancel ) Help )
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Oracle Net Configuration Assistant: Net Service Name Configuration, Net Service Name

Enter a name for this net setrvice name.

The Oracle Met Configuration Assistant has
defaulted the net semvice name to be the same as
the service name you entered eatlier.

ket Service Mame: |=logical name=

Cancel )

Help

)

g Eack] Mext »J

The name entered here is a logical name, used on the local machine for the connection
to the OVO for UNIX database. A descriptive name is highly recommended.

Oracle Met Configuration Assistant: Met Service Name Configuration, Another Met Service Name?

Would you like to configure another net service name?
® po

e

Cancel )

Help

)
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Oracle Net Configuration Assistant: Net Service Name Configuration Done

Met service name Configuration Complete!

Cancel ) Help )

Oracle Met Configuration Assistant: Maming Methods Configuration Done

Maming Methods configuration complete!

Cancel ) Help )
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8.

Oracle Net Configuration Assistant: Done

I‘i-.;

Cracle Met Configuration Complete.

Cancel ) Help ) & Back ] st /\) Einish

After you have run the Net Configuration Assistant, close the Universal Installer. Click the
Finish button to confirm.

":,-A!Elracle Universal Installer: End of Installation

End of Installation

The installation of Oracle Client was successful.

Help | Installed Products... | Back ] [t ) In=tall )
oRrRACLE’ |

f Do you really want to exit?




Configuring Oracle Net

While configuring the Connect-It connector for the Oracle driver you need to specify the
server. Here, “server” refers to the Net Service Name that is required to connect to the OVO
Oracle database. During the Oracle Net configuration (described as part of the Oracle Client
installation in Appendix A), the Net Service Name is defined, and is saved in the

tnsnames . ora file located in the network/admin directory of the Oracle home directory. A
snippet from tnsnames . ora is show below.

MYOVOSERVER =
(DESCRIPTION =
(ADDRESS = (PROTOCOL = TCP)(HOST = myovoserver.mydomain.com)(PORT = 1521))
(CONNECT_DATA =
(SERVER = DEDICATED)
(SERVICE_NAME = openview)

)

Here, MYOVOSERVER is the Net Service Name entered by the user. Replace
myovoserver .mydomain.com with the FQDN of the server that runs the Oracle database of
OVO. The default name of the Oracle instance of the OVO database is openview.
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Appendix B — Node Bank Installation Files

This appendix contains information on the following:
e Where the install and data directories are located

e Alist of install files, their location in the install directories and a description of the function
of each file

e Notes on how to restore default versions of files

Location of Install and Data Folders

Windows <InstallDir>=C:\Program Files\HP OpenView,
<DataDir>= C:\Program Files\HP OpenView\Data.
By default the files are installed in the C:\Program Files\HP OpenView directory. If
) OpenView products are already installed on the same server but in another directory,
then install the Node Bank Integration in this directory. If Node Bank integration is

the first HP OpenView product on your install machine, you can select the install
folder.

UNIX <InstallDir>=/opt/OV
<DataDir>=/var/opt/OV

List of Installed Files

<InstallDir>/newconfig/conf/sc/sc-nb.scn Scenario file for Connect-It, transfers data from
OVO to SC

<InstallDir>/newconfig/conf/sc/sc-nb.ini Configuration file for Connect-It

<InstallDir>/newconfig/conf/sc/sc-nb.cfg Configuration file for Connect-1t containing

information on table joins

<InstallDir>/newconfig/conf/sc/sc-nb.bas Basic language file containing global functions

<InstallDir>/newconfig/conf/sc/sc-nb-clean.scn Scenario file for Connect-It, initializes
synchronization in SC CMDB

<InstallDir>/newconfig/conf/sc/sc-nb-clean.ini Configuration file for Connect-It
<InstallDir>/newconfig/conf/sc/sc-nb-response.dtd Definition file for XML documents used in error
reporting
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<InstallDir>/newconfig/conf/sc/sc-nb-
messagegroup.unl

ServiceCenter unload file for creating the
following:

ovomessagegroup table
Web Services
Data Policy

global list for message groups

Copies of Files

The files in the <DataDir>conf/sc/ directory are copies of the files in the <InstallDir>/newconfig/conf/sc

directory. These are listed below.

The files in DataDir are used during runtime. They will be adjusted to the customer environment. If you
wish to restore the original files, copy the files from InstallDir to DataDir.

<DataDir>/conf/sc/sc-nb.ini

Copy of the file in the InstallDir

<DataDir>/conf/sc/sc-nb.cfg

Copy of the file in the InstallDir

<DataDir>/conf/sc/sc-nb.bas

Copy of the file in the InstallDir

<DataDir>/conf/sc/sc-nb-clean.ini

Copy of the file in the InstallDir

<DataDir>/conf/sc/sc-nb-response.dtd

Copy of the file in the InstallDir

<DataDir>/conf/sc/sc-nb-messagegroup.unl

Copy of the file in the InstallDir

<DataDir>/conf/sc/sc-nb.scn

Copy of the file in the InstallDir. Will be adjusted
for the customer environment

<DataDir>/conf/sc/sc-nb-clean.scn

Copy of the file in the InstallDir. Will be adjusted
for the customer environment
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Appendix C — Outage Installation Files

This appendix contains information on the following:
e Where the install and data directories are located
e Alist of install files and a description of the function of each file

e Notes on how to restore default versions of files

Location of Install and Data Files

Windows <InstallDir>=C:\Program Files\HP OpenView,
<DataDir>= C:\Program Files\HP OpenView\Data.

By default the files are installed in the C:\Program Files\HP OpenView directory. If
OpenView products are already installed on the same server but in another directory,
then install the Node Bank Integration in this directory. If Node Bank integration is
the first HP OpenView product on your install machine, you can select the install
folder.

UNIX <InstallDir>=/opt/OV

<DataDir>=/var/opt/OV

Files Installed on the Connect-It server

The following files are installed on the Connect-It server:

<InstallDir>/newconfig/conf/sc/sc-outage.scn Scenario file for Connect-It. Extracts data
from SC and stores it in the intermediate
Oracle table sc_outage.

<InstallDir>/newconfig/conf/sc/sc-outage6.1.unl | ServiceCenter unload file for creating the
following for SC 6.1.3:

e the global list for message group
o the global list for message severity
e the global list for message operation

e the form cm3r.ovo.outage to enter or
modify outage data

e the table ovooutage
o the data policy for the ovooutage table

e the web services definitions for the
ovooutage table.

<InstallDir>/newconfig/conf/sc/sc-outage6.2.unl | ServiceCenter unload file for creating the
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following for SC 6.2:

o the global list for message group

e the global list for message severity
e the global list for message operation

e the form cm3r.ovo.outage to enter or
modify outage data

e the table ovooutage

e the data policy for the ovooutage
table.

e the web services definitions for the
ovooutage table

Copies of Files

The files in the <DataDir>conf/sc/ directory are copies of the files in the
<InstallDir>/newconfig/conf/sc directory. These are listed below.

The files in DataDir are used during runtime. They will be adjusted to the customer
environment. If you wish to restore the original files, copy the files from InstallDir to
DataDir.

<DataDir>/conf/sc/sc-outage.scn Copy of the file in the InstallDir. Will be
adjusted for the customer environment

Files installed on the OVO Management Servers

The following files are installed on the OVO management server(s):

<InstallDir>/bin/ovsc-setup.sh This is a configuration shell script that must
be run after installing the SC-OVO
integration. The script creates configuration
files in the <DataDir>/conf/sc subdirectory
based on the sample files located in the
<InstallDir>/newconfig/conf/sc directory. It
also creates the intermediate outage tables
sc_outage and sc_outage_status in the
Oracle database.

<InstallDir>/bin/ovsc-outage.sh A shell script that is called periodically by
crontab. The script checks if the upload
process may run. When run it reads the
outage data from the intermediate
sc_outage table, creates an outage file,
and uploads the outage data to OVO.

<InstallDir>/bin/ovsc.sh A shell script that shows status information
or details of the upload process. The script is
also used to view outage information stored
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in the sc_outage table for upload to OVO.

It is also used to manipulate the
sc_outage_status table.

<InstallDir>/java/sc-outage.jar

Java Archive file that contains the
Integration Java classes. This jar file is used
by the ovsc-outage. sh script.

<InstallDir>/java/ojdbcl4.jar

Java Archive file that contains Java classes
of the Oracle JDBC driver.

<InstallDir>/newconfig/conf/SC/sc-outage.conf

A configuration file used by the ovsc-

setup . sh configuration script to create the
<DataDir>/conf/SC/sc-outage.conf

file.

<InstallDir>/newconfig/conf/SC/sc-
outage.cronjob

This file contains examples of crontab
entries to schedule the outage process on the
OVO Management Servers.

<DataDir>/conf/sc/sc-outage.cronjob

Copy of the file in the InstallDir, will be
adjusted for the customer environment.

Files created during the setup process

The following files are created during setup:

<DataDir>/conf/sc/ sc-outage.conf

Configuration file created by ovsc-setup.sh.
The file contains configuration data for the
ovsc-outage.sh and ovsc.sh shell scripts.

Files created at runtime

The following files are created at runtime.

<DataDir>/log/sc-outage.log

A log file created by ovsc-outage.sh
containing information on the upload
process and/or warning and error messages
concerning the upload process.

<DataDir>/tmp/sc-outage.lck

A lock file created by ovsc-outage.sh to
prevent concurrent runs of the outage
process. The file is removed after the process
has finished.

<DataDir>/tmp/sc-outage.tmp

A temporary file created by ovsc-
outage. sh that contains intermediate
results for further processing. The file is
deleted once the process has finished.




Appendix D — Configuring the OVO Outage
Table Clean-up Schedule
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A schedule record is contained in the unload file. When the unload file and manual changes
are completed, the schedule file can be configured to the client’s requirements.

Schedule record

Name: background purge/archive
Class: report

There will be more than one schedule record for the above. To identify the record for OVO
Outage, click the Strings tab. The screen shown below appears.

Mame: |bad<ground purge/farchive | Class: ||'EI30|'t |
Schedule ID: | 2571060 | Expiration: |DS,"1 1/07 06:58:04 | hd |
Mumber: 3 Scheduled Class: report

Status: — ] Action Time: 05/10/07 06:58:27 =

< Description | < Javascript | @ Strings | @ Mumbers | i« Booleans [ Times | < Stacked Queries |

—5Sirings r5irings 1

ovooutage.q =
ovooutage
outage.end<tod()

purge
append
create
update

false

winnt LI

Configuring records for cleanup

The schedule in the unload is currently set to delete all OVO Outage records with an Outage
End date earlier than the current system date/time.

The line query outage.end<tod () shown in the screen above can be amended if the client
wishes to remove only those OVO Outage records with an Outage end date of 10 days ago.
The query would then be set to outage.end<tod()-'10 00:00:00"’



Configuring the Repeat Interval

The client can also set a frequency of execution for the schedule record. The Repeat Interval
is defaulted to run the schedule daily for OVO Outages.

Marme: |back.ground purge farchive | Class: ||'EI:"3|'t |
Schedule ID: | 2571060 | Expiration: |DS,"1 1/07 05:58:04 | - |
Nurnber: | 3 | Scheduled Class: |re|:|0rt |
Status: [rescheduled | Action Time: [05/10/07 06:58:27 [~]

& Description | @ Javascript | & Strings | @ Mumbers | “ Booleans [ Times | < Stacked Queries |

r—Description —Repeat Interval

Echedule for cleaning up the ovooutage table records, The Repeat Interval can be amended and « 100:00:00 -
the gquery in the "Strings Tab™ can be configured to remove records form a set time, [ Monthly

O quarterly
O semi-annually
O annually

Problem Status: |

Application: pa.main.appl.bg |

Query:
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Appendix E — Configuring the slamodulecontrol

Table
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The OVO Outage wizard Utility uses the slamodulecontrol table to determine the fields
used to store Cl information and Outage Start and End dates in the Change (cm3r) and

Change Task (cm3t) tables. To keep the wizard generic between modules, the customer can
configure field names in the slamodulecontrol table in order to store specific information.

In the Availability Information Section of the slamodulecontrol record, the client can define
the fields to use in file for the following:

Cl Fields The wizard identifies the fields in the file that the client chooses to
store Cl information in the record.

Outage Start Field The wizard identifies the fields in the file that the client chooses to
store the Outage Start Date field.

Outage End Field  The wizard identifies the fields in the file that the client chooses to
store the Outage End Date field.



SLA Integration Information

Table Mame: P:m3r

Enable SLAs in this application
O run in Foreground

Response Time Ohjectives
Availability Objactives

Record ID Field: theader,number | - |
SLA ID Field: I'header,agreement.id | - |
Start Time Field: header,orig.date.entered -
End Time Field: header,close. time -
Custamer Figld: header,requested. by -
Technician Figld: header,coordinator -
Active Condition: open in $L.file=true

Response Time Infarmation

Response State Field: header,current. phase -

Use Phases

Skandard Alerts
SLA - 50%
SLA - 75%

Avwailability Information

CI Fields: middle, logical,name

middle, assets

Cukage Condition: nullsub{ci. down in $L.File, False)=true

Oukage Start Figld: riddle, doven, skart -

Outage End Field:

middle,down.end -

j Auko Post Outage Information
O spread Outages

In the Out of the Box system the fields used are defined in the slamodulecontrol table
(the example above shows the cm3r table).

Change Management

Table Name: cm3r

Cl Fields: middle, logical .name
middle, assets

Outage Start Field: middle,down.start

Outage End Field: middle, down.end

Change Task

107

Table Name: cm3t

Cl Fields: middle, logical.name



middle, asset
Outage Start Field: middle, down.start

Outage End Field: middle, down.end

Configuration Example

In the Out of the Box system, when a Change Task is created, the asset array field receives
the values from the assets array field in the Change record from which the Task was
created. This means that when you add an OVO Outage record for the Cl in the Task record
from the wizard, it also presents the Cls (if any) in the related Change record. If a client only
wishes to have OVO Outages created in Change Task for the associated Cl in the Change
Task, and does not wish to include the Cls from the Change, the slamodulecontrol record
for cm3t can be configured to exclude the field middle, asset by removing it from the ClI
Fields array list. Similarly, new fields can be added if required by the client.
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