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1 Deploying NNMi by Example

>»

This document takes you on a tour, deploying NNMi 8.1x on a small network.
This tour does not show an NNMi 8.1x deployment into a production network,
rather it shows an NNMi 8.1x deployment in a small test lab. The steps
discussed during this tour are similar to those you would take to deploy NNMi
in a production network. You can better prepare yourself to deploy NNMi by
reading this document and reviewing the screen shots.

Although this document does not show you how to migrate NNMi
configurations from another NNM 6.x/7.x server to an NNMi serve, it does
explain how to complete a new NNMi installation. HP will soon release a
separate document showing you how to migrate configurations from another
NNM 6.x/7.x server to anNNMi server.

We recommend that you read through this document, then use the NNMi 8. 1x
Deployment and Migration Guide as a reference, as it contains many details
that extend beyond the technical scope of this document.

Visit http:/h20230.www2.hp.com/selfsolve/manuals to find the latest
Deployment and Migration Guide for NNMi.

The Basic Steps: A Roadmap

This document assumes you have already installed NNMi, and does not cover
installation. However, you must make sure that your server meets all the
system prerequisites. Especially check the patch requirements and kernel
parameters shown in the HP Network Node Manager i Software System and
Device Support Matrix. The NNMi installation script does not check that your
server meets these requirements before installing NNMi. Ignoring these
requirements can cause issues after you complete your installation.


http://h20230.www2.hp.com/selfsolve/manuals
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This document shows examples of an NNMi installation on an HPUX server.
You must convert the paths and commands if you are using NNMi that is
installed on a Windows server.

Your tour through the document sections include the following topics:
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Initially Logging on to NNMi and Creating Users on page 11.
Applying the License on page 15.

Setting up Communication Configuration on page 17.
Configuring Discovery on page 19.

Monitoring Configuration on page 25.

Configuring Incidents, Traps and Automatic Actions on page 39.
Configuring the NNMi Console on page 47.

Maintaining NNMi on page 56.

Checking NNMi Health on page 61.

Miscellaneous Tips on page 64.

Possible Usage Scenarios on page 65.

This document does not include the following topics:

Integration with other products such as HP OM, HP UCMDB, and other

34 party products

Configuring HA or Application Failover
Configuring a remote Oracle database.

NNM iSPIs such as NNM iSPI for Performance or NNM iSPI for MPLS).

Details for these steps can be found in the Deployment and Migration Guide.
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Initially Logging on to NNMi and Creating Users

Initial Log On

You access NNMi by using a browser such as Internet Explorer or Mozilla

Firefox. Depending on the port you selected for communication when you
installed NNMi, use a URL similar to

http://<serverName>:<port number>/nnm.

HP Network
Node Manager

To start the NNM Console (if not already started):

The NNM Console has been opened in @ new browser wirte p.th urrt window if you choose.

© Copyright 1950-2008 Hewlett-Packard Development Company, L.P. All rights reserved.
HP, the HP Plus, and the HP Logo are registered trademarks of Hewlett-Packard Development Company, L.P.

Done
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Click Launch NNM Console to log on to the NNMi console. Initially you must
log on to the NNMi console with the system user name that you created
during installation.

) HP Network Node Manager - Mozilla Firefox

HP Network

Node
Manager

| view Licensing Information | User Name Jsystem

Password |........
| Signlﬂ@| Clear |

© Copyright 1950- 2008 Hewlett-Packard Development Company, L.P. All rights reserved.
HP, the HP Flus, and the HP Logo are registered trademarks of Hewlett-Packard Development Company, LFP

Dane
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Creating User Accounts and Roles

HP recommends against using the system user name in most cases. You need
to create and use an administrator account for most of your work. To do this,
follow these instructions:

1 Click Configuration from the NNMi console.

2 Click User Accounts and Roles.

[%) HP Network Node Manager

File Tools Actons Help
i e
Incident Management él E.é?l Cg_-gl Ll%l

Topology Maps

Mo Nodes discovered. Please configure Spiral Discovery.

Monitoring
Troubleshooting
Inventory
Management Mode
Incident Brawsing

ule Configuration

Communication Configuration. ..

é Discovery Configuration. ..
Manitaring Configuration.. .
Custom Paller Configuration. ..
Incident Configuration. ..
Status Configuration. ..
User Interface Configuration. ..

= Node Groups

= Node Group Map Settings

& Interface Groups

£ AMS Servers

¥ |Jzer Acrounts and Rl

£ URL Actions
E= IfTypes
£ Device Profiles
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Click the New Icon to open the Account Mapping form.

%) HP Network Node Manager
File  Tools  Actions Help

Workspaces

MccourttMapping - User Accounts and Roles

Incident Management ﬂ é @Iﬂ&lﬁl
Topology Maps ‘ - -

Mhe i g . Account . Role
Monitoring MNew | i °
Troubleshooting

4  Use the pull-down menu to the right of the Account entry to select New.

Account Mapping - Mozilla Firefox - |EI|1|
Gle  View  Tools  Actions  Help

él % Save and Closelél X Delete Account Mappingl @I

Account Mapping

This form is used to establish role assignments for NNMi users, The Delete Account Mapping” button only removes the mapping between
the Role and the selected User Account or Prindpal. See Help — "Using the Account Mapping Form™,

To permanently delete a User Account or Principal and its Account Mapping from the NNMi database, use the Com
Fringpals V.

Account | -
Raole I = I Quick View
£ QuickFind...
Open

Type in a name and password. Although you can type in any name, for
this example use admin for the name and adminpw for the password.

) NNMi now supports LDAP password accounts. You will not use

LDAP during this tour. See the NNMi 8.1x Deployment and
Migration Guide for further information.

") user Account - Mozilla Firefox

_|olx
File  View Toolz  Actions  Help
él | I3%53\-’& and Cloge :’él X Delete User Accountl @l User Account

This form iz used only when you want to store user passwords in the NNMi database (natin your environment's
directory service). See Help — "Using the User Account Farm”.

To permanently delete a User Account and its Account Mapping from the NNMi database, use the Confiquration
—+ Uiser Pringipals view,

Name Iadmin
Password IT

Chapfer 1



6 To configure this as an administrator account, select the Administrator
Role, then click Save and Close.

¥ Account Mapping - Mozilla Firefox

File  View Tools Actions Help

él E& Save and Closelél 'X Delete Account Mappingl ﬁl

This form is used to establish role assignments for NNMi users, The "Delete Account Mapping” |
the Role and the selected User Account or Principal. See Help — "Using the Account Mapping F

To permanently delete a User Account or Principal and its Account Mapping from the NNMi dati
Frii eW.

Account admin | :':‘ﬁ T

Role

Web Service Client
Operator Level 2
Operator Level 1
Guest

You now have an Administrator account to use for the rest of this example.

Applying the License

For some deployments, you can use the instant-on license. The instant-on
license enables NNMi for 250 nodes. If you want to do a larger test, you need
to obtain a larger temporary license from the HP. After you get the temporary
license from HP, you can easily apply it from the NNMi console. You can also
install the license using the command line. The following command shows an
example of installing the license using the nnmlicense.ovpl script:
nnmlicense.ovpl NNM -f ./mylicense.key

Deploying NNM; by Example 15



Backing up the Original Configuration

Your next step is to make a backup of the original configuration of NNMi

before making any changes.

This way, you can revert back to the original

configuration should you need to. To do this, complete the following steps:

1 Create a directory on the NNMi server where you want to keep the
original configuration files. For this example, create a directory called /

var/tmp/origconfig.

2 Run the nnmconfigexport.ovpl command using the -¢ and -£
options. The -c¢ option specifies all configurations and the -£ option

specifies the directory.

The following command shows an example of running the
nnmconfigexport.ovpl script: nnmconfigexport.ovpl -u admin -p
adminpw -c all -f /var/tmp/origconfig/

After you run the script as shown above, NNMi displays something similar to

the following:

Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported
Successfully exported

16

/var/tmp/origconfig/comm.xml.
/var/tmp/origconfig/incident.xml.
/var/tmp/origconfig/status.xml.
/var/tmp/origconfig/urlaction.xml.
/var/tmp/origconfig/ngmap.xml.
/var/tmp/origconfig/ui.xml.
/var/tmp/origconfig/ifgroup.xml.
/var/tmp/origconfig/monitoring.xml.
/var/tmp/origconfig/nodegroup.xml.
/var/tmp/origconfig/custpoll.xml.
/var/tmp/origconfig/station.xml.
/var/tmp/origconfig/device.xml.
/var/tmp/origconfig/rams.xml.
/var/tmp/origconfig/account.xml.
/var/tmp/origconfig/disco.xml.
/var/tmp/origconfig/discoseed.xml.
/var/tmp/origconfig/iftype.xml.
/var/tmp/origconfig/author.xml.

Chapfer 1



Setting up Communication Configuration

Your next step is to set up the communication configuration. By default,
NNMi performs SNMP community string discovery. Most customers find the
SNMP community string discovery to be a useful technique and find it easy to
use. This next example shows you how to use this technique. Unlike previous
versions of NNM, you do not configure a prioritized list of SNMP community
strings. NNMi tries all possible strings simultaneously. The first community
string that results in a response from a node is selected as the SNMP
Community String for that node. For this example, you only configure the
default community strings. You can implement more sophisticated solutions
with this configuration, but in most cases, this is an adequate approach.

1 To begin, click Configuration from the NNMi console, then click
Communication Configuration.

[ HP Network Node Manager

File  Tools  Actions  Help

i £
Indident Management él E_;'?l C;&l r_l'#'l

Topology Maps

Mo Modes discovered, Please configure Spiral Discow

Manitoring

Troubleshooting

Inventaory

Management Mode

Incident Browsing

Integration Madule Configuration
Configuration

é Communication Configuratipn. ..
Discovery Configuration. W
Monitoring Configuration. ..
Custom Poller Configuration...
Incident Configuration. ..

Status Configuration...
User Interface Configuration. ..

E= pode Groups

= pode Group Map Settings

2  Click the Default Community Strings tab, then click the New icon.
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Enter all of your SNMP read community strings here. The order of entry
does not matter, as NNMi tries all possible strings simultaneously. You
can also modify the default ICMP timeout and retry attempts here.

After making changes, click Save and Close to save your changes.

¥ Communication Configuration : "7059" - Mozilla Firefox

File  wiew Tools Actons Help

;Hl Save and CIQI‘] EI

Default SHMP Settings | Default Community Strings | Default SNMPy3
| Regions '|' Spedfic Node Settings '|

nable SNMP Address

=
RNCOY 5 Seconds 0 Milliseconds
e &4
SNMP Retries Count I 1 _3' él El El E
SNMP Port 1 i =Read munity Str
SMMP Proxy Address I _é] commstr 1
SMMP Proxy Port I _é] commstr2

SNMP Minimum | Community Only (SNMPy 1 or v2c) = |
Security Level

Default ICMP Settings

ICMP Timeout I 2 Seconds I 0 Milliseconds
ICMP Retries Count |1

Registration

Last Modified January 22, 2009 5:15:58 PM MST
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In patch 2 for 8.10 (versioned as NNMi 8.11), HP added a new feature called
Enable SNMP Address Discovery. HP enabled this feature by default. When
enabled, this is equivalent to the original SNMP address discovery behavior of
NNMi 8.10. The benefit of adding this feature is that is provides the ability to
disable SNMP address discovery when your situation requires you to do so.
You can enable or disable this feature to achieve the following NNMi
behaviors:

e Enable SNMP Address Discovery enabled: NNMi automatically identifies
which management address (SNMP agent) to use for each device. If the
initially configured address becomes unreachable, NNMi automatically
locates another SNMP agent, if possible, and changes the management
address attribute value.

e Enable SNMP Address Discovery disabled: If the current management
address (SNMP agent) becomes unreachable, NNMi reclassifies the node
as a non-SNMP node until the previously configured management address
is available again.

If you have Cisco devices using loopback addresses, consider unchecking this
box to disable the SNMP address discovery feature. That way, NNMi will only
try the loopback address for SNMP communication. Most NNMi users prefer
this behavior over switching to a different address on the node.

Configuring Discovery

NNMi supports two methods of discovery, automatic and list-based. There are
advantages to each method.

List-based discovery uses a list of node names or addresses as input and only
discovers the nodes contained in that list. NNMi discovers no additional node
names or addresses beyond those contained in this list. This method gives you
control over what is discovered and managed by NNMi. Although each of
these nodes is listed as a seed, nothing grows from these seeds. Another nice
feature with seeds is that NNMi loads them even if their IP address is outside
of the auto discovery range. It you load a seed as an IP address for a device, it
is a good practice to specify the preferred management address (usually the
loopback address with Cisco gear) as the seed.

Deploying NNM; by Example 19



Automatic discovery finds nodes on the network based on user-specified
criteria. you can configure NNMi to restrict discovered nodes based by
address range, SNMP values (like system object ID), device type, and other
methods. You can configure automatic discovery with a single seed node,
although even this node is not required if you enable the optional ping- sweep
feature.

The following example shows you an automatic discovery based on an address
range. It also shows you how to load a couple of seed nodes as well.

1 To begin, click Configuration in the NNMi console, then click Discovery
Configuration.

20 HP Network Node Manager

File  Tools  Actions  Help
i &
Incident Management él Eﬁl Cg;q’:l Ll#l

Topology Maps

Mo MNodes discovered. Please configure Spiral Discovery.

Monitoring
Troubleshooting
Inventory
Management Made
Incident Browsing

Integration Module Configuration

Configuration

Monitoring Confidt_ ition. ..

é Custom Poller Configuration. ..
Inddent Configuration...

% Status Configuration...

2 Select the Auto-Discovery Rules tab, then click the New icon.

File  View Tools Actions Help

él % Save and Closel @I

20

Global Control

Rediscovery Interval I 1 Daysl 0| Hours

Spiral Discovery Ping Sweep Control

This control can override the Enable Ping Sweep choice for all
Auto-Discovery Rules.

Ping Sweep I MNone - I
Sweep Interval I 1 Daysl 0| Hours

Node Name Resolution
First Choice [Shart DS Name 1= 1

( Auto-Discovery Rules | Excluded IP Addresses | Subr

( Discovery Seeds |

MMM gathers addresses from discovered nodes for Auto-Disc
which addresses NNMi uses to discover additional nodes. If ni
MMMi ignores that address. See Help — Using the Discovery ¢

il x|gl N4

OF DIN || EPS | DASD DND

MNew
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3 Fill out the Basics section, then click the New icon to open an entry
screen for the IP Range in this rule. The value for Ordering doesn’t
matter as this example shows only one auto-discovery rule.

File  View Tools Actions Help

él Lﬂl P% Save and Close |£I x Delete Auto-Discovery Rulel _@I

@ Changes are not committed until the top-evel form is saved!

Basics ( IP Ranges | System Object ID Ranges (Advanced) |
MName: "
IHPNEt‘A ork Auto-Discovery Starting Point for this Rule
Ordering Ilg
Motes If Ping Sweep is gnc':bled for this rule, NNMi will only ping swes

last t ctets (16) of the network spedified by each IP Ran
Auto-Discovery Rule form,

IThis is the HP Network.

Use Ping Sweep Instead of or In Addition to Discove
Enable Ping Sweep |

1P Address Ranges for this Rule
Auto-Discovery for this Rule
Specify IP Address ranges for which this rule applies. Optionz
es are discovered, JR-Aridresges for which this rule is ignored.

By defauilt, only routers and

See Help — Using the Auto-Discovery Rule form, #Flél '&_@I Elil 0-0ofi
Discover Induded - IP Range Range Type
MNodes v M

Fvtand tha arnna nf diccrvars fae thic nolae |

4 Enter in the IP range you want to discover. Notice that you can enter both
inclusive rules (Include in rule) and exclusive rules (Ignored by
rule). The exclusive rules take priority over the inclusive rules.

5 Click Save and Close for both this form as well as the parent form to save
your work.

This example does not use the ping sweep feature. If you do choose to use it in
your environment, note that NNMi only sweeps across a maximum of a class
B network (like 10.10.*.*) for each discovery rule.

It is important to understand that, by default, NNMi only discovers routers
and switches within the defined IP address range. If you want to discover
nodes beyond switches and routers, then you should add system object ID
ranges that will include your other devices. It is also important to understand
that, if a node has multiple addresses, such as a router, only one of the

Deploying NNMi by Example 2]
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addresses is required to fall within the IP range. This address does not need
to be the loopback address. Sometimes NNMi discovers more nodes than you
initially expect if you enter addresses other than the loopback addresses.

) Auto Discovery IP Range - Mozilla Firefox -]

File  View  Tools  Actons  Help

él | % Save and Clnsel :'él X Delete Auto Discovery IP F‘.angel @l Auto Discovery IP

@ Changes are not committed until the topdevel form is saved!

Basics

IF Range I 10.2.*.* [}g
Range Type I Indudeinrule |- I

| Done

You now have one auto-discovery rule defined. In most cases you only need
one rule since each rule can be quite sophisticated.
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Next, this example shows you how to add a seed node to get things started. It
is better if you to add a router as a seed rather than switch.

1 To begin, click the Discovery Seeds tab, then click the New icon.

) Discovery Configuration - Mozilla Firefox

File  View Tools Actions Help

él % Save and Closel @l

Global Control

Rediscovery Interval I 1 Days I 0 | Hours
Spiral Discovery Ping Sweep Control F él xl :F:ll 4}=|
This contral can override the Enable Ping Sweep choice for all 2' | T

Auto-Discovery Rules.

. i Host Name,
Ping Sweep | None =l .

Sweep Interval I 1 Days I 0 Hours

Node Name Resolution

First Choice | Short DNS Name =]

Sernnd Chnirs

[

2 Enter either the name or the IP address of the seed node into the form,
click Save and Close.

¥ Discovery Seed - Mogzilla Firefox

File  View Tools Actions Help

él % Save and Closelél  Delete Discovery Seedl @I
by

Host Name/TP Iciscuﬁ 509

Discovery Seed
Results

Last Modified January 28, 2009 5:21:55 PM MST
Motes

Ky Ru:nuter|
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After you click Save and Close, NNMi begins discovering the node. NNMi
displays the progress as In progress. This form does not automatically
refresh the status, so click the Refresh button when you want a current
status. Eventually the Discovery Seed Results will change to Node
Created.

) Discovery Configuration - Mozilla Firefox

File  View Tools Actions Help

él Lﬂl P% Save and Closel _@I

Global Control | Auto-Discovery Rules | Excluded IP Addresses | Subne
Rediscovery Interval I 1 Days I 0| Hours Discovery Seeds |
Spiral Discovery Ping Sweep Control 45 | él xl .G—'Gl 4}=| Ml 4 | 1-1g
This control can override the Enable Ping Sweep choice for all 3 O
Auto-Discovery Rules. Discovery Seed Results
Ping Sweep I None - I r Bﬂi i

- - cisco6509 In progress ]
Sweep Interval I 1 Days I | Hours _I .él
Node Name Resolution
First Choice I Short DNS Name |+ I
Second Choice I Short syshlame = I
Third Choice | 1P Address - I
Registration
Last Modified January 22, 2009 5:15:46 PM MST

As an alternative to this approach, you can load a list of seeds from a file using
the nnmloadseeds.ovpl command line tool. This tool enables you to load a
large number of seed nodes. If you use list based discovery rather than
auto-discovery rules, you can load all of your nodes using the
nnmloadseeds.ovpl command line tool. See the nnmloadseeds.ovpl reference
page or the UNIX manpage for more information.

Now auto discovery begins finding other switches and routers that have
addresses within the address range. Initially NNMi shows nodes and having
no status. Eventually NNMi shows a status for each discovered node. You can
click the refresh button on the Network Overview map to have NNMi show
the initial nodes. This Network Overview view is more useful in smaller
environments, as it works better when displaying a small number of nodes
and connections. Further down in this exercise, it shows you how to build
some better maps, but for now, use this one knowing it has limitations in this
configuration. This view is not a complete overview of your network nodes but
is an abbreviated one. You can see in this example that it is only showing 75
of the 103 nodes.
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Node Manager

{elp

User Name : admin

User Role : Administrator

- MNetwork Overview

él@l%lﬁl Disable Quick View: [l
o
o &
LoBy—2, e
stion e ) o O 1 ()Q d
o b &
stion... D v
y i v © o
jon... (:) s
D \ &
stion... o < N -
: 0 Yoo .V
® @
e Q
o » Q o
> 9}
o < ©
] © ° “
o © N o ©
| Updated: 2/2/09 10:32:50 AM | 75 of 103 Modes | Auto full refresh: 300 sec

4

Monitoring Configuration

Monitoring Basics

Monitoring in NNMi is flexible and easy to configure. The first step is to show
you the out-of-the-box behavior. By default, NNMi uses SNMP polling rather
than ICMP (ping) polling. The exception to this is non-SNMP nodes. NNMi
polls these nodes using ICMP. You can enable ICMP polling more broadly if

desired.

Deploying NNM; by Example
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By default, NNMi polls connected interfaces. A connected interface in NNMi
is an interface that is connected in the NNMi topology. This does not always
map to interfaces that have a wire connected. For example, suppose you have
an access switch with 48 ports connected to desktop computers and one uplink
port. Suppose you have discovered the uplink node in NNMi but have not
discovered any of the desktop computers. In this case, only the uplink port
will be considered connected to NNMi because it doesn’t have a representation
of the connection to the desktop computers. In most cases, this is the desired
behavior. You usually will not want NNMi to notify you every time somebody
shuts off their computer and goes home for the day. An example is shown
below. The hp4ksw switch is an access switch with one uplink (A2). You can
see in the Node form that only one interface is monitored.

Ciscos509
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ns  Help
ﬂ K Delete Nodel @I Node
|'. General | IP Addresses | Interfaces | WLAM Ports | Ports | Capabilities |
. | Custom Attributes | Mode Groups | Component Health | Diagnostics |
P | Inddents '|' Status '|' Condlusions '|' Registration '|' Custom Polled Instances "|
Mormal
s 51 sl R em—))
T StAS 05 IMameIfype IiSpecd TAles |
I Il _é] & 9 © a2 ethernetCs 100 Mbps -
Normal - _@] f5 F3  DEFALL propvirtual 0 bps
January 78, 2009 5:28:10 PM MST r _é] f= E5 D8 ethernetCs 10 Mbps
I:I f:‘E M | _él 5 £3 b7 ethernetCs 10 Mbps
- _é] s Ex De ethernetCs 10 Mbps
£ = £ D4 ethernetCz 10 Mbps
[hpSwitch4000 | e ~ r 2
- _é] s Ex DS ethernetCs 10 Mbps
Discovery Completed = = = th e 10 Mb
February 7, 2009 5:26:00 PM MST r =l 2 & stheme =
- _é] = E3 D2 ethernetCs 10 Mbps
| _é] = Ex ca ethernetCs 10 Mbps
- _é] £ B3 D1 ethernetCs 10 Mbps
| _é] £ B3 7 ethernetCs 10 Mbps
- _é] 5 Ex ce ethernetCs 10 Mbps
| _é] £ Ex Cs ethernetCs 10 Mbps
- _é] = Ex 3 ethernetCs 10 Mbps -
4 ' | _>|_|
| Updated: 2/7/09 6:58:52PM | Total: 33 | Selected: 0 |Filter: OFF | Auto refresh: OFF

4

The second default behavior applies specifically to routers. For routers, NNMi
monitors most interfaces that host IP addresses. NNMi assumes that if an
administrator took the time to configure an IP address on an interface, it is
desirable to monitor that interface. In some cases, NNMi models these
interfaces as being connected; however, in other cases NNMi models these
interfaces as being unconnected. An example of this is a router that has an
interface that connects to a WAN cloud. NNMi may not discover and model
the connection to the cloud but NNMi monitors the router interface by default.

Modifying the default behavior is simple. You first need to understand the
monitoring paradigm used by NNMi. NNMi enables you to modify monitoring
settings in high volume. Throughout this document, you see monitoring
setting and polling policy used interchangeably; these terms mean the same
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thing. NNMi does this by using filters to apply polling policies to individual
nodes, interfaces, and addresses. These filters are the same filters available
for the user interface.

NNMi monitors other entities such as Fans, HSRP groups, and others. This
document focuses mostly on nodes and interfaces.

Use the following basic steps to modify the monitoring in NNMi:
1 Create a node group, an interface group, or both.
2 Associate a monitoring setting with the group.

3 Prioritize the monitoring setting (nodes and interfaces can match multiple
groups).

Discovery .

NNMi database
Nodes, Interfaces
and Addresses

Lnmanaged and
Out of Service

H

-

Polled Nodes, Interfaces
and Addresses

Monitoring Settinga (Filters
and individual selections)

(by default "connected”
interfaces and router
interfaces hosting IP

addresses)

The following example shows you how to apply these steps to modify the
monitoring in NNMi. To create individual exceptions to these policies, set each
node or interface you want to change to Unmanaged or Out of Service.

For this example, suppose that we have interfaces on some nodes with an
IfAlias that begins with tunnel to. Suppose you determine that NNMi needs
to monitor these interfaces if their speed is also 9 Kbs. For this example, you
create a filter to identify any interfaces that match this criterion. After
creating this filter you apply a polling policy to these interfaces.
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v - - > > -
| = | IP Addresses | Interfaces | VLAN Ports | Ports | Capabilities |
= Y

|ﬂmmm|ﬂndeﬁm|mmmmtkladﬂl|ﬁammﬁcs|lnddmls|
5Iah.|s|€nndﬂ'nns|Rﬂjslratim|O.lsl:mPnledInsm|

W 4l | |

s

Tu4

il

9 Kbps tunnel to ftegwvs-0
tunnel to ftegwys-02

O/ i £ 4SE AS {05 Iflar Type | IfSpeed | IfAlias

- . _él o B3 B3 Gi4/3 ethernetC 1Ghps ﬂ
r _é] o B2 F3  cisf2 ethernetC 1Gbps Gigabit link to ntcakaowl
r 8| @ F2 ER EOO[ propuirtus 100 Mbps

Il _ﬁl o E= EZ MuD  other 10 Gbps

[ _él oy f= E& Tuo  tunnel 9 Kbps Tunnel 0 for nnmtst15v3

Il _él & f=  F2 Tul  tunnel 9 Kbps Tunnel 1 for padre.cnd.h

- _él @ B3 B3 Tu2  tunnel 2 Kbps Tunnel 2 for it2tst10,ond
Il - Py6 tunnel to nautique.

f= F3 w10 propvirtuz 1Gbps %
f= E3 w20 propvirtuz 1Gbps
5 E& w511 propVirtuz 1Gbps

=
=
=
=
|

Y

| Updated: 2/7/09 8:20:49 PM

L samPTs _
3

| Total: 151 | Selected: 0 | Filter: OFF | Auto refresh: OFF
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Creating an Interface Group for Monitoring

NNDMi provides a sophisticated User Interface to create groups of nodes and

interfaces.

1 To begin, click Configuration from the NNMi console, then click Interface

Groups.

% HP Network Node Manager

File  Tools  Actions  Help

Incident Management él@lglj

Topology Maps

Monitoring
Troubleshooting
Inventory
Management Mode
Incident Browsing aQ
Integration Module Configuration
Configuration

é Communication Configuration. .. -]
Discovery Configuration. ..
Monitoring Configuration. .. ©
Custom Poller Configuration. ..
Inddent Configuration...
Status Configuration. ..

User Interface Configuration...

B pode Groups

Management Stations
%= |ger Accounts and Roles o O
User Principals
= URL Actions
B ypes
£= Device Profiles

2 Next, click the New icon.

% HP Network Node Manager

File  Tools  Actions  Help

Workspaces Interfare Group - Interface Groups

Incident Management ‘ ﬂ £5|'5 @Iﬂ&lﬁl

Topology Maps

Monitoring New| © ij «Name

Troubleshooting r _él ISDN Interfaces

Inventory | _él Link Aggregation Interfaces
Management Mode - _é] Point to Point Interfaces
Tnrident Rrawsina [ i e=l &l software Loooback Interfaces

M| 4|k
tFL | Notes

ISDN Interfaces as iden

= Interfaces identified as

Point to Point Interface:
Software Loonback Inte
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In this example, title this group by entering Important 9kbs Tunnels, or
some other descriptive name, in the Name field. Also, do not restrict this
group to a specific Node Group, though in many cases you will do this.

Next, click the Additional Filters tab and define the logic. You do this by
selecting an Attribute, an Operator and a value. You can use the like
operator along with an asterisk for variable matching. You also apply
logic to the expressions. In this case, you used an AND condition for the
two attributes. It can be a bit tricky to use this interface, so you need to
practice with it to understand its behavior. If you completely mess up,
close the form without saving it to return to the last saved value. Then
re-open the form and begin again.

) One non-obvious feature is if you define an TFType filter in the first
tab, then it is always logically AND’ed with the Additional Filters
in the second table.

After you specify your filter, save the filter but do not close it. After it is
saved, verify that it is working as expected.

Choose the Actions->Show Members menu item. This displays a view
showing everything that passed this filter.

) Interface Group - Mozilla Firefox

elete Interface Group | @|

Basics [ ifrypeFiters | Additional Fiters |
Name |Imp0rtant Skbs Tunnels
e . When using the like or not like operators, use an * (asterisk) 1
Add to View Filter List ¥ characters in a string and a ? (question mark) to match exact!
MNode Group o
| | "j To create an indusive IP address range, use the between ops
ipAddress between 10.10.1.1 AND 10.10.1.255
Motes
My Important & kbs funnels .:::ﬁ;::ltor Operator Value
ifSpeed =l I = | |QDDD

‘You can filter interface groups using IfType filters and Additional Filters. P .
An interface must pass all of these filters to belong to a specified interface o ifAlias like tunnel to
group. If a Node Group is defined, the interface must belong to a node o ifSpeed = 2000

that is @ member of that Node Group. See Help — Using the Interface
Group form,

To test your interface group definition, select File — Save, then Actions —

Filter Strin
Show Members, <

(ifalias like tunnel to* AND ifSpeed = 2000)
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7 Verify the results. In this example, you can see that this matched three
interfaces in the network. NNMi is already monitoring one of them
(probably from the interface already hosting an IP address).

8 You can now go back and close the interface group form. Now you can
associate a monitoring setting with this group.

) Interface - Interfaces - Mozilla Firefox

Tools

File

View

Actions

Help

| Important Skbs Tunnels (Interfaces)

o Wl 4flsets

2l glol
SEE

o aa g

| Hosted On Node Ifian HfType IfSpeed
cisco6509 Tu4  tunnel  9Kbps
Cisco6509 Tu5  tunnel  9Kbps

vwan_router-2 - Tul  tunnel  9kbps

R

IfDescri IfAlias i st
Tunnel4  tunnel to ftegwy Fe
Tunnel5  tunnel to ftegwy Fe
Tunnell tunnel todnali  Fe
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Applying a Polling Policy to an Interface Group

In order to poll the interfaces defined by this filter, you must apply a polling
policy to this group. Polling policies can be applied to both node groups and

interface groups. NNMi considers an interface setting to be a higher priority
than a node setting.

1 To begin, click Configuration from the NNMi console, then click Monitoring
Configuration.

21 HP Network Node Manager

File  Tools  Actiomns  Help
Incident Management él %l ‘bl I-_|4P|

Topology Maps
Monitaring Q
Troubleshooting

Inventory (8]
Management Mode G
Incident Browsing

Integration Module Configuration
Configuration 0] 0 ©

Status Configuration. .. a (0] 19 “
User Interface Configuration. .. 8] ° &
£= Node Groups &

£ Blada mraoin Man Sattinae ]
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2 Since you defined an interface filter, click the Interface Settings tab. Take
note of the current ordering values. These define priority if an interface
were to fall into multiple groups. In this case, the highest priority is
currently100.

) Monitoring Configuration - Mozilla Firefox

File  View Tools Actions Help

él | E% Save and Closel %l
Global Control Interface Setfngs || Node Settings | Default ¢

If disabled, previous device state and status values remain unchanged.
5ee Help — Using the Monitoring Configuration form. When multiple settings are defined, NNMi applies the
number {lowest number first),

Enable State Poling I~

Monitoring may be globally disabled for these object types and all
previous state will be reset.

Enable Component Ird
Health Polling

Enable Router I
Redundancy Group

Folling

NMMi monitors each discovered Interface according to the first matching

3 Next, click the New icon.
4  Now make some important selections.

a Choose an Ordering value that configures this setting to have a
higher priority than other settings. That will ensure that these
interfaces get polled. NNMi considers lower numbers to be higher
priority. For this example, choose 50. This leaves you some room for
future configuration. For example, if you set this number to 1, that
sets the highest priority possible and limits your future entries.

b  Extend the polling scope. Since you want NNMi to monitor these
interfaces regardless of whether they are connected or not connected,
click all the boxes.

¢ Use the Quick Find feature to select your newly created Interface
Group. Then click Save and Close.
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Click Save and Close at the top level Monitoring Configuration Form or

this change will not become active.

) Interface Settings : "

File — View Tools Actions

él El 544 save and Close I@I 2 Delete Interface Settingsl §|

Help

‘com.hp.ov.nms.monitoring.groups.model.InterfaceGroup{addToPerfSPIReports = false, addTo

@ Changes are not committed until the topdevel form is saved!

e R—

nterface Group

| Important Skbs Tunnels
by
Fault Monitoring
Enable ICMP Fault Il
Palling
Enable SMMP Fault Vv
Polling
Fault Polling Interval I 0 Days I 0| Hours
I 5 Minutes I 0 | Seconds

Performance Monitoring (Unlicensed)

iy

For H

tion nal MMM

&

he optio SPI for Performance

i

(" Threshold Settings (Unlicensed) |

i
g

e g

W 4|

Monitored Attribut HV © HVR | HTC

ol

| Updated: 2/7/09 8:54:03

| Total: 0 | Selected: 0 |Filter: OFF

Congratulations, you just applied a monitoring setting to everything in
this group. NNMi now uses SNMP to poll any interface that matches the

Important 9kbs Tunnels filter.
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Testing the Polling Policy

You can test your new polling policy in many different ways. For this example,
click Inventory from the NNMi console, then click Interfaces. Use the pull-down
menu to select our new interface group, Important 9kbs Tunnels. This filters the
table to only show the interfaces that interest you. Notice that some of the
interfaces are still in an unpolled state. It can take a few minutes for these
changes to flow through the system. To speed this up, perform a status poll
command on one of the nodes hosting these interfaces. You should see them
all begin to acquire status.

) To perform a status poll on a node, click Inventory from the NNMi console,
then click Nodes. Select the node you want to poll, then use the Actions >
Status Poll command to start the status poll.

% HP Network Node Manager

File  Tools  Actions  Help

T —
Incident Management él @I QI QI &I ﬁl portant Skbs Tunnels (Interfaces) - il 1-3of
Topology Maps - . — . -

Monitoring r Stat AS | 0S . Hosted On Node Iflan IfType: IfSpeed . IfDescri IfAlias

Troubleshooting Il cisco6509 Tu4  tunnel  9Kbps Tunnel4  tunnel to
Inventory | cisco6509 TuS  tunnel 9 Kbps Tunnel5  tunnel to
r

vwan_router-2 Tul tunnel 9 kbps Tunnell tunnel to

E= 1P subnets
B v ans

The final and best way to confirm that your new polling policy worked is to
open up one of these interfaces and check the monitoring settings. To do this,
do the following:

1 Select one of the interfaces.
2  Click the Open icon in the table to open the interface form.

3 Use the Actions > Monitoring Settings menu item to view the monitoring
settings.

File  View  Tools Help

2| 1] 554 save | B Laver 2Neighbor View |
—_——— ﬂ‘ Layer 3 Meighbor View
g\ Mode Group Map

Basics '-_ S — | General | IP Addresses | VLAM Parts |
teli  Monitoring Settings " » —

e : | | Interface Groups | Performance {(Unlicensed)

Status 5 Manage (Reset All) | condusions | Registration |

Management Mode E:: Unmanage |
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Now NNMi displays a form with some important information. First, you
can see that NNMi applied the monitoring settings for the Important
9kbs Tunnels group to this interface. This shows you that the polling
policy is properly associated with this interface. Second, you can see that
NNMi has Fault SNMP Polling Enabled set to true. You now know
with confidence that you successfully applied your new monitoring setting
to the Important 9kbs Tunnels group.

) Monitoring Configuration for Tu4 on node ciscot ] |

Monitoring Configuration for Tu4 on node cisco6509

| SHMP Monitoring Summary

[Fault SNMP Polling Enabled  [true

|Fault Polling Interval |0 days Ohours 5minutes 0 seconds
[Performance Poling Enabled [false

|Performance Polling Interval |0 days 0hours 5minutes 0 seconds

[Management Maode [Managed

| Monitoring Settings Applied

Type [Interface Settings

!Eface Group |In1por13r1t Skbs Tunnels

[Node Group |Mone

[Fault SNMP Polling Enabled [true

[Fault Palling Interval |0 days 0hours 5minutes 0 seconds
[Perfarmance Poling Enabled [falee

|Performance Polling Interval |0 days 0hours 5minutes 0 seconds
[Pall Uncannected Interfaces [true

| I this interface connecied? [0

[Poll Interfaces Hosting TP Addresses [true

| Does this interface hast IP addresses? [na

There will be times when you are not sure why a particular interface or
node is being polled. Use the Monitoring Settings menu item to help
you diagnose this. You may have the ordering values set up so that NNMi
is applying a different monitoring setting to your interface or node.
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Making Exceptions fo Monitoring

You can always force an interface or node to be unmonitored manually. From
the Interface Form, use the Actions->Unmanage menu item to change to
unmanage the interface. NNMi will no longer monitor this interface
regardless of what the monitoring settings are set to.

) Interface : "Fa2/3 on node cisco6509" - Mozilla Firefox

File  view  Tools Help

él % Save

CE

{ Layer 2 Neighbor View ;

A Layer 3 Meighbor View
ﬁﬂ" Mode Group Map
_ ﬁ" Path View —
Basics ’:‘”ﬁ Manitoring Settings | General I
Marme &b Manage Interface Gro
Status &) Manage (Reset All | Conclusions
Management Mode )
Direct Out of Servi
Management Mode § SNMP Value
Hosted On Node |cisc06509 | :,:gﬁ - if:i::;e
Physical Address 00074FA3FS00 IfDescription
Layer 2 Connection IfIndex
IfSpeed
- - . . I IfType

NNMi does not presently have the same easy approach that NNM used to
force an interface to be unmonitored. Unmanaging an interface is only a
negative override. HP released a white paper, How to Force an Interface to be
Monitored, that shows how to force NNMi to monitor an interface. The method
in the white paper is not difficult to use, but requires a few more steps than
simply unmanaging the node or interface.
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Configuring Incidents, Traps and Automatic Actions

Configuring Incidents

With NNMi, you can change various aspects of an incident. Some examples
include enabling an incident, formatting a message, enabling de-duplication
and enabling rate correlation.

For our example, suppose you want to enhance the InterfaceDown (Interface
Down) incident to include the Interface Alias in the message.

1 To begin, click Configuration from the NNMi console, then click Incident
Configuration.

|
Incident Management
Topology Maps o
Monitoring

Troubleshooting

Inventory

Management Mode

Incident Browsing

Integration Module Configuration
Configuration

é Communication Configuration. ..

Discovery Configuration. ..
- Monitoring Configuration. ..

é User Interface Configuration...

2 Click the Management Event Configuration tab, then open the
InterfaceDown incident.

SMMP Trap Configuration (by OID) ] SNMP Trap Configuration (by Name) '|
SNMP Trap Forwarding Filters | SNMP Trap Forwarding Destinations |
Remote NNM 6.x/7.x Event Configuration | Management Event Configuration . |

security Settings

3, these settings control the NNMi |
s for encoding a forwarded trap or an

Pairwise Configuration |
HeDB39261596B65C8

Ha x| sl L N a— )|

[ i i ¢ . Name * Enat Severity ¢ Cate Fami
] _él FanOutOfRangeOrMalfune v € critical S Comp 4]

j' O _él ImportantiodeOrConnectit v €3 critical S Node

|| _@l ImportanthodeUnmanagea v € criical S MNode

O !l gl InterfareDizablad & eritieg——v M Interf

jv " =) | F28] InterfaceDown v @ bl _j__h_fih?f

O Y rfacelnpatDiscardRate — D Criteal @y Interf

| ] erfacelnputErrorRatetic - €3 Frivieal @ Interf
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Before continuing, you can view the possible arguments that can be added
to a message format in the NNMi help. See Valid Parameters for
Configuring Incident Messages in the NNMi help. In this example, add
the argument $ifAlias to the incident message as shown in the
highlighted selection below.

¥ Management Event Configuration : "InterfaceDown” - Mogzilla Firefox

File  View Tools  Actions

él % Save and Close

Help

q’él 'X Delete Management Event Configuration | @l

@ Changes are not com

Basics

MName
Enable

Category
Family

Sewverity

Save and Close

InterfaceDown
I

evel form is saved!

| Fault

| Interface

ISR Il ith Alias = SifAlias

|'. Deduplication Configuration | Rate Configuration | Actit

Correlation Inddent

| Configuration Per Node Group |
Enable |
Count lz—
Hours lg—
Minutes lg—
Seconds lg—
|

ranfin

Finally, click the Save and Close icon on this form and in the outer form as
well. Now all InterfaceDown incidents show the $ifAlias parameter.
If there is no alias on the interface, it will show null for the alias.

If you look for new incidents that arrive in the browser, you’ll see the new

message format.

I
] Jomoes SR i
|rrenoe AT Source Node Source Oh]ec Cate Fam Origl Vch Message HNotes
302 PM ntegw Zloop Chassis Fan Trz 5"@ ¥i4  Fanon ntogw2loop is malfunctioning
54 AM mplscels Fal/1 E'S ﬁ‘ 5"@ ¥i4  Interface Down with Alias = null
37 AM core_A509-1 Fa%/48 E'S ﬁ‘ 5"@ ¥i4  Interface Down with Alias = connection to rum server
34 AM ciscos509 Fa2f14 E'S ﬁ‘ 5"@ ¥i4  Interface Down with Alias = Connection to NetScout probe sy
34 AM mplscel4 Fal/1 E'S ﬁ‘ 5"@ ¥i4  Interface Down with Alias = Connect to Customer #2 Site #1
34 AM cisco6509 Fa2f3 4 S5 ) 4 Interface Down with Alias = connect to PIX520-1 outside
51PM ntegw loop Gi4f4 4 S5 S 4 Interface Down with Alias = Link to workstation ip 15.2,133.5
49 PM ntegw loop Viis E'S ﬁ‘ 5"@ ¥74  Interface Down with Alias = Link to end-node ntdnt15 Land
49 PM ntegw loop Gi4/30 E'S ﬁ‘ 5"@ ¥i4  Interface Down with Alias = null %
38 AM internet_switch-5 Fal/21 H# S S 4 Interface Down

40
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Configuring Traps

HP released a white paper containing more details about working with traps
in NNMi. See the Step-by-Step Guide to Managing SNMP Traps in NNMi for
more complete details.

For this example, suppose you have some RuggedCom equipment that sends
traps to NNMi. In order to receive a trap into the NNMi Incident Browser,
you must load the MIB that contains the trap definitions into NNMi.

For this example, you need to load three MIBs to satisfy the dependencies. You
first load the ruggedcom.mib file followed by the rcsysinfo.mib file. This
enables you to load the traps from the ruggedcomtraps.mib file. Notice the
two different arguments used (-1oadMib and -1loadTraps). The —loadMib
argument loads the MIB definitions that NNMi requires so it can load the
traps using the —loadTraps argument.

Begin by loading these MIBs into NNMi by using the nnmincidentcfg.ovpl
command.

1 Run the nnmincidentcfg.ovpl -u admin -p adminpw -loadMib ./
ruggedcom.mib command. This loads the /var/tmp/mibs/./
ruggedcom.mib File.

2 Run the nnmincidentcfg.ovpl -u admin -p adminpw -loadMib ./
rcsysinfo.mib command. This loads the /var/tmp/mibs/./resysinfo.mib
file.

3 Run the nnmincidentcfg.ovpl -u admin -p adminpw -loadTraps
./ruggedcomtraps .mib file.

You will see a display similar to the following:

Number of traps: 4.
The following traps were added to incident configuration:

cfgChangeTrap - .1.3.6.1.4.1.15004.5.4
swUpgradeTrap - .1.3.6.1.4.1.15004.5.3
powerSupplyTrap - .1.3.6.1.4.1.15004.5.2
genericTrap - .1.3.6.1.4.1.15004.5.1

You now have four new traps defined in NNMi. To see these new traps, click
Configuration from the NNMi console, click Incident Configuration then click
either the SNMP Trap Configuration (by OID) tab or the SNMP Trap Configuration
(by Name) tab depending on what is the easiest way for you to identify the
traps. In this case, this vendor did not use the more standard convention of
prefixing each name with an easily identifiable set of letters, however we can
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easily see the four traps based on the OID. Notice that all of the traps are
loaded as enabled. You may want to disable all but the ones you specifically
want to receive. You can also modify other fields within the incident form like
Severity, Category, and others.

Incident Configuration

tings | SMNMP Trap Configuration (by OID): | SNMP Trap Configuration {(by Name) | SMMP Trap Forwarding Filters |
~as control the NNMi |  SNMP Trap Forwarding Destinations |  Remote NNM 6.x/7.x Event Configuration |
ja forwarded trap or an [ Management Event Configuration | Pairwise Configuration |
TmEEa &l X8l M| df[isos ] b M
| SNMP Object ID Name Enat RC :: Severity Cate
r _@] 1.3.6.1.2.1.68.0.1 IetfyrrpStateChange  w - AWaming T
r _@] .1.3.6.1.4.1.141.50.2.0.1 NetScoutServerAlarm o %, Minor o]
r 4| 1.36.1.4.1.141.50.2.0.3 NetScoutServerClear & Normal
—_ r @5 1361411500451  genericTrap v — O normal I J
el 25| 1361411500452 powerSupplyTrap v % D normal 52
| = 24| 1361411500453 saUpgradeTrap v O Neofinal 2
r 25|.3.6.1.4.1.150045.4  cfgChangeTrap i D normal §7
r _@] .1.3.6.1,4.1.2272.1.21.0.1 RenZkTemperature D critical | B
Il = _@l .1.3.6.1.4.1.2272,1.21.0. 1 RenChasPowerSupply o ONormaI E'S
AmAn s e —_— wal Tl 492444979774 910 4 Al TaH el - _ AL

Configuring Automatic Actions

Another common task you can do is to add automatic actions to incidents.
Usually you only do this for management events rather than for SNMP traps
as it is hard to predict the rate and volume of traps. NNMi automatic actions
can be executable commands, command line scripts, or Python scripts. The
Python scripts execute within NNMi’s JVM so they execute quickly. Since
NNMi uses a Java interpreter for Python, NNMi calls these scripts Jython in
the forms. We encourage you to give Python a try as it is a language that
executes quickly though using it may require some additional learning.

In NNMi, actions are based on lifecycle state changes for incidents. You could
configure NNMi to take one action when an interface goes down and another
action when the interface comes back up again. To do this, configure both
actions on the InterfaceDown incident, but associate one action with the
Lifecycle State setto Registered and the other action with the Lifecycle
State set to Closed. There usually will not be an associated up incident.
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Suppose that you develop a Perl script that you want executed each time
NNMi generates a NodeDown incident. When NNMi generates an incident, it
assigns the Registered state. to the incident. This is similar to what you
might consider to be an open state. Do the following to configure NNMi to run
your script to when it received a NodeDown incident:

1 To begin configuring an incident to run your Perl script, you must place
your script into the actions directory. For security reasons, you must be
root or administrator to access this directory. For this example, assume
the actions directory appears in the following location:

e  Windows: \Documents and Settings\All Users\Application
Data\HP\HP BTO Software\shared\nnm\actions

e UNIX: /var/opt/OV/shared/nnm/actions

The actions directory can be in a different location depending on how you
installed NNMi. For this example, suppose your called your script
writelog.ovpl. Copy this script into the actions directory. Make sure
that your script is executable.

2 Now you need to associate this script with an action on this incident. First,
click Configuration from the NNMi console, then click Incident Configuration,
finally click the Management Event Configuration tab.

Incident Configuration

|'. SMMP Trap Configuration (by OID) | SMMP Trap Configuration (by Name) | SMMP Trap Forwarding Filters |
trol the NNMi | SMNMP Trap Forwarding Destinations | Remote NNM 6.x/7.x Event Configuration |
arded trap or an [ Management Event Configuration | Pairwise Configuration |
wo sl X| 8 K q|Brssote ] b Wl
| Name Enat Severity Cate Family
Il _@l InterfacePerformanceWarr . g Warning @y Interface ;I
| _@l IslandGroupDown v O it - MNode
- _@l LicenseExpired v v Major >':'§ License
| _@l LicenseMismatch o A Warning >':'§ License
Il _@l LicenseModeCountExceede + Major BF  License
| _@l MemoryOutOfRangeOrMall €3 Critical - Component Health
Il _@l ModifiedConnectionDown v &) criical S Connection
- _@l NnmClusterFailover v 7 Magor BE  Node
- _@l MNrmClusterLostStandby v v Maor BE  Node
M MST r 25| NnmClusterStartup v O Normal BE  Node
Il _é_l NnmClusterTransfer w10 poemal BE  Node
T B NodeDown v O it & Node
- %Orconnecuon[mwn v @ Gl = Node
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3 Select the NodeDown Incident, then click the Open icon.

4 Click the Action Configuration tab, then click the New icon.

ion : "NodeDown™ - Mozilla Firefox

elp

=10l x|

g 2 Delete Management Event Configuration | @l

Management Event Configuration

| the topevel form is saved!

Jown

| Dedupiication Configuration | Rate Configuration

| Configuration Per Node Group '|

Enable |

Lifecycle Transition Actions

K | — 2 |

|

{vanced Problem Analyzer has
| an the fallowinn analvesic: 1% 100%, nf

5 Select the appropriate lifecycle state (Registered in this example).
6 Set the Command Type to ScriptOrExecutable.

7 Enter the name of the command, including the complete path to the
executable, then click Save and Close.

>»

You can pass several arguments to the script. See the NNMi help
for a complete list of possibilities.

¥ Lifecycle Transition Action : "com.hp.nms.incident.lifecycle.Registered” - Mozilla Firefox

File  View Tools Actions Help
él El hb Save and Clase %l X Delete Lifecyde Transition acﬁonl @l
Save and Close

® Changes are not commi evel form is saved!

Enter the Java Jython method, executable, or script to run when an Incident changes to the spedfied Lifecyde State. You can pass Incident att
each. See Help — Using the Lifecyde Transition Action form.

Lifecyde State IRegishered vl
Command Type IScriptOrExecutabIe vl
Command

|.|"var.."optj’O\u',."sharedfnnmfacﬁonsfwritelog.ovpl
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8 Finally, you need to select the Enable box to enable the action.

ion : "NodeDown™ - Mozilla Firefox 10l =|
zp
ﬂ x Delete Management Event Configuration | @l Management Event Configuration

the topevel form is saved!

|'. Deduplication Configuration | Rate Configuration | Action Configuration )
| Configuration Per Node Group |

:éﬁ - Enable I~
=h -
U Lifecycle Transition Actions
i =
. ] e
T -t CommandType  Commnd
Il _él EI ScriptOrExecutable .."var.."optj’O\u',."sharedfnnmfacﬁonsfwr;I
lvanced Problem Analyzer has

9 Click Save and Close on this form and on the outer form as well. If you do
not save all the way to the outer form, NNMi will not properly set up the
action.

Now you need to test the action. The easiest way to do this is to look for a
previous occurrence of the NodeDown incident:

1 Click Incident Browsing from the NNMi console, then click All Incidents.

2  Open a NodeDown incident that NNMi closed. In this example Closed
means that the interface is back up. NNMi automatically closes an
incident when a fault is cleared. By working with a closed incident, you
can re-open the incident by setting the Lifecycle State to Registered.
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After you take this action, NNMi behaves as if the incident is opened for the
first time when executing actions.
- = ______________________________________§ s - _ g ]
Fle Tools Actions Help
Incident Management élﬁl@lgﬁlﬂ [Last Day =] [<setnode group filter > = H | |
—

Topology Maps

- Sevé Prioi LS =+ Last Occurrence AT Source Node  Source Objec Cate Fam Origi CN = Message

:E:T;:gwmg - A O s G 24089:3u2PM c55vlan10 c55vlan10 4% 2 S| (G ModeUp
Inventory r _é] & sl 63 21409 9:26:39PM c55vlan10 c55vlan10 4 H2 T »I4 ModeDown
Management Mode r ﬂ] @ sl 63 2/14/08 8:43:51PM ciscol ciscol 4 5 S (I MNodeUp
Incident Browsing - u| & €2 2/14/098:45:16 PM dscol discol & Ho T ri4 NodeDo
Open Key Incidents by Priority O =l s e €2  2/14/098:09:00PM ntegw2loop ChassisFanTre 4 ([ ) 34 FanonntcgwZloopis
Open Key Indidents by Category r _é] & 5[] 63 21408 T:43:58 PM ntcgw2loop ChassisFanTrz = § ) »id Fanonntcgw2loopis
Open Key Indidents by Family - _é] & 5[] 63 21408 7:29:00 PM ntcgw2loop ChassisFanTrz g § B »id Fanonntcgw2loopis
Closed Key Incidents - A @ s G2 271409 71609 PM 3com3300 3com3300 # d5 | @ MNodeup
Key Incdents by Lifecydle State r 2l @ sl G e zinzem 3com3200 3om3200 4 2 ) »14 NodeDown
fioat Causs Inadints r @ sl G s zosseeM ntegndoop  ChassisFanTre 4§ 8, b4 FanonntcgwZoopis
Open Root Cause Inddents =
Service Impact Ingdents r | @ 0 G2 21405 45%:s3PM dscol dscol # 2 ) (i Nodelp
Stream Correlation Inddents - | @ 0 G2 21408 45514PM dscol dscol 4 H2 T »i4 ModeDown
ncidents by Family r _é] @ sl 63 201409 3:37:18PM cisco2 cisco2 4 5 S (i MNodeUp
hy Correlation Nature r ﬂ] & sl 63 21408 23242PM cisco2 cisco2 4 H2 T »i4 ModeDown
r 2l e =0 @ 214 3nsseM ntcgw2loop ChassisFanTre 4 ([ ) 34 FanonntcgwZloopis
Custom h-ddents ~ eml wml @ <N @ 5n14a w1219pm riscn? riscn? & dm B (D Nodelin

Practice running this action by setting the Lifecycle State back to
Registered. This causes your action to execute after you save this form
(saving the Lifecycle State change). If you change the Li fecycle State
without saving the change, NNMi takes no action. You must click the Save
button after each Lifecycle State change.

After saving your change, verify that your action ran as expected. In this case,
look at the log file that this script wrote to. After you finish testing, set the
Lifecycle State back to Closed, then save the incident to return it to its
original state.

Basics | General | Correlated Parents ] Correlated Children
M Diagnostics | Registration |
Mode Down

Details

Severity | Critical = I
- Mame NodeDown
Prierity | Mone bl I Category | Fault j’

Lifecyde State

Family Mode

Origin Management Software
Source Node In Progress 7 i Correlation Nature Root Cause
. Completed
Source Object Closed =p = Duplicate Count 0

RCA Active B

Assigned To | o i Correlation Notes

Incident cancelled by: ModeUp.
Notes

MNotes
First Occurrence Time February 14, 2009 8:45:16F|
Last Occurrence Time February 14, 2009 8:45:16 PI
Origin Qccurrence Februarv 14, 2009 8:45:16 P|
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Configuring the NNMi Console

Node Group Configuration

To enhance diagnostics, create container maps which will show the nodes that
a node group contains. HP released a white paper containing more details
about working with node and node group maps in NNMi. See the Step-by-Step
Guide to Configuring Node Groups and Node Group Maps for more complete
details. The following explanation shows you a slightly different example than
the one contained in the white paper.

Suppose you need to create some logical containers for a few different subnets.
You want these containers to refer to management addresses rather than any
address on the node. You also want these containers to contain nodes based on
names. Nodes can be in multiple node groups. Suppose that you need to
create the following hierarchy of groups:

My
MNetwork

)

My Important Data
Subnets Center
Subnet
A

Subnet A = Management Address of 192.168.%.*

Data Center = nodes that have a system name beginning with “data_center”
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Begin by creating node groups for each of these containers. Note that only the
leaf groups will be populated with nodes. The other containers should only
show structure in the hierarchy and will only be populated with a child node
group. It is easiest to begin from the leaf node groups and work your way up
the hierarchy. Look below for a few examples. Notice the unique expression
for IP Address ranges. Remember to test the membership after you save each
Node Group with the Actions > Show Members menu item.

Mozilla Firefox 131 x|
File  View Tools Actions Help
é Hl Eﬁ Save and C\osel % 'X Delete Node Groupl @l Node Group
Basics | DevieeFilters | Additional Filters | Adgitional Nodes | Child Node Groups |
Status ‘
Name |subnet A
Status No Status
Add to View Filter List I When using the like or not like operators, use an * (asterisk) to match zero or more
characters in a string and a ? (question mark) to match exactly one character in a string.
Valid examples for hostname: *.hp.com, cisco?.hp.com, *dsco® hp.com,
Notes ??ftc??gs??. % hp.com
MNodes with Management IP Addresses in the range of 192.168.%.% . . )
To create an indusive IP address range, use the between operator, Valid example:
hostedIPAddress between 10.10.1.1 AND 10.10.1.255
Filter Editor
Attribute Operator Value
| mamtiPAddress = | | between =l r 192.168.%.* Append |
You can filter Node Groups using Device Filters and Additional Filters. A l 192,168, 255,255 Repl
node must pass all of these filters to belong to a spedfied Nede Group. SRR CiofEs
Any node that is listed as an additional node or is a member of a Child
Node Group will belong to this Mode Group. See Help — Using the Mode AND
Group form. G mgmtlPAddress between 192.168.0.0 AND 192, 168,255,255 ) o
To test your Node Group definition, select File — Save, then Actions — xv/’ AND <-> OR
Show Members. —_—
Qutdent
NNM iSPI for Performance (Unlicensed) &
Filter String
bl ] mamtIPAddress between 192, 168.0.0 AND 192.168.255.255
é E th Save and Closel @l X Delete Node Groupl @ Mode Group

Basics Device Filters iad

| Additional Nodes |  Child Node Groups |

Status |
Hame [pata center
Status No Status
Add to View Filter List ~ When using the like or not like operators, use an * (asterisk) to match zero or more

characters in a string and a ? {guestion mark) to match exactly one character in a string.
valid examples for hostname: *.hp.com, cisco?.hp.com, *csco®.hp.com,

Motes ??ftc??gs77.* . hp.com

Modes with a system name beginning with data_center

To create an indusive IP address range, use the between operator. Valid example:
hostediPAddress between 10.10.1.1 AND 10.10.1.255

Filter Editor

Attribute Operator Value

|sysName ;I |IikE ;I I\:Iata_center‘ Append
You can filter Node Groups using Device Filters and Additional Filters, A Replace
node must pass all of these filters to belong to a specified Mode Group.

Any node that is listed as an additional node or is a member of a Child
Mode Group will belong to this Node Group. See Help — Using the Node

Group form. » syshame like data_center™ A
OR
To test your Node Group definition, select File — Save, then Actions — le AND <5 OR
Show Members. —_—
Qutdent
NNM SPT for Performance (Unlicensed) __Delete |
Filter String
(i sysName like data_center®
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Since you are going to place these node groups onto a map, after you test the

population of the node groups you must take some steps to create to create an
initial instance of a map for each group.

1  First select Actions->Node Group Map to open the map.

f Group : "Subnet A" - Mozilla Firefox

i =[]
View  Tools Help
E Eh Save de Group | @l Node Group
=l show Members
@ show All Incidents
:’:‘E Show All Open Incidents P = = .
s ;,és Status Detals L De\nceﬁlﬂs I Additional Filters | ‘Additional Modes | Child Node Groups |
Status ‘
|Suhnet A
H Marjor
o View Filter List W When using the like or not like operators, use an * (asterisk) to match zero or more
characters in a string and a ? (question mark) to match exactly one character in a string.
Valid examples for hostname: *.hp.com, dsco?.hp.com, Fdsco™ hp.com,
i ?ftc??gs??. . hp.com
:5 with Management [P Addresses in the range of 192.168.%.%
To create an indusive IP address range, use the between operator. Valid example:
hostedIPAddress between 10,10.1,1 AND 10.10.1.255
Filter Editor
Attribute Operator Yalue
[ mgmtlPaddress =] [between =] 192,168.7= Append |
an filker Node Groups using Device Filters and Additional Filters., A I 192, 168,255,255 Replace
must pass all of these filters to belong to a spedified Node Group. e
1ode that is listed as an additional node or is a member of a Child
Group will belong to this Node Group. See Help — Lsing the Node
| TP bt 192 800D 152 18285255
3 form. o —_—
OR
st your Node Group definition, select File — Save, then Actions — AND <-» OR
Members, ———
Qutdent
SPI for Performance (Unlicensed) &
Filter String
o Filter List ]

2 Then click Save Layout. After you save the change, NNMi displays a
message informing you that it created a node group map.

File View Tools Actions Help

Elﬂélglglﬁ Node Group: |SuhnetA Indicate Key Incidents: ™ Disable Quick Viev
Save Layouti

1 |
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Click OK.

le Group Map - Mozilla Firefox 13l x|

View Tools  Actions  Help

ﬂ él @ F'= EE Node Group: |SubnetA Indicate Key Incidents: ™ Disable Quick View: r
The page at http://deploybel.cnd.hp.com says: x|

Created a new Node Group Map. To configure connectivity or background image,
pick File, OpenNoderm.pMapSettngstomdabeﬁﬂesemwgsforhsNodeGrm.pMap

Successfully stored map positions for the “Subnet A™ Node Group.

5

For the structure Node Groups, they don’t need any filters but require Child
Node Groups to define the hierarchy. For example, create the Node Group
called My Important Subnets as follows:

1

Click the Child Node Groups tab, then click New.

Group - Mozilla Firefox ] 4
Wiew Tools Actons Help
H % Save and Close |i¥| P Delete Node Grm.pl @ Node Group

s | DevieFilters | ters | i @
= =

: My Important Subnets

Mo

0 View Filter List = ﬁLé ﬁl Eil llﬂl
; =
B
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2 Now pull down the arrow to select Quick Find. Always use this method
to select an existing object.

¥ Node Group Hierarchy - Mozilla Firefox

File  View Tools Actions Help

él EI hh Save and Close |@I > Delete Nade Group Hierard’wl @I

® Changes are not committed until the topdevel form is saved!

Basics

The Mode Group Hierarchy relates a parent Mode Group with a Child Node Group. In Node Group maps, Child Mode Groups will show as a single ic
Group, unless Expand Child in Parent Node Group Map is enabled. This allows for small, reusable Node Groups. See Help — Using the Node Grouy

Child Mode Group |

Expand Child in Parent |
Mode Group Map

0

3 Select the child node group. That is Subnet A in this example.

) Mozilla Firefox 10l =|
él E Make Empty | Quick Find - Node Group

Do one of the following:

» Click the é Close icon to make no changes and return to the previous form.

» Click the Make Empty icon to remove the current assodation with an object instance.

» Click the i] Select This Item icon (jn the table row) to establish an association with an object instance.
» Click the Quick View icon (jin the table row) to display more information about an object instance.

] P C— 2 |

C tame
Data Center ;I
Important Modes

Island-1

Island-348

Microsoft Windows Systems
Metworking Infrastructure Devices
Mon-5NMP Devices

Routers
Subnet A

[z Lot o [ot o0 [t [ [

Select this item

4  Click Save and Close. You just created a child node group, Subnet A, for
the My Important Subnets node group.
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Be sure to save this

zlp

form as well.

[ 10| x|
ﬂ x Delete Node Groupl @I Mode Group

portant Subnets
tus

[ Device Filters | Additional Fiters | Addtional Nodes | ("Chid Node Groups |

| Status |

K P — 2 |

B &l x|l
T aname
(@] 5] subneta

A

Repeat this same process for the entire hierarchy. It may take time for status

to fully propagate to the

node groups.

Configuring the Node Group Map

You now have a map hierarchy that you drill into and back out. In this

Fle Tods ~—___Heb

Show All Incidents
Show All Open Incidents

% HP Network Node Manager

Mode Group - Node Groups

example, you can open the node group map for the node group My Network.

il &l x| ] o 1 %

Integration Module Configuration
Configuration

é Communication Configuration. ..
Discovery Configuration. ..
Monitoring Configuration. ..
Custom Poller Configuration. ..
Inddent Configuration...

- | Stat . Name

Monitoring Status Details r 1 ] =

Troubleshooting [ Data Center

Inventory - Important Modes
Management Mode - Microsoft Windows Systems
Incident Browsing | mportant Subnets

<

My Metwork

| frastructure Devices
- Mon-5NMP Devices

| Routers

Il Subnet A

| Switches

= Status Configuration...

 AWFL | AtFL  Status Last M
Feb 15, 2009 9:
Feb 6, 2009 3:3
Feb 6, 2009 3:3

- Feb 15, 2009 10

Feb 15, 2009 10

Feb 15, 2009 10

Feb 6, 2009 3:3

Feb 15, 2009 9:.

Feb 15, 2009 10

Feb 15, 2009 10

L4044 4L LK1
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From this map, you can drill down (double-click) and back with the arrows.

¥J Node Group Map - Mozilla Firefox

File  View Tools Actions Help

<l o] 4l ol o G

Mode Group: |I'~‘Iy Metwork

Indicate Key Inddents: |

Data Center

My Important Subnets

In addition to positioning, you can also add background graphics, change
connectivity options, and many other options. See the Step-by-Step Guide to
Configuring Node Groups and Node Group Maps for more complete details.
For this example, change the Topology Maps Ordering (so we can make it our
default map) then put a background graphic on the map as shown in the next
screen shot. Make sure to click Save and Close to save your work.

¥J Node Group Map Settings : "My Network " - Mozilla Firefox

File  View Tools Actions Help

él EI % Save and Close |@I X Delete Node Group Map Seth'ngsl EI

Basics

Mode Group My Network

| -

Optional. Topology Maps Ordering displays this map in the Topology Maps
workspace list (after Mode Group Overview and Metwork Overview).

1= the map shortcut is third in the list.

Empty = no shortcut to this map |n the list.

Changes take effec

Topology Maps

Minimum Role to
Save Layout

Optional. Use these attributes to override the values set in the User

Interface Configuration form.
I Minutes I Seconds

—_—

Map Refresh Interval

Maximum Mumber of
Displayed Nodes

Mt mnL__ £
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Connectivity \|"'

Background Image

Enter a relative URL to an MNMi background image or enter a full URL
background image. To view the set of NNMi background images, brow
http:/MACHINE:PORTfnnmbg/. To view the set of images added to N
http: ijACHINE PORTfnnmdocsfmagesf An example NMM-supplied E
value is rifi-amenica/Lnited-states.png. An example user-su
Image value is /mdos/maesymwadarmdpa

To test your map settings, select File — Save, then Actions — Node ¢

nd Image

|,|’nnmbg,|’conhnents,|’europe png
e can be scaled in proportiol e displayed map objects. Use a
1.0 tomm Tin comparison to the nodes (allowing mor
number less than 1.0 to make the nodes appear larger compared to t
For example, a scale value of 0.90 makes the image 10% smaller relat

Background

objects,
|1 .0

Tmana Srala
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Configuring the User Interface

Click Configuration from the NNMi console, then click User Interface

Configuration.

File  Tools  Actions  Help

Node Group Map Settings - Node Group Map Settings

Incident Management

Topology Maps

Discovery Configuration. ..
Monitoring Configuration. ..
Custom Poller Configuration. ..

Inddent Configuration...

Mode Groups

HEEE Mmde Trmnm Mam Cabimas

Monitoring m| 4 | 4 Name E £ NENG | NGHNG Minimu
Troubleshooting Il _é] Data Center 50 Layer2 - - Administ
Inventory - _él My Important Subnets 50 Layer 2 - - Administ
Management Mode I~ .él My Metwork 5 Layer 2 - - Administ
Incident Browsing - _él Networking Infrastructure D 10 Layer 3 o - Administ
Integration Module Configuration Il _él Routers 15 Layer 3 - - Administ
Configuration Imi = _é] Subnet A 50 Layer2 - - Administ
&8 Communication Configuration. .. [ _él Switches 20 Layer2 - - Administ

Change the Initial View selection to the first node group in the Topology
Maps workspace. This is your My Network map because we set the order to 5.

K ser Interface Configuration - Mozilla Firefox

File  View Tools Actions Help

él % Save and Closel @I

Global Control

Console Timeout 0 Minutes

My-Tncidents Tabie
Fy e using MMM iSPTs wi] OPen Key Incidents Table
to ;'gsil"a;:tﬁlg?_grequelsts tso :jl. Mot Responlding AfgdressealTable
“Open the MNMi C: Je” in H Mon-Mormal Interfaces Table
FuE HHENSEE I onNormal Nodes Table
All Nodes Table
Metwork Overview Map
Mode Group Qverview Map
Metworking Infrastructure Node Group Map

Enable URL Redirect

Show Unlicensed

i Default Map Settings i

Default Map Settings

Configure the default settings for map views. These settings «
map using the Node Group Map Settings form in the Configura

Map Refresh Interval I 1 Minutesl 0| Second

Maximum Mumber of 125
Displayed Nodes
Maximum Mumber of 300

Displayed End Points
Select to indicate Key Inddents by enlarging the source map ¢

dicahe Key Incidents |

Features Ro_uhersde Group Map
Registration ) -

9 Mone (blank )]
Last Modified February 6, 2009 3:37:26 PM MST
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Now when you log back into NNMi, the initial view is the My Network map.

% HP Network Node Manager _

File Tools Actons Help

aces

cident nagement EIEIQIEIEIEIEI ded=Gon
Topology Maps

T Node Group Overview

8% Hetwork overview

1% My Network

ﬁ Metworking Infrastructure Devices
13 Routers

I8 snitches

:g Data Center

My Important Subnets

Subnet A

Monitoring
Troubleshooting
Inventory
Management Mode
Incident Browsing

Integration Module Configuration
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Maintaining NNMi

Backing up and Restoring NNMi Data

NNDMi provides two backup and restore scripts to help you protect your data.

The first backup script is called nnmbackup.ovpl. You can use this script
either online or offline. The online option enables you to run the script
without stopping NNMi. Running this script generates a backup with a date
and time stamp in the file name so you can specify the same target directory
each time. This command backs up four different data sets: configuration,
topology, event and all. You can decide if you only want to back up a
subset. HP recommends using the all option. This backup is very complete,
and contains everything you will need to restore NNMi.

) The nnmbackup . ovpl script backs up a number of binary files (usually .ear
files). This can make the backup large so plan accordingly.

Although the nnmbackup.ovpl script backs up a lot of data, it completes
quickly.
The following command shows an example of using the backup script:

nnmbackup.ovpl -type online -scope all -force -archive
-target /var/tmp/mybackups/patch4

This creates a file with a name similar to nnm-bak-20090222163003 . tar.

The associated restore script is nnmrestore.ovpl. This command is easy to
use, and requires the backup file or directory created from the

nnmbackup . ovpl script. You must stop NNMi with a ovstop -¢ command
to be able to run this script.

An example nnmrestore.ovpl script usage is listed below:

nnmrestore.ovpl -force -source /var/tmp/mybackups/patch4/
nnm-bak-20090222163003.tar

The source directory should contain all of the files from the backup or the
single tar file. If the source is a tar file, the script extracts the tar file is to a
temporary folder in the current working directory. The script removes the
temporary folder after it completes the restore.
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A Never restore a backup across NNMi patch versions or restore a backup from
a previous patch level of NNMi. For example, suppose you are running patch
4 on your NNMi management server. After you run a backup, you upgrade to
patch 5. At this point, you should not restore the backup from the NNMi
management running patch 4 onto the patch 5 code. This will cause fatal
errors for NNMi. You might want to track which version of the patch you are
running in the backups using a naming convention for the directories. You
see a possible way of doing this above by naming the backup directory patch4.

The second script used for backup is nnmbackupembdb. ovpl. Only use the
nnmbackupembdb. ovpl script to back up NNMi servers configured to use the
embedded database. Also, NNMi must be running before you run the
nnmbackupembdb. ovpl script. The nnmbackupembdb . ovpl script does not
back up any additional files or executables. The result of using this script is
almost as good as doing a full backup, but avoids the resource overhead that
comes with a full backup. NNMi stores all of its topology, configuration and
events in the NNMi database, so the nnmbackupembdb . ovpl script could be
sufficient for you. The nnmbackupembdb . ovpl script generates a single file
along with a time stamp, and can be compressed to a very small size. See the
nnmbackupembdb . ovpl reference page or the UNIX manpage for complete
details.

) Make sure to experiment with the nnmbackupembdb. ovpl script to
familiarize yourself with its capabilities.

An example nnmbackupembdb . ovpl script usage is listed below:
nnmbackupembdb.ovpl -force -target /var/tmp/mybackups/patch4

Running the above script creates a file similar to
nnm-bak-20090222165029 .pgd.

You can restore this backup by running the nnmrestoreembdb.ovpl script.
An example nnmrestoreembdb. ovpl script usage is listed below:

nnmrestoreembdb.ovpl -force -source /var/tmp/mybackups/
patch4 /nnm-bak-20090222165029.pgd

Consider using a mixture of both types of backups. For example you could
complete a weekly backup using the nnmbackup . ovpl script and complete a
daily backup using the nnmbackupembdb. ovpl script.
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Exporting and Importing NNMi Configurations

Configuring NNMi is one of the most important tasks you do. Although your
configuration is backed up as part of the nnmbackup.ovpl and
nnmbackupembdb. ovpl scripts mentioned earlier, consider using the
nnmconfigexport.ovpl and nnmconfigexport.ovpl scripts included in
NNMi. Using these scripts provides flexibility when it comes to restoring
NNDMi configuration. These scripts enable you to take a snapshot of the
present NNMi configuration. It also divides the configuration into small
pieces. This enables you to restore just one piece of NNMi configuration if you
need to revert back to a recent snapshot.

For example, suppose you need to create a lot of node groups. Use the export
script to take a snapshot of the configuration at strategic points along the way
so you can revert back if you make a significant mistake.

The backup script is nnmconfigexport.ovpl. Use the
nnmconfigexport.ovpl script to specify a configuration area such as
discovery, node groups, incidents, and many others. There is also an all option
to export all of the configuration information. See the
nnmconfigexport.ovpl reference page or the UNIX manpage for complete
details.

An example nnmconfigexport.ovpl script usage is listed below:

nnmconfigexport.ovpl -u admin -p adminpw -c nodegroup -f /
var/tmp/myconfigs/nodegroup.xml

In this example, NNMi displayed the following message:
Successfully exported /var/tmp/myconfigs/nodegroup.xml.

Each exported configuration roughly corresponds to one configuration area in
the NNMi console. For example, there is a nnmconfigexport.ovpl script
option called disco. This option corresponds to the Discovery
Configuration form shown below. NNMi Auto-Discovery Rules are
part of this configuration export as are the Rediscovery Interval, Node
Name Resolution, and other data. The one exception is that the export does
not include data shown in the Discovery Seeds tab. Discovery Seeds
have their own discoseed option for the nnmconfigexport.ovpl script.
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¥ Discovery Configuration - Mozilla Firefox 10l x|

File View Tools Actions Help

é H Pg Save and Close | c’_,_?_‘;:'; Discovery Configuration
Global Control [ hutoDiscovery Rules | Excluded P Addresses | Subnet Connection Rules |
Rediscovery Interval 1 Days I 0| Hours Discovery Seeds ‘

Spiral Discovery Ping Sweep Control MNMi gathers addresses from discovered nodes for Auto-Discovery. Define rules to control
This control can averride the Enable Ping Sweep chaice for all which addresses NNMi uses to discover additional node: rule applies to an address,
Auto-Discovery Rules, gnores that acidress‘ See Help — Using the Discovery Configuration form.

Ping Snieep | £ &% 2 H| 4|[1er b | W
Sweep Interval I

? 1|Days | 0 |Hours [m] Or DIN  EPS . DASD DND  Name

Node Name Resolution r o - - - - Myhetwork |
First Choice Shart DNS Mame = I [}s

Second Choice Short syshlame = I

Third Choice 1P Address -I
Registration

Last Modified February 12, 2009 9:20:07 AM MST

You could run the nnmconfigexport.ovpl script daily choosing the all
option. The nnmconfigexport.ovpl script duplicates NNMi data within
the backup in XML format. With the data in XML format, you can selectively
restore configuration snapshots that you cannot do individually with the
nnmbackup.ovpl, nnmrestore.ovpl, nnmbackupembdb.ovpl and
nnmrestoreembdb. ovpl scripts.

Be aware that the nnmconfigexport.ovpl script does not generate a date
and time stamp on the files. If you want to automate this command, put the
data and time stamp on the directory name. These XML files are very small
so storage space is not an issue.

To restore the configuration, use the nnmconfigimport.ovpl script. You do

not need to specify a configuration area because this is implied by the file
contents.

An example nnmconfigexport.ovpl script usage is listed below:

nnmconfigimport.ovpl -u admin -p adminpw -f /var/tmp/
myconfigs/disco.xml

As with the nnmbackup.ovpl and nnmbackupembdb.ovpl scripts, you
should not use these scripts across patch versions. The good news is that
NNDMi validates the configuration file and rejects it during the import if it is
invalid for the current version of NNMi. The nnmconfigimport.ovpl script
will never corrupt your present configuration but it will override it if the
format is okay, so use caution when using this script.
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Trimming Traps from the Database

Traps that pass all of the NNMi filters are eventually stored in the NNMi
database. Traps can come in high volume and bog down the NNMi database.
HP recommends that you regularly trim traps from your NNMi database. Use
the nnmtrimincidents.ovpl script to trim traps from your database. You
can archive these traps if necessary.

An example nnmtrimincidents.ovpl script usage is listed below:

nnmtrimincidents.ovpl -u admin -p adminpw -age 1 -incr weeks
-origin SnmpTrap -trimOnly -quiet

This example usage trims any traps older than 1 week. This usage does not
archive the traps. See the nnmtrimincidents.ovpl reference page or the
UNIX manpage for more options. Use nnmtrimincidents.ovpl in a cron job
to clear out old unnecessary trap incidents on a regular basis. NNMi
eventually forces you to do this by stopping storage of traps after it reaches a
limit of 100,000 traps in the NNMi database.

This reference to the NNMi database is not the same as the trap datastore.
See Step-by-Step Guide to Managing SNMP Traps in NNMi for more
information.
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Checking NNMi Health

You can check the general health of NNMi with a few different tools.

From the NNMi console, use the Help->About HP Network Node Manager
i-series menu item for a listing of some important data.

[ HP Network Node Manager

File  Tools  Actions

3 Using the NNMi Console nas - Node Group Map Settings

) 2 Help for Operators
Inuchlant Management ? Help for Administrators _lc ' _I@ _|L|4}a
TDD? ogy faps MMMi Documentation L|brary 4 Name TMO  CT NHNG NGHNG
Monitoring HP Softua noort YWeheits
. ata Centel 50 L 2
Troubleshooting ‘ About HP Network Node Manager i-series P Enter Ve
Inventory 'b £ TRy Tmportant Subnets 50 Layer 2
Management Mode - _.J _@] My Network 5 Layer 2
Incident Browsing r I _él Networking Infrastructure D 10 Layer 3

After NNMi displays the results, check NNMi’s free memory. This number
should not go below 8%. Ifit does, increase your memory as displayed in the
form.

You can also check the State Poller Health and the Custom Poller
Health. These should be in a Normal status at all times. If they are not
Normal, then the State Poller is behind. Be aware that the State
Poller is separate from APA (Active Problem Analyzer Service). It is possible
that the state Poller is keeping up, but that APA is behind. NNMi does not
currently display a health check of 2PA.
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About HP Network Node Manager i-series x

Management Server -]

Hosthame:
IP Address:
Official Fully Qualified Domain Mame (FQDM):

This FQDM is used for URL reguests to ensble Single Sign-On between NNMi and iSPIs
Operating System: Lmux amd64 2.6.9-61.ELsmp
Available Prog

5 Free f.-'—\llocated Memory (% Free): 2,270.6M [ 2,918.4M (?B%

: ntzgs is frequenthy less than 8%, increase -Mmx for improved )
NNM 5 Maximum Attemptable B [ 7 m -¥ma option in
Jvar)opt/ON fshared/nnm/conflov jboss/ovi I:oss Jvm, D’DDE"IEI
Memary Status: Mormal

e Poller Health %

Status:

Collections -
Collections completed in last minute: 200
Collections in process:
Time to execute skips in last minute:
Stale collections in last minute:

State mapper queue length:
Model updater queue length:
Monitored Objects
SnmpAgent : 66
TrackedObject : 5
RouterRedundancyInstance : 7
Interface : 309
Component : 162

3
]
o]
Poller result gueue length: 0
4]
o]

om Poller Health

Collections requested
Collections completed in last minute:
Collections in process:

Time to execute skips in last minute:
Stale collections in last minute:
Paoller result queue length:
State mapper gueus length:
Model undater aueue lenath:

[ R e T o Y e o [ e R

[
A
You can also check the NNMi health by running the ovstatus command. It is
important to run the ovstatus command using the -v (verbose) option
against the ovjboss process. To do this, run the ovstatus —v ovjboss

command and view the display to check the health of the ovjboss process. A
typical health output would look something like the following:

# ovstatus -v ovjboss
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object manager name: ovjboss

state: RUNNING
PID: 20413
last message: Initialization complete.

exit status: -

additional info:
SERVICE
CPListener
CommunicationModelService
CommunicationParametersStatsService
CustomPoller
EventsCustomExportService
ExtensionDeployer
InstanceDiscoveryService
IslandSpotterService
KeyManager
ManagedNodeLicenseManager
ModelChangeNotificationAdapter
MonitoringSettingsService
NMSLogManager
NamedPoll
NetworkApplication
NmsApa
NmsDisco
NmsEvents
NmsEventsConfiguration
NmsExtensionNotificationService
NmsModel
NmsWorkManager
NnmTrapService
PolicySynchronizer
RbaConfig
RbaManager
SpmdjbossStart
StagedIcmp
StagedSnmp
StatePoller
TrustManager
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Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service
Service

is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is
is

started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
started
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Miscellaneous Tips

Some additional recommendations that you might want to consider are listed
here:

64

Use NNMi’s embedded database, even for large scale. Tests show that
Postgres is highly scalable. You do not need to consider Oracle just
because you have a large network. Some features, such as application
failover, only work with Postgres. Postgres is highly reliable and
recommended by HP as the preferred database for NNMi. Do not worry if
you lack Postgres database expertise, as you really do not need it.
Postgres is embedded into NNMi and NNMi provides any required tools
you need.

Use caution when adjusting the SNMP timeout configuration. This
timeout value increments with each timeout and can grow quickly beyond
your original intention.

From the NNMi console, click one of the topology map selections. After you
see the resulting display, double-click one of the nodes to open a node form.
Click the Conclusions tab and review the data to better understand why
the current status is set for the node.

Reduce the number of connections between node groups using the End
Points Filter in the Node Group Map Settings form. Highly
connected maps display slowly and NNMi will drop connections if
necessary on the map.

Do not use an @ symbol in your SNMP strings. This is a reserved
character for Cisco devices and causes unpredictable NNMi behavior.
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Possible Usage Scenarios

Now that you successfully configured NNMi, you need to learn how to use it.
This section presents three simple scenarios. The majority of NNMi users use
trouble ticketing systems. For simplicity, these scenarios do not include these
trouble ticketing tools. Instead, these scenarios assume you only have NNMi
available.

Management by Exception

NNMi is excellent at identifying root cause problems associated with a
network fault. These problems are presented as Key Incidents. From the
NNMi console, click Incident Management, then click Open Key Incidents. By
monitoring the Open Key Incident browser, you can pinpoint the exact
cause of a network problem and begin working toward a solution. HP refers to
this as management by exception since the incident browser shows these
exceptions (or outages).

The management by exception approach includes the following advantages:
e  You can quickly see the root cause of the problem.

¢ You can easily identify the source of the problem as the source object, such
as an interface, address, node, or other possible sources.

e NNMi can forward Key Incidents to other products, such as HP OM.
The management by exception approach includes the following challenges:

e [t can difficult for you to recognize the scope of an outage. A key
NodeDown incident shows only the root cause, but the root cause node
being down could affect connectivity to many other nodes.

e It can be difficult to prioritize incidents (which one to work on first). Not
all NodeDown incidents are of equal importance.

You see an example of Key Incidents below. From the NNMi console, click
Incident Management, then click Open Key Incidents. NNMi displays all of the
outstanding key incidents in your network and will update this list every 30
seconds. See the NNMi help for the definition of a key incident. Notice that
NNMi filters this view is filtered by time, so you may need to use the
pull-down menu to select an appropriate time value. The example below
shows key incidents in the last hour. You can see that you had a node go down
within the last hour.
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% HP Network Node Manager

File  Tools  Actions  Help

Workspaces Inddent - Open Key Inddents
Incident Management | | | | | | |

%= Open Key Indidents

i 755 Prlm ?Lﬁ LastOocurrenoe AT  Source Node LS
dQ Key Incidents 1 = =
- Mna;slgnel .dpenm y Inciden l- | .@l 9 [ @ 22309 14347PM hp
== My Open Indiden
r & s © s0 & 2230 nanszem % nteaw2oop ch

Suppose you want to learn more about this outage. There are many actions
that you can run from the actions menu. To better understand the scope of the
outage, you launch a Layer 2 Neighbor View

% HP Network Node Manager

Node Group Members
Mode Group Map

Path View

Source Mode

Source Object

Ping (from server)

Trace Route (from server)

VS; Prlm Vl_ﬁ Last Oocurrence AT Source Node

_| _@] & s[] @ 202309 143:47PM hp4k3sw . hp
r _| _@] & =[] @ 2/23/09 n4u52PM ntcgw2loop ck
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This displays a neighbor view centered around the source node, hp4k3sw. You
could expand the number of hops if you want to see all of the affected nodes.
In this case, one node c3508x1, is behind the outage. NNMi did not generate

a NodeDown incident for c3508x1, as it is not the root cause of the outage.
= e = | Node or IP: Jhp4k3sw Number of Hops: | 1 |

hpk1sw

Double-click the critical node, hp4k3sw, for further details. Suppose you want
to see a history of the incidents on this node to try to establish a pattern. For

example, you wonder if this node is node going down each evening. If you click
the Incidents tab, NNMi displays a history of the incidents related to this node.

3 Node : "hpak3sw" - Mozilla Firefox

File  View Tools Actions Help

él % Save and Closel X Delete Nodel @I

Basics | General | IPAddresses | Interfaces | VLANPorts | Porl
Name hpakasw | Cusi Ath'.i.:)uhes | I.\.IodeGrot.ps | “CorrportheaIﬂ.'? | Diz
Hostname hp4k3sw.cnd.hp.com il D Status | Condusions | Registration | Custon
Management Address 15.2,131.61

Status Critical

MNode IManaged 'I | | ﬁl 4”' | | 1-20f2
Management Mode é x es| O “ ﬂ

SHMP Agent State ft f f b f el
SNMP Supported ] r @ s @ @ 2/2309 143:47PM bie Node
State Mot Responding r | _él © 6 27/097:5431PM (i) Node
Ctata | act Madifiad Fehrizry 73 2000 1:43 38 DM MST

Deploying NNM; by Example 67



68

If you click the Status tab, NNMi displays a history of the status related to this
node. All of these steps enable you to better understand the problem and begin
looking for a solution. NNMi provides you with many other tools such as ping,
telnet, and trace route to the node from the NNMi management server. You
can also look at upstream nodes to validate that they continue to operate

properly.

¥ node : "hpak3sw" - Mozilla Firefox

File  View Tools Actions Help

él E& Save and Closel 'X Delete Nodel ﬁl

Basics | General | IP Addresses | Interfaces | VLAN Ports | Par

r F— v Vo]
Name hpkasw | Custom attr.lF)HwE I._J?Iede Groups | “ComponentHeaIﬂ.'? | Diz
Hostname hp4k3sw.cnd.hp.com Inddents|” | Status | @:ndusions | Registration | Custor
Management Address 15.2,131.61
Status Critical overall Stat

era us
MNode I Managed - I
Management Mode »
Status Critical

SNMP Agent State Status Last Modified February 23, 2009 1:43:47 PM MST

3

SMMP Supported I

State Mot Responding Status Hi

State Last Modified February 23, 2009 1:43:38 PM MST -

SNMP Agent |hp4k3su\'.md.hp.com | = - | Lﬁl Whd4|[1-50f5

N - i i stat + Time Stamp

D;mvp‘::;e [hpswitch4aon | ~ ; g g ii:ﬁz i:z E:

E;thogoe;wypit;h; [::E?::rr: §3Dm folzgeg:a:ss AM MST r g (;) ;fi;ofzg?l;gizm /
:

rotes ONE| 2 2(7/03 7:49 PM

Motes

NNMi enables you to annotate incidents with notes so you can keep a log of
information about the debugging progress.

Map Based Management

Another method of network management is to create maps that you can watch
for status change. Usually these maps will correspond to geography or
building but they could be arranged in many ways. These maps represent a
hierarchy of node group maps. The status is propagated from the leaf nodes
up to the parent node group maps. By default, NNMi propagates the most
critical node status in the node group up the hierarchy. This enables you to
monitor status from a high level. When a top level node group map changes
color from green to red, yellow or orange, you can drill into the node group
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maps until you find the problem node. After you reach the problem node, you
can take actions similar to those described in the previous section to debug the
problem. Similar to incidents, nodes and interfaces can be annotated with
notes if you want to keep a log of information about the debugging progress.

The following screen shot shows an example of the data center having a
problem that you need to correct. You drill down into this node group map to
find the faulting node. To operate in this mode, you need a default map that
NNDMi displays after you complete the initial log on. Another way to navigate
to this map from the NNMi console is to click Topology Maps, then click your
top-most map. This is the My Network map in this example.

anagement <;|| U:l él -’;E_gl t’?gl D‘E,l ﬁl
laps
Mode Group: |My Metwork Indicate Key Incidents: i
sroup Qverview
rk Overview e AN
twark Berkjues ™ TCELAND
rking Infrastructure Devices
]
&= R U 595
‘enter
dodes {F g ey eaey PINLANLY 0 .
Jortant Subnets i e
LA ‘Stockhelm . rer A8
g s Pembuny
o ESTONIA
oM T
IRELAND © UNITED DENMARK —_y
P K inGDOM o Dlogrohagen HiIHUANIA
WETHERLANPS : o™ My Important Subnets
) o i i BELARUS w AT
o
ol(\‘
ris Prog I-W
UKRAINE
Data Center])
v
PORTUGAL o At
li‘lel\o 0
SPAIN “
oting f U g KENY
GREECE
ntMode Falii

The benefits to this approach include:
The map-based management approach includes the following advantages:

¢ You can easily scope the outage. It becomes obvious quickly if other nodes
are affected based on the status of neighboring nodes.

*  You can easily identify the affected location. It is harder for you to identify
this from an incident. The helps you decide what to work on first.
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The map-based management approach includes the following challenges:

¢ To find the source of the problem, you need to drill into the map more than
when using the management by exception approach. More drilling, means
you have to open the node and look at the conclusions tab to see what
exactly the problem is with the node.

e NNDMi does not propagate node status to other tools such as HP OM.

e NNDMi does not color a node group map more red if one node is already
down, then another node goes down in the same group.

List Based Management

The final method is to manage your network from a dynamic list. NNMi
provides dynamically updated tables that show nodes or interfaces
experiencing problems. NNMi usually updates this list every 15 seconds. You
can easily get a list of nodes or interfaces that are experiencing problems.
From this list, you can use tools, as shown in the previous methods, to
diagnose and fix the problem. Because this list is dynamic, NNMi clears the
nodes or interfaces from this list as the nodes or interfaces return to a normal
status.

The following screen shot shows an example. From the NNMi console, click

Monitoring, then click Critical Nodes.
File  Tools  Actions  Help

Indident Management é| 'X| @| ®| ¢ i| @| |'_|4'r’| | <Set node aroup filter >
Topology Maps
Monitoring | st DC . Name Hostname Management Ad System Locati
. W 28| @ I Chodkasw SUE. CPU Room
- Critical Component Health r — @ 4 ol ipu.net
= Critical Interfaces —I -él e L ’

® Critical Nodes

on-Mormal Interfaces
on-Mormal Modes

ot Responding Addresses

* Nodes by Status

2 Component Health by Status
 Interfaces by Status

® Interfaces by Administrative State
 Interfaces by Operational State
? IP Addresses by State

® Interface Performance

® Router Redundancy Groups

ode Groups
# Custom Node Collections
£= Custom Polled Instances
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The list-based management approach includes the following advantages:
¢ You know how many nodes or interfaces you need to investigate.

e This is a much simpler approach as you do not need to drill into NNMi
maps to troubleshoot your network.

The map-based management approach includes the following challenges:

e There is no easy electronic trail to see patterns of outage as NNMi does not
keep a long history of status.

e It is difficult to scope the size of an outage as NNMi only shows critical
nodes. NNMi does not mark downstream nodes as critical.

e It is difficult to know where the node is physically located.
e NNDMi does not propagate node status to other tools such as HP OM.

Conclusion

This document explained a simple NNMi deployment completed on a small
test network. You read about tasks that included installing a license, creating
users, configuring communication, discovery, incidents, traps, actions, and the
NNMi console. This document also explained how to complete maintenance
tasks for NNMi, how to monitor NNMi health, provided some miscellaneous
tips, and explained some possible use scenarios for NNMi. Hopefully you have
been able to get a feel for how simple it is to get NNMi running and how
NNMi can significantly improve your ability to maintain a healthy network by
giving quick, precise alerts to problems in your network.
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