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Welcome to Platform Administration

This guide provides detailed instructions on how to configure and
administer the Mercury Business Availability Center platform.

How This Guide Is Organized

Part |

Part 1l

Part Il

The guide contains the following parts:

Setup and Maintenance

Describes how to download components, manage licenses, upgrade the
platform and Service Level Management data, administrate the profile and
management databases, enable data purging, configure the infrastructure
settings, view the audit log, and configure MMS Import.

Data Collection

Describes how to configure the settings and resources related to data
collection, including upgrading and removing data collectors; scheduling
downtime and events; filtering and removing transactions, locations, and
groups; setting the order for transactions to run; adding and updating
definitions of user-defined samples; setting filters for report data; and
recording scripts for Client Monitors.

Alerts Management

Describes the process of creating and maintaining alerts, recipients, and
alert dependencies.
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Part IV

Part V

Part VI

Part VII

Part VIII

Scheduled Reports

Describes how to define and schedule user-defined reports.

Users and Permissions

Describes how to create and manage users and user groups, as well as the
permissions that apply to them across the platform’s resources.

Personal Settings

Describes the customizations to set per user, including refresh interval, time
zone, menus, and default pages.

Report Administration

Describes how to generate a report automatically and how to view, in a
reports log, the errors that occurred when generating a report and all
activities carried out on a report: creating a new report, generating a report,
modifying the report filter(s), drilling down in reports, and so forth.

Authentication

Describes how to configure Mercury Business Availability Center to work
with authentication strategies.

Who Should Read This Guide

This guide is intended for the following users of Mercury Business
Availability Center:

» Mercury Business Availability Center administrators

» Mercury Business Availability Center platform administrators

Readers of this guide should be knowledgeable about enterprise system
administration and highly knowledgeable about Mercury Business
Availability Center.
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Getting More Information

For information on using and updating the Mercury Application
Management Documentation Library, reference information on additional
documentation resources, typographical conventions used in the
Documentation Library, and quick reference information on deploying,
administering, and using Mercury Business Availability Center, refer to
Getting Started with Mercury Business Availability Center.

xi
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Downloads and Licenses

Once the servers for Mercury Business Availability Center are installed, there
are several components that must be downloaded. These components
include tools for monitoring your enterprise and recording business
processes. Mercury Business Availability Center also includes a flexible
licensing feature enabling you to update your own license information.

This chapter describes: On page:

Downloads 3

License Management 5
Downloads

You download components from the Downloads page, accessed from the
Setup and Maintenance tab in Platform Administration. To view and
download components from the Downloads page, after installing Mercury
Business Availability Center, you must install the data collector setup file.
For details, see “Installing Components Setup Files” or “Installing
Components Setup Files” in Deploying Servers.

Note: If there is a component you want to download that does not appear
on the Downloads page because it was not selected during data collector
setup file installation, you can add it to the Downloads page at any time
using the procedures described in “Installing Components Setup Files” or
“Installing Components Setup Files” in Deploying Servers.
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Depending on your operating system and on the options selected during
data collector setup file installation, any of the following components may
be available for download:

Mercury Business Process Monitor for Windows, Solaris, or Linux
Discovery Probe for Windows

Mercury SiteScope for Windows, Solaris, or Linux

LoadRunner 8.1 FP3 patch for Mercury Virtual User Generator
Mercury Virtual User Generator

Mercury Client Monitor

Mercury Real User Monitor Engine for Windows

Mercury Real User Monitor Probe

Mercury Dashboard Ticker

Microsoft .NET Framework 1.1

Microsoft Web Services Enhancements (WSE) 2.0 Service Pack 3 for
Microsoft .NET

To download and install a component:

Select Setup and Maintenance > Downloads from the Platform
Administration page in the Administration Console. The Downloads page
opens.

2 (Click the component you want to download.

3 Save the component’s setup file to your computer.

To install the component, double-click its setup file.

» For details on installing Mercury Business Process Monitor for Windows
2000/2003/XP, or Solaris, see “About Business Process Monitor
Deployment” in Business Process Monitor Administration.

» For details on installing Mercury SiteScope for Windows 2000/2003,
Linux, or Solaris, see “Introducing and Deploying SiteScope” in SiteScope
Administration.
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» For details on installing Mercury Virtual User Generator, start the
installation process and follow the on-screen instructions.

» For details on installing Client Monitor, see “Installing Client Monitor” in
Client Monitor Administration.

» For details on installing Mercury Real User Monitor Engine, see “Installing
the Real User Monitor Engine” in Real User Monitor Administration.

» For details on installing Mercury Real User Monitor Probes, see “Installing
the Real User Monitor Probe” in Real User Monitor Administration.

» For details on installing Mercury Dashboard Ticker start the installation
process and follow the on-screen instructions (for details, see “Dashboard
Ticker” in Using Dashboard).

License Management

Note to Mercury Managed Services customers: Mercury Operations
administers these pages and the interface is hidden from your view.

To run monitors and transactions, as well as use various integral
applications in Mercury Business Availability Center, you must have a valid
license key.

The Mercury Business Availability Center license enables you to
simultaneously run a predetermined number of monitors and transactions
for a specified period of time. The number of monitors and transactions that
you can run simultaneously, the specific applications that you can run, and
the license key expiration date, all depend on the license your organization
has purchased from Mercury. You enter the license key during the
installation process.

You can review the status of your maintenance number and license key by
selecting Help > About Mercury Business Availability Center. The About
Mercury Business Availability Center dialog box opens and displays your
current license information.
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A number of Mercury Business Availability Center applications require
additional licensing. In order to use these applications, you must obtain an
updated license key from Mercury and then update the license key in
Mercury Business Availability Center. For more information on updating
your license key and maintenance number, see “Updating License Key and
Maintenance Number” on page 7.

Note: Mercury Business Availability Center posts a license expiration
reminder on the login page of the Web site seven days before license
expiration.

Viewing Current License Information
In Platform Administration, select Setup and Maintenance > License
Management to open the License Management page.

The following information is displayed:

> General License Properties area including:
» current license key
» license host ID
» current maintenance number
> license type
» license expiration date
» Business Process Monitor and Client Monitor areas both include:

» maximum number of transactions allowed to run simultaneously under
the current license key

» number of transactions currently running in all profiles
» total number of transactions currently in the database
» Applications area including:

» validity of Dashboard license
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validity of Service Level Management license

validity of End User Management license

validity of Real User Monitor license

validity of System Availability Management license

validity of Business Availability Center for Siebel license
validity of Diagnostics license

validity of Business Availability Center for Citrix license
validity of Business Availability Center for SAP license

validity of Automatic Discovery license

validity of Mercury Business Availability Center for SOA license

validity of Problem Isolation license

pdating License Key and Maintenance Number

When installing or upgrading Mercury Business Availability Center, you
may need to enter your license key or maintenance number.

To update your license key or maintenance number in Windows:

In Platform Administration, select Setup and Maintenance > License
Management to open the License Management page.

Click New Maintenance Number or New License Key. The relevant dialog
box opens.

Licernse key:

Mote that updates to the licenze may take up to five minutes to take effed
If the naw license key iz invalid, the existing licenze will cantinue to be used,
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4

Type the new or updated number for the license key or the maintenance
number in the appropriate box.

Click OK.

To update your license key or maintenance number in Solaris:

Note: Do not use Platform Administration to install the initial license key
and maintenance number. They are installed during the installation process.

1 Log in to Solaris as user root.

Go to directory <Mercury Business Availability Center root
directory>/scripts.

Run the script create_license.sh with the parameters <Management
database user name> <Management database password> <database tns
name>. For example:

Jcreate_license.sh TopazMng11 topaz spenser
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Upgrading Mercury Business Availability
Center

This chapter describes: On page:
Upgrade Documentation 10
Configuration Upgrade 10
Views Upgrade 11
Service Level Management SLAs Upgrade 11

Note to Mercury Managed Services customers: Mercury Operations
administers these pages and the interface is hidden from your view.
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Upgrade Documentation

For specific information on the upgrade procedure, refer to Upgrading
Mercury Business Availability Center. You can access this guide in PDF format
(make sure you have Acrobat Reader 4.0 or later installed on the machine)
from the Mercury Business Availability Center release download area or
from the Mercury Business Availability Center Documentation Portal area
on support.mercury.com.

Configuration Upgrade

10

Part of the upgrade process requires manually upgrading certain stored data
to the new version. This is done from the Configuration Upgrade page. The
Configuration Upgrade page also enables you to complete the upgrade.

The configuration upgrade must be performed at a particular stage of the
upgrade procedure.

Note: Do not upgrade your data or click the Finish Upgrade button until
you have completed all the prior upgrade steps, as described in Upgrading
Mercury Business Availability Center.

For details on how to access Upgrading Mercury Business Availability Center,
see “Upgrade Documentation” on page 10.
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Views Upgrade

Part of the upgrade process requires upgrading custom Dashboard views to
Mercury Business Availability Center 6.6 views. This is done from the Views
Upgrade page.

The views upgrade must be performed at a particular stage of the upgrade
procedure.

Note: Do not upgrade your views until you have completed all the prior
upgrade steps, as described in Upgrading Mercury Business Availability Center.

For details on how to access Upgrading Mercury Business Availability Center,
see “Upgrade Documentation” on page 10.

Service Level Management SLAs Upgrade

For details on the upgrade procedure for Service Level Management SLAs,
refer to Upgrading Mercury Business Availability Center.

For details on how to access Upgrading Mercury Business Availability Center,
see “Upgrade Documentation” on page 10.

11
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Database Administration

You can maintain and administer the databases Mercury Business
Availability Center uses to store profile and monitoring data.You can create
and manage profile databases directly from the Administration Console.
You can also enable the Purging Manager to purge the data in the database

periodically according to your organization’s needs.

This chapter describes: On page:
Database Management 14
Partitioning and Purging Historical Data from Profile Databases 24
Removing Unwanted Data from the Profile Database 30

13
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Database Management

14

Note to Mercury Managed Services customers: Mercury Operations
administers these pages and the interface is hidden from your view.

Before you create profiles, you must configure the database(s) into which
you want profile data saved. A profile database can store data for multiple
profiles, as well as from any type of profile (Business Process Monitor, Client
Monitor, SiteScope). You can either create one database for all profile data or
create dedicated databases (for example, for each profile type).

Note: The term database is used to refer to a database in MS SQL Server. The
term user schema refers to a database in Oracle Server.

Mercury Business Availability Center supports two database types:

Microsoft SQL Server. This database runs on Windows operating systems
only - for details, see page 15.

Oracle Server. This database runs on Windows or Solaris operating systems —
for details, see page 19.
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The Database Management page, accessed from the Setup and Maintenance
tab in Platform Administration, enables you to perform the following
database management tasks:

create a new database. Mercury Business Availability Center automatically
creates a new database and populates it with profile tables.

add profile tables to an existing, empty database. Mercury Business
Availability Center connects to an empty database that was manually
created on your database server, and populates it with profile tables.

connect to an existing database populated with profile tables. Mercury
Business Availability Center connects to a profile database that was either
manually created and populated with profile tables, or previously defined in
Platform Administration.

To deploy profile databases on MS SQL Server or Oracle Server for your
organization’s particular environment, follow the instructions in “Databases
Used in Mercury Business Availability Center” in Preparing the Database
Environment. It is recommended that you review the relevant portions of
Preparing the Database Environment before performing profile database
management tasks.

Configuring a Profile Database on MS SQL Server

You configure one or more profile databases on your MS SQL Server. Before
you begin, make sure that you have the following connection parameters to
the database server:

Server name. The name of the machine on which MS SQL Server is
installed.

Database user name and password. The user name and password of a user
with administrative rights on MS SQL Server (if using SQL server
authentication).

Server port. The MS SQL Server’s TCP/IP port. The default port, 1433, is
automatically displayed.

If required, consult with your organization’s database administrator to
obtain this information.

15
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Note: It is recommended that you configure MS SQL Server databases
manually, and then connect to them in the Database Management page. For
details on manually configuring MS SQL Server databases, see “Overview of
MS SQL Server Deployment” in Preparing the Database Environment.

To configure a profile database on MS SQL Server:

In Platform Administration, select Setup and Maintenance > Database
Management. The Database Management page opens.

In the database type list, select MS SQL, and click Add.

Note: If you are configuring a database for training or demonstration
purposes, you can select MSDE. The remaining steps in the procedure are
identical.

The Profile Database Properties - MS SQL Server page opens.
Select or clear the Create database and/or tables check box as required:

» To create a new database, or connect to an existing, empty database, and
populate it with profile tables, select the check box.

» To connect to an existing database already populated with profile tables,
clear the check box.

Select or clear the Make this my default profile database (required for
custom data types) check box as required.

This setting is required if you are collecting Real User Monitor, Mercury
Diagnostics (if installed), or persistent custom data. For details about custom
data, see “Working with Measurement Filters” on page 127. There can be
only one default profile database. If a default profile database already exists,
selecting this check box overwrites the existing database.

In the Server name box, enter the name of the machine on which MS SQL
Server is installed.
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In the Database name box, enter:

» a descriptive name for the database, if you are configuring a new
database

» the name of the existing database, if you are connecting to a database
that was previously created

If the MS SQL Server's TCP/IP port is configured to work on a different port
from the default port (1433), enter it in the Port box.

Select the type of authentication the MS SQL server is using:

» Windows authentication. The user name and password that was used to
run the Mercury Business Availability Center service on the current
machine is used.

> SQL server authentication. In the User name and User password boxes,
enter the user name and password of a user with administrative rights on
MS SQL Server.

Click Apply. Mercury Business Availability Center configures or connects to
the database, as instructed, adds it to the database table on the Database
Management page, and displays the message: Operation Successful.

Database creation can take several minutes.

To configure additional profile databases on MS SQL Server, repeat steps
2 on page 16 through 9 on page 17.

Managing Profile Databases on MS SQL Server

You perform the following tasks, as required, to manage the profile
databases configured on your MS SQL Server:

Edit database connection parameters. You can change the type of
authentication used, modify the user name and password that is used to
connect to profile database on MS SQL Server (for SQL server
authentication), if those parameters are changed on the database server, and
change the port number used for connecting to the MS SQL Server
machine.For details, see page 18.

Remove database connection. You can disconnect a profile database from
the Mercury Business Availability Center system. For details, see page 19.

17
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Note: Disconnecting a database removes its reference from the Management
database, but does not physically remove the database from the MS SQL
Server machine. To delete a database from your MS SQL Server machine,
follow the instructions provided in your MS SQL Server documentation.

To edit database properties:

On the Database Management page, click the Edit Database Properties
button beside the MS SQL Server database whose properties you want to
edit. The Profile Database Properties - MS SQL Server page opens.

Select or clear the Make this my default profile database (required for
custom data types) check box as required.

This setting is required if you are collecting Real User Monitor, .Net, or
persistent custom data. For details about custom data, see “Working with
Measurement Filters” on page 127. There can be only one default profile
database. If a default profile database already exists, selecting this check box
overwrites the existing database.

3 Change the type of authentication as required.

Modify the user name and password as required.

The existing password appears as a series of asterisks. To edit this field,
highlight the current password value and enter the new value.

5 Change the port number as required.

6 Click Apply to save the settings and return to the Database Management

page.

Click Cancel to return to the Database Management page without saving
any changes.
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To disconnect a database from the Mercury Business Availability Center
system:

On the Database Management page, click the Disconnect Database button
beside the MS SQL Server database that you want to disconnect. The Profile
Database Properties - MS SQL Server page opens.

Click Disconnect. The database is disconnected and removed from the table
on the Database Management page.

Click Cancel to return to the Database Management page without
disconnecting the database.

Creating a User Schema on Oracle Server

You configure one or more profile user schemas on your Oracle Server.
Before you begin, ensure that:

Oracle Client is installed on the server machines and that the tnsnames.ora
file contains the correct connection parameters to the Oracle Server.

You have created a dedicated default tablespace for profile user schemas
(and a dedicated temporary tablespace, if required).

You are using a secure network connection if you do not want to submit
database administrator connection parameters over a non-secure
connection. If you do not want to submit database administrator
connection parameters via your Web browser at all, you can manually create
profile user schemas and then connect to them from the Database
Management page.

In addition, before you begin, make sure that you have the following
connection parameters to the database server:

» Host name. The name of the machine on which Oracle Server is installed.

» SID. The Oracle instance name that uniquely identifies the instance of the

Oracle database being used, if different from the default value, orcl.

» Port. The Oracle listener port, if different from the default value, 1521.

» Database administrator user name and password. The name and password

of a user with administrative permissions on Oracle Server.
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> Default tablespace. The name of the dedicated default tablespace you

created for profile user schemas (for details on creating a dedicated
tablespace, see “Overview of Oracle Server Deployment” in Preparing the
Database Environment). If you did not create, and do not require, a dedicated
default tablespace, specify an alternative tablespace. The default Oracle
tablespace is called users.

Temporary tablespace. The name of the dedicated temporary tablespace you
created for profile user schemas. If you did not create, and do not require, a
dedicated temporary tablespace, specify an alternative tablespace. The
default Oracle temporary tablespace is called temp.

TNS name. The TNS name of the Oracle Client, as specified in the
tnsnames.ora file on the core server machine.

If required, consult with your organization’s database administrator to
obtain this information.

Note: It is recommended that you configure Oracle Server user schemas
manually, and then connect to them in the Database Management page. For
details on manually configuring Oracle Server user schemas, see “Overview
of Oracle Server Deployment” in Preparing the Database Environment.

To configure a profile user schema on Oracle Server:

In Platform Administration, select Setup and Maintenance > Database
Management. The Database Management page opens.

In the database type list, select Oracle, and click Add.
The Profile User Schema Properties - Oracle Server page opens.
Select or clear the Create database and/or tables check box as required:

» To create a new user schema, or connect to an existing, empty user
schema, and populate it with profile tables, select the check box.

» To connect to an existing user schema already populated with profile
tables, clear the check box.
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Note: Clearing the Create database and/or tables check box disables the
database administrator connection parameter, tablespace, and TNS name
fields on the page, and instructs the platform to ignore the information in
these fields when connecting to the Oracle Server machine.

4 Select or clear the Make this my default profile database (required for
custom data types) check box as required.

This setting is required if you are collecting Real User Monitor, .Net, or
persistent custom data. For details about custom data, see “Working with
Measurement Filters” on page 127. There can be only one default profile
database. If a default profile database already exists, selecting this check box
overwrites the existing database.

5 In the Host name box, enter the name of the machine on which Oracle
Server is installed.

6 In the SID box, enter the required Oracle instance name, or accept the
default value.

7 In the Port box, enter the required Oracle listener port, or accept the default
value.

8 In the New user schema name box, enter:

» a descriptive name for the user schema, if you are configuring a new user
schema

> the name of the existing user schema, if you are connecting to a user
schema that was previously created

Note: You must specify a unique user schema name for each user schema
you create for Mercury Business Availability Center on Oracle Server.

9 In the TNS name box, enter the TNS name of the Oracle Client, as specified
in the tnsnames.ora file on the core server machine.
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In the New user schema password box, enter:

» a password that enables access to the user schema, if you are configuring
a new user schema

» the password of the existing user schema, if you are connecting to a user
schema that was previously created

In the Retype password box, retype the user schema password that you just
entered in the previous step.

If you cleared the Create database and/or tables check box in step 3 on
page 20, skip to step 16 on page 22.

If you selected the Create database and/or tables check box in step 3 on
page 20, continue with step 13 on page 22.

In the Database administrator username and Database administrator
password boxes, enter the name and password of a user with administrative
permissions on Oracle Server.

In the Default tablespace box, enter the name of the default tablespace
designated for use with profile user schemas.

In the Temporary tablespace box, enter the name of the temporary
tablespace designated for use with profile user schemas, if different from the
default value, temp.

Click Apply. Mercury Business Availability Center configures or connects to
the user schema, as instructed, adds it to the database table on the Database
Management page, and displays the message: Operation Succeeded.

Note: User schema creation can take several minutes. The browser might
time out before the creation process is completed. However, the creation
process continues on the server side. If a time out occurs before you get a
confirmation message, you can verify that the user schema was successfully
created by checking that the user schema name appears in the database list
on the Database Management page.

To configure additional profile user schemas on Oracle Server, repeat
steps 2 on page 20 through 16 on page 22.
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Managing Profile User Schemas on Oracle Server

You perform the following tasks, as required, to manage the profile user
schemas configured on your Oracle Server:

Edit database connection parameters. You can modify the password that
Mercury Business Availability Center uses to connect to the profile user
schema on Oracle Server, and change the port number used to connect to
the Oracle Server machine. For details, see page 23.

Remove database connections. You can disconnect a profile user schema
from the system. For details, see page 24.

Note: Disconnecting a user schema removes its reference from the
management database, but does not physically remove the user schema
from the Oracle Server machine. To delete a user schema from your Oracle
Server machine, follow the instructions provided in your Oracle Server
documentation.

To edit user schema properties:

On the Database Management page, click the Edit Database Properties
button beside the Oracle Server user schema whose properties you want to
edit. The Profile User Schema Properties - Oracle Server page opens.

Select or clear the Make this my default profile database (required for
custom data types) check box as required:

This setting is required if you are collecting Real User Monitor, .Net, or
persistent custom data. For details about custom data, see “Working with
Measurement Filters” on page 127. There can be only one default profile
database. If a default profile database already exists, selecting this check box
overwrites the existing database.

Modify the user schema password as required.

The existing password appears as a series of asterisks. To edit this field,
highlight the current password value and enter the new value.

4 Change the port number as required.

23



Part | e Setup and Maintenance

5 Click Apply to save the settings and return to the Database Management

page.

Click Cancel to return to the Database Management page without saving
any changes.

To disconnect a user schema from Mercury Business Availability Center:

On the Database Management page, click the Disconnect Database button
beside the Oracle Server user schema that you want to disconnect. The
Profile User Schema Properties - Oracle Server page opens.

Click Disconnect. Mercury Business Availability Center disconnects the user
schema and removes it from the table on the Database Management page.

Click Cancel to return to the Database Management page without
disconnecting the database.

Partitioning and Purging Historical Data from Profile
Databases

24

Note to Mercury Managed Services customers: Mercury Operations
administers these pages and the interface is hidden from your view.

The data collection tables in the profile databases can grow to a very large
size. Over time, this can severely degrade system performance.

Mercury Business Availability Center’s Partition and Purging Manager splits
fast growing tables into partitions at defined time intervals. After a defined
amount of time has elapsed, data in a partition is made inaccessible for use
in Mercury Business Availability Center reports. After an additional defined
amount of time, a partition is purged from the profile database.

You use the Partition and Purging Manager to instruct the platform to
automatically partition historical data for later removal from profile
databases.
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Important: Mercury strongly recommends that you enable the Partition and
Purging Manager.

The Partition and Purging Manager can be used with profile databases
located on the following database servers:

» any Oracle Server version supported by Mercury Business Availability Center

» MS SQL Server 2000 Standard and Enterprise editions (MS SQL Server 7.0

and MSDE are not supported)

For details on advanced purging capabilities, see “Data Partitioning and
Purging” in Preparing the Database Environment.

Once enabled, the Partition and Purging Manager partitions and later
removes data according to the time period listed for the database table. The
size of each partition is determined by the EPM, events per minute, that you
configured. These time periods specify how long the data is saved in the
profile database table. After the time period set for each table, the Partition
and Purging Manager removes data that has been aggregated.

Mercury Business Availability Center includes default time periods for
keeping the data in each database table. You can also use the Partition and
Purging Manager to set a specific time period—per table—for removing data.
If you do not modify the default time period and the Partition and Purging
Manager is enabled, data is removed according to the default range listed for
each table.

This section covers the following topics:

Enabling and Disabling the Partition and Purging Manager - for details, see
page 26

» Modifying the Default Time Range Configurations - for details, see page 26

» Guidelines and Tips for Using the Partition and Purging Manager — for

details, see page 28
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Enabling and Disabling the Partition and Purging
Manager

By default the Partition and Purging Manager is disabled. You can enable the
Partition and Purging Manager to instruct Mercury Business Availability
Center to begin the process of partitioning the data. Once enabled, the
Partition and Purging Manager runs every hour to check if a new data
partition needs to be created. The Partition and Purging Manager removes
data only after the data has been aggregated.

Note: When working with an Oracle database, it is strongly recommended
that you set PARTITION_VIEW_ENABLED parameter in the init.ora file to
true. For details on purging data from an Oracle database, see “Creating
Oracle Tablespaces When Using the Purging Manager” in Preparing the
Database Environment.

To enable the Partition and Purging Manager:

Select Admin > Platform > Setup and Maintenance > Data Purging. The
Partition and Purging Manager page opens.

Click Enable to enable the Partition and Purging Manager.

To disable the Partition and Purging Manager:

Select Admin > Platform > Setup and Maintenance > Data Purging. The
Partition and Purging Manager page opens.

Click Disable to disable the Partition and Purging Manager.

Modifying the Default Time Range Configurations

If required, you can modify the default time period configurations per table.
You can make those modifications to the database tables globally, for all
profile databases, or per profile database.
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Note: Another parameter that can affect the purging process is the EPM
parameter. For details on working with this parameter, see “Calculating
Purging Manager Parameter Values” in Preparing the Database Environment.

To modify the Partition and Purging Manager settings:

In Platform Administration, select Setup and Maintenance > Data Purging.
The Partition and Purging Manager page opens.

Select whether you want your changes to affect the selected table in all the
profile databases in your platform, that is globally, or per individual profile
database.

» To change the time range for purging data in a table for all profile
databases, select the Global Settings tab.

» To change the time range for purging data in a table per profile database,
select the Database-Specific Settings tab and select the profile database
from the drop-down list at the top of the section.

Note: Once you modify tables for a specific profile (under the Database-
Specific Settings tab), any changes made globally (under the Global Settings
tab) do not affect the tables for that profile. Any additional changes to
purging settings for that database must be made from the Database-Specific
Settings tab.

It is recommended that you select the Global Settings tab unless there is a
table in a specific profile database for which you must configure a different
purging time period.

Select the check box next to all the database tables for which you want to
change the purging time range to the same time period.

All database tables are listed by the data collector from which the data was
gathered. There is also a table for Service Level Management data that is not
considered raw data.
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Choose from the following data types:
Business Logic Engine

Business Process Monitor
Diagnostics

Real User Monitor

Service Level Management

Service Oriented Architecture
SiteScope

custom data (UDX)

» WebTrace

>
>
>
>
>
>
>
>

Set the new time range for keeping data in the selected database tables by
selecting the number and the time unit in the appropriate Keep data for
boxes.

Click Apply.

6 Repeat steps 3 on page 27 through 5 on page 28 for additional time periods

you want to set, selecting the database tables that are purged for that time
period.

Configuration changes automatically take effect at the beginning of the
next Partition and Purging Manager cycle.

Guidelines and Tips for Using the Partition and Purging
Manager

Prior to purging, the Partition and Purging Manager performs an additional
check to ensure that raw data is not purged before it has been aggregated
and reported to Mercury Business Availability Center. If a particular profile
database’s data is scheduled for purging but it’s raw data has not yet been
aggregated, the Partition and Purging Manager does not purge the data
according to its schedule. The Partition and Purging Manager automatically
purges the data on it’s next hourly run only after the data has been
aggregated.
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For example, if data was scheduled to be purged on Sunday at 8:00 but its
data was only aggregated on Sunday at 10:00, the Partition and Purging
Manager checks the data at 8:00, does not purge the data, and automatically
purges the data on its next hourly run only after Sunday at 10:00 once the
data has been aggregated.

If you find that data is not being purged according to the schedules set in
the Partition and Purging Manager and your profile databases are growing
too large, check that the aggregator is running properly and view the
Partition and Purging Manager logs located in <Mercury Business
Availability Center server root directory>/log/pmanager.log.

Mercury Business Availability Center displays raw data only in the following
contexts: SiteScope Warning Summary and SiteScope Error Summary
reports, transaction breakdown data used in trend reports, Service Level
Management reports, and Excel Reports that use raw data.

Because aggregated data is not used in these reports, if the raw data for a
specific time period has been removed from the profile database using the
Partition and Purging Manager, those reports do not contain any data when
generated for that time period.

Keep in mind the following principle, which the default configuration uses:
the length of time that raw data is kept is shorter than the length of time
that one-hour chunks of aggregated data are kept, which is shorter than the
length of time that one-day chunks of aggregated data are kept.

Any changes made under the Global Setting tab affect the default time
periods for new profile databases created in the system. If a new profile
database is created after you have made modifications to the time periods
under the Global Settings tab, data is kept in the tables of that new profile
database for the time periods now listed under Global Settings for all tables.
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Removing Unwanted Data from the Profile Database

30

Note to Mercury Managed Services customers: This section is not relevant
to Mercury Managed Services customers.

The Data Marking utility enables Mercury Business Availability Center users
with superuser security privileges to mark specific sets of data in profile
databases as unwanted. The utility does not physically remove marked data
from the database, however it renders it unusable in reports and
applications by assigning the marked data a status of “unavailable” in the
database. During installation, Mercury Business Availability Center installs
the Data Marking utility to the Core Server.

After you mark a specific set of data from a given time period as unwanted,
Mercury Business Availability Center reruns the aggregation process on
remaining raw data for the relevant time period so that reports using
aggregated data display only the relevant data. The Data Marking utility also
enables you to re-aggregate a defined set of data without marking it as
unavailable. For details, see “Enabling the Reaggregation-Only Option” on
page 34.

Currently, the Data Marking utility enables removal of unwanted Business
Process Monitor, Client Monitor, and SiteScope data.

The Data Marking utility supports partitions. Thus, users running the
Partition and Purging Manager can also use the Data Marking utility.

This section covers the following topics:

» Working with the Data Marking Utility - for details, see page 31

» Enabling the Reaggregation-Only Option - for details, see page 34

» Troubleshooting Data Marking Utility Errors — for details, see page 35
» Data Marking Utility Limitations - for details, see page 35
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Working with the Data Marking Utility

The Data Marking utility enables you to select sets of data for removal by
profile or by location for Business Process Monitor and Client Monitor data,
and by SiteScope target machine for SiteScope data.

» Business Process Monitor and Client Monitor data:

» Profile view. In the Profile view, you select a Business Process Monitor or
Client Monitor profile and then one or more transactions or locations for
which you want to mark data for removal.

This view is helpful if you want to remove data collected for specific
transactions, for example, transactions that ran during unexpected
system downtime.

» Location view. In the Location view, you select a location and then one
or more Business Process Monitor or Client Monitor profiles for which
you want to mark data for removal.

This view is helpful if you want to remove data collected from a specific
location, for example, a location at which the installed Business Process
Monitor machine was experiencing technical problems for a period of
time.

» SiteScope data:

» SiteScope view. In SiteScope view, you select a SiteScope target machine
for which you want to mark data for removal. The SiteScope target is the
machine which the SiteScope is monitoring. The SiteScope target list
includes all machines being monitored by all the SiteScopes for which
profiles are running within your Mercury Business Availability Center
platform. The target machine is listed with the name of the profile
running the SiteScope in parentheses. If a target machine is monitored by
more than one SiteScope, then the target machine is listed more than
once with the different profile names in parenthesis.

After selecting the above criteria, you specify a time range over which to
mark data as unwanted.

Before executing the data marking run, you can review the number of data
rows that will be affected using the Get Info button. After a data marking
run is completed, use the Get Info button after a run to view the number of
data rows still unmarked within the selected time period and filter criteria.
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After the utility marks the specified data as unavailable, Mercury Business
Availability Center automatically re-aggregates the remaining raw data for
the selected time period.

To mark data as unwanted:

On the Core Server, double-click the <Mercury Business Availability Center
Core Server root directory>\tools\dataMarking\dataMarking.bat file. A
Command Prompt window opens, followed by the Data Marking utility
login dialog box.

Enter the username and password of a Mercury Business Availability Center
user with administrator or superuser privileges.

3 Click OK to open the main Data Marking utility screen.

4 Select either Profiles or Locations in the View by box.

5 Choose the required filter criteria:

» In the Profile View, select a profile as well as one or more transactions
and one or more locations.

> In the Location View, select a location as well as one or more profiles.

> In the SiteScope View, select a target machine.

6 Choose the Mark data as obsolete check box.

7 In the Start Time section, select a starting date and time.

8 In the Duration section, select the period of time, starting from the specified

10

11

start time, for which the utility will mark data as unavailable. You can set a
maximum duration of up to 6 hours and 59 minutes for each data marking
run. This value can be customized; for details, see “Customizing Data
Marking Utility Configurations” on page 33.

Click the Get Info button before a run to view the number of data rows to be
marked.

Click Start, and confirm that you want to begin. The Data Marking utility
starts its run. The utility displays the progress of the data marking and the
reaggregation of remaining raw data for the specified time period.

When the run is completed, a status message is displayed.
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In certain cases, not all data rows defined by the filter criteria may have
been marked (for examples of such cases, see “Data Marking Utility
Limitations” on page 35). Click the Get Info button to view the number of
data rows still unmarked within the selected time period and filter criteria. If
necessary, rerun the Data Marking utility with the same set of filters to mark
the missed rows.

Customizing Data Marking Utility Configurations

You can configure the maximum duration for each data marking run. The
current default is 6 hours and 59 minutes.

To configure the maximum duration:

Open the <Mercury Business Availability Center Core Server root
directory>\tools\dataMarking\dataMarking.bat file in a text editor.

Add the -DmaximumDuration=xx property to the command line, where xx
represents the maximum duration in hours.

For example, to change the maximum duration to 23 hours and 59 minutes,
replace:

%TOPAZ_HOME%\JRE\bin\java -Dtopaz.home=%TOPAZ_HOME% -jar
datamarking.jar

with:

%TOPAZ_HOME%\JRE\bin\java -Dtopaz.home=%TOPAZ_HOME% -
DmaximumDuration=24 -jar datamarking.jar

Save and close the file.

Restoring Marked Data

The Data Marking utility also includes an un-mark feature that enables you
to reverse the data marking action and clear data that has been marked as
unavailable so that the data is made available again. Re-aggregation is
automatically initiated once data has been un-marked.

To un-mark data that has been marked as unavailable:

Define the set of data you want to make available again, as described in
“Working with the Data Marking Utility” on page 31.
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2 In step 6 on page 32, choose the Mark data as valid check box.

3 Follow the rest of the data marking procedure from step 7 on page 32
through step 11 on page 32.

Enabling the Reaggregation-Only Option

By default, the Data Marking utility always runs the data marking process,
followed by the re-aggregation process. If required, you can enable a feature
that allows you to instruct Mercury Business Availability Center to run only
reaggregation. This might be required if data marking passed successfully
but reaggregation failed. Alternatively, you can use this feature to
reaggregate a defined set of data without marking it as unavailable (for
example, if data was aggregated and then late-arriving data was inserted into
the raw data tables in the database).

To enable the reaggregation-only option:
1 Open the file dataMarking.bat in a text editor.
2 Change the line:

%TOPAZ_HOME%\JRE\bin\java -Dtopaz.home=%TOPAZ_HOME% -jar
datamarking.jar

to

%TOPAZ_HOME%\JRE\bin\java -Dtopaz.home=%TOPAZ_HOME% -
DadvancedMode=true -jar datamarking.jar

3 Save the file. The next time you open the Data Marking utility, the
Advanced button appears.

After you enable this feature, you can instruct the Data Marking utility to
only run the data reaggregation process when clicking the Start button.

To run data reaggregation only:

1 Define the set of data you want to reaggregate, as described in “Working
with the Data Marking Utility” on page 31.

2 (Click the Advanced button. The Advanced window opens.

3 Select the Run reaggregation only check box.
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4 Select the categories of data for the reaggregation and click OK to confirm
selection.

5 Click Start.

Troubleshooting Data Marking Utility Errors

Various types of errors might occur while using the Data Marking utility.
Generally, when an error occurs, the utility displays the following error
message:

The Data Marking utility must shut down due to an internal error. For details see:
<Mercury Business Availability Center Core Server root directory>
\log\datamarking.log

Reasons for which the utility might display this error include:

» failure to connect to the database server or profile database

» failure to complete the data marking process, for example, due to
communication error between the Aggregation Server and database

» failure of Mercury Business Availability Center to successfully reaggregate
raw data for the defined data set

In case of error, check the datamarking.log file for error information.

Data Marking Utility Limitations
» The utility does not support the removal of late arriving data.

For example, if a set of data for a specific time period is marked for removal,
and later Mercury Business Availability Center receives data from that time
period (which arrived late due to a Business Process Monitor temporarily
being unable to connect to the Core Server), the late arriving data will be
available for use in reports. Use the Get Info button to check for late arriving
data. If zero rows are not displayed, run the utility again, if required, to
remove the data that arrived late.

» The utility does not support removal of data arriving during the data
marking process.
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For example, if a set of data for a specific time period is marked for removal,
and during that same time period (while the utility is running), data arrives
and enters the profile database, the rows of newly arrived data are not
marked for removal, and are therefore not removed. In this case, after the
utility finishes running, use the Get Info button to determine whether all
rows of data were removed for the selected time period. If zero rows are not
displayed, run the utility again, if required, to remove the data that arrived
during the run. This is a rare scenario as typically you would mark data for a
previous time period, not for a time period that ends in the future.

While the utility is running, and removing data, reports that are generated
for that time period may not show accurate results. As such, it is
recommended to run the utility during off-peak hours of Mercury Business
Availability Center usage.

Do not run more than one instance of the Data Marking utility at one time
as this can affect the reaggregation process.

Do not mark data sets for time periods that include purged data (data that
has been removed using the Partition and Purging Manager) as this can
affect the reaggregation process.
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Mercury Universal CMDB Management

When a management database is created for Mercury Business Availability
Center, the CMDB is included by default. You can create a new CMDB and
direct Mercury Business Availability Center to work with it.

This chapter describes: On page:
Managing the Database for CMDB 37
Configuring CMDB on MS SQL Server 39
Managing CMDB on MS SQL Server 41
Creating a User Schema on Oracle Server 42
Managing CMDB User Schemas on Oracle Server 45
Redirecting Mercury Business Availability Center to Work with a 47

New CMDB

Managing the Database for CMDB

Note to Mercury Managed Services customers: Mercury Operations
administers these pages and the interface is hidden from your view.

The Mercury Universal CMDB (Configuration Management Database) is the
central repository for the configuration information that is gathered from
the various Mercury Business Availability Center and third-party
applications and tools.
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The CMDB contains all the configuration items (Cls) and relationships created
in Mercury Business Availability Center, whether created automatically from
the discovery process or source adapters, or manually using the IT Universe
editor. The CIs and relationships together represent a model of the IT
universe in which your business functions.

CMDB is automatically created as part of the Mercury Business Availability
Center management database. If you want to use a CMDB that is different
from the default (for example, if you have over one million Cls, or if the
CMDB is being shared with Mercury Application Mapping) you create a new
CMDB and configure Mercury Business Availability Center to use the new
CMDB, instead of the default one. For details on sharing the Mercury
Universal CMDB, see “Sharing the Mercury Universal CMDB Environment”
in Working with the CMDB.

Warning: When you create and work with a new CMDB, no data is copied
from the old CMDB to the new one, therefore you can create and use a new
CMDB only for a new Mercury Business Availability Center installation,
before the system is used in a live environment.

Note: Each CMDB created contains the same basic, default classes and
views.

Mercury Business Availability Center supports two database types:

Microsoft SQL Server. This database runs on Windows operating systems
only - for details, see page 39.

Oracle Server. This database runs on Windows or Solaris operating systems —
for details, see page 42.
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Note: The term database is used to refer to a database in MS SQL Server. The
term user schema refers to a database in Oracle Server.

The CMDB Database Management page, accessed from the Setup and
Maintenance tab in Platform Administration, enables you to perform the
following database management tasks:

» create a new CMDB. Mercury Business Availability Center automatically
creates a new CMDB and populates it with tables.

> connect to an existing CMDB populated with tables. Mercury Business
Availability Center connects to a CMDB that was either manually created
and populated with CMDB tables, or previously defined in Platform
Administration.

To deploy CMDB on MS SQL Server or Oracle Server for your organization’s
particular environment, follow the instructions in “Databases Used in
Mercury Business Availability Center” in Preparing the Database Environment.
It is recommended that you review the relevant portions of Preparing the
Database Environment before performing CMDB management tasks.

Configuring CMDB on MS SQL Server

Before you begin, make sure that you have the following connection
parameters to the database server:

» Server name. The name of the machine on which MS SQL Server is

installed.

> Database user name and password. The user name and password of a user
with administrative rights on MS SQL Server (if using SQL server
authentication).

» Server port. The MS SQL Server’s TCP/IP port. The default port, 1433, is
automatically displayed.

If required, consult with your organization’s database administrator to
obtain this information.
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Note: It is recommended that you create an MS SQL Server database and add
the CMDB schema manually, and then connect to it in the CMDB Database
Management page. For details on manually creating an MS SQL Server
database and adding the CMDB schema, see “Creating and Configuring MS
SQL Server Databases” in Preparing the Database Environment.

To configure CMDB on MS SQL Server:

In Admin > Platform > Setup and Maintenance, choose Manage Database
for CMDB. The CMDB Database Management page opens.

In the database type list, select MS SQL, and click Add.
The CMDB Database Management page opens.
Select or clear the Create database and/or tables check box as required:

» To create a new database and populate it with CMDB tables, select the
check box.

» To connect to an existing database already populated with CMDB tables,
clear the check box.

In the Server name box, enter the name of the machine on which MS SQL
Server is installed.

In the Database name box, enter:

» a descriptive name for the database, if you are configuring a new
database

> the name of the existing database, if you are connecting to a database
that was previously created

If the MS SQL Server's TCP/IP port is configured to work on a different port
from the default port (1433), enter it in the Port box.

Select the type of authentication the MS SQL server is using:

» Windows authentication. The user name and password that was used to
run the Mercury Business Availability Center service on the current
machine will be used.
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> SQL server authentication. In the User name and User password boxes,
type the user name and password of a user with administrative rights on
MS SQL Server.

8 Click Apply. Mercury Business Availability Center configures or connects to

the database, as instructed, adds it to the database table on the CMDB
Database Management page, and displays the message: Operation Successful.

Database creation can take several minutes.

Managing CMDB on MS SQL Server

You perform the following tasks, as required, to manage CMDB configured
on your MS SQL Server:

Edit database connection parameters. You can change the type of
authentication used, modify the user name and password that is used to
connect to CMDB on MS SQL Server (for SQL server authentication), if those
parameters are changed on the database server, and change the port number
used for connecting to the MS SQL Server machine. For details, see page 41.

Remove database connection. You can disconnect a CMDB from the
Mercury Business Availability Center system. For details, see page 42.

Note: Disconnecting a database removes its reference from the Management
database, but does not physically remove the database from the MS SQL
Server machine. To delete a database from your MS SQL Server machine,
follow the instructions provided in your MS SQL Server documentation.

To edit database properties:

On the CMDB Database Management page, click the Edit Database
Properties button beside the MS SQL Server CMDB whose properties you
want to edit. The CMDB Database Management page opens.

2 Change the type of authentication as required.

3 Modify the user name and password as required.
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The existing password appears as a series of asterisks. To edit this field,
highlight the current password value and enter the new value.

Change the port number as required.

5 Click Apply to save the settings and return to the Database Management

page.

Click Cancel to return to the CMDB Database Management page without
saving any changes.

To disconnect a database from the Mercury Business Availability Center
system:

On the CMDB Database Management page, click the Disconnect Database
button beside the MS SQL Server database that you want to disconnect. The
CMDB Database Management page opens.

Click Disconnect. The database is disconnected and removed from the table
on the Database Management page.

Click Cancel to return to the CMDB Database Management page without
disconnecting the database.

Creating a User Schema on Oracle Server

42

Before you begin, ensure that:

Oracle Client is installed on the server machines and that the tnsnames.ora
file contains the correct connection parameters to the Oracle Server.

You have created a dedicated default tablespace for the CMDB schema (and
a dedicated temporary tablespace, if required).

You are using a secure network connection if you do not want to submit
database administrator connection parameters over a non-secure
connection. If you do not want to submit database administrator
connection parameters via your Web browser at all, you can manually create
the CMDB schema and then connect to them from the Database
Management page.
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In addition, before you begin, make sure that you have the following
connection parameters to the database server:

» Host name. The name of the machine on which Oracle Server is installed.

» SID. The Oracle instance name that uniquely identifies the instance of the

Oracle database being used, if different from the default value, orcl.

» Port. The Oracle listener port, if different from the default value, 1521.

> Database administrator user name and password. The name and password

of a user with administrative permissions on Oracle Server.

Default tablespace. The name of the dedicated default tablespace you
created for the CMDB schema (for details on creating a dedicated tablespace,
see “Overview of Oracle Server Deployment” in Preparing the Database
Environment). If you did not create, and do not require, a dedicated default
tablespace, specify an alternative tablespace (the default Oracle tablespace is
called users).

Temporary tablespace. The name of the dedicated temporary tablespace you
created for the CMDB schema. If you did not create, and do not require, a
dedicated temporary tablespace, specify an alternative tablespace (the
default Oracle temporary tablespace is called temp).

TNS name. The TNS name of the Oracle Client, as specified in the
tnsnames.ora file on the core server machine.

If required, consult with your organization’s database administrator to
obtain this information.

Note: It is recommended that you create an Oracle Server tablespace and
add the CMDB user schema manually, and then connect to it in the CMDB
Database Management page. For details on manually creating an Oracle
Server tablespace and adding the CMDB user schema manually, see “Setting
Up the Mercury Business Availability Center Database Environment” in
Preparing the Database Environment.
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To configure a CMDB user schema on Oracle Server:

1 In Admin > Platform > Setup and Maintenance, choose Manage Database
for CMDB. The CMDB Database Management page opens.

2 In the database type list, select Oracle, and click Add.
The CMDB Database Management page opens.
3 Select or clear the Create database and/or tables check box as required:

» To create a new user schema and populate it with CMDB tables, select the
check box.

» To connect to an existing user schema already populated with CMDB
tables, clear the check box.

4 In the Host name box, type the name of the machine on which Oracle
Server is installed.

5 In the SID box, type the required Oracle instance name, or accept the
default value.

6 In the Port box, type the required Oracle listener port, or accept the default
value.

7 In the New user schema name box, type:

» adescriptive name for the user schema, if you are configuring a new user
schema

> the name of the existing user schema, if you are connecting to a user
schema that was previously created

Note: You must specify a unique user schema name for each user schema
you create for Mercury Business Availability Center on Oracle Server.

8 In the New user schema password box, type:

» a password that will enable access to the user schema, if you are
configuring a new user schema

» the password of the existing user schema, if you are connecting to a user
schema that was previously created
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9 In the Retype password box, retype the user schema password that you
entered in step 8 on page 44.

10 In the TNS name box, type the TNS name of the Oracle Client, as specified
in the tnsnames.ora file on the core server machine.

11 In the Database administrator username and Database administrator
password boxes, type the name and password of a user with administrative
permissions on Oracle Server.

12 In the Default tablespace box, type the name of the default tablespace
designated for use with the CMDB schema.

13 In the Temporary tablespace box, type the name of the temporary
tablespace designated for use with the CMDB schema, if different from the
default value, temp.

14 Click Apply. Mercury Business Availability Center configures or connects to
the user schema, as instructed, adds it to the database table on the CMDB
Database Management page, and displays the message: Operation
Succeeded.

Note: User schema creation can take several minutes. The browser might
time out before the creation process is completed. However, the creation
process continues on the server side. If a time out occurs before you get a
confirmation message, you can verify that the user schema was successfully
created by checking that the user schema name appears in the database list
on the CMDB Database Management page.

Managing CMDB User Schemas on Oracle Server

You perform the following tasks, as required, to manage the CMDB user
schemas configured on your Oracle Server:

» Edit database connection parameters. You can modify the password that
Mercury Business Availability Center uses to connect to the CMDB user
schema on Oracle Server, and change the port number used to connect to
the Oracle Server machine. For details, see page 46.
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» Remove database connections. You can disconnect a CMDB user schema

from the system. For details, see page 46.

Note: Disconnecting a user schema removes its reference from the
management database, but does not physically remove the user schema
from the Oracle Server machine. To delete a user schema from your Oracle
Server machine, follow the instructions provided in your Oracle Server
documentation.

To edit CMDB user schema properties:

On the CMDB Database Management page, click the Edit Database
Properties button beside the Oracle Server user schema whose properties
you want to edit. The CMDB Database Management page opens.

Modify the user schema password as required.

The existing password appears as a series of asterisks. To edit this field,
highlight the current password value and enter the new value.

3 Change the port number as required.

Click Apply to save the settings and return to the CMDB Database
Management page.

Click Cancel to return to the CMDB Database Management page without
saving any changes.

To disconnect a CMDB user schema from Mercury Business Availability
Center:

On the CMDB Database Management page, click the Disconnect Database
button beside the Oracle Server user schema that you want to disconnect.
The CMDB Database Management page opens.

Click Disconnect. Mercury Business Availability Center disconnects the user
schema and removes it from the table on the CMDB Database Management
page.

Click Cancel to return to the CMDB Database Management page without
disconnecting the database.
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Redirecting Mercury Business Availability Center to Work
with a New CMDB

After you create a new CMDB, you redirect Mercury Business Availability
Center to work with the new CMDB instead of the default one.

To redirect Mercury Business Availability Center to work with a new CMDB:

In Admin > Platform > Setup and Maintenance, choose Manage Database
for CMDB. The CMDB Database Management page opens.

On the CMDB Database Management page, click the Change CMDB button
beside the new CMDB to which you want to redirect Mercury Business
Availability Center.

Restart the Mercury Business Availability Center Data Processing Server (or
Modeling Data Processing Server in an enterprise deployment).

Note: Redirecting Mercury Business Availability Center to a different CMDB
does not copy any data from the old CMDB to the new one.
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Managing System Health

Note to Mercury Managed Services customers: Mercury Operations
administers these pages and the interface is hidden from your view.

The System Health page enables high-level Mercury Business Availability
Center administrators to manage the workload of the Data Processing Servers
and the services they are running by setting up Automatic Failover or
manually reassigning services among servers in response to resource issues
or for maintenance purposes.

This chapter describes: On page:
Working with the System Health Page 50
Understanding Service Reassignment 51
Monitoring System Resources on the System Health Page 54
Configuring Service Reassignment 62
System Health Logging and Troubleshooting 69
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Working with the System Health Page

50

The System Health page enables high-level Mercury Business Availability
Center administrators to monitor the load on the Data Processing Servers in
the Mercury Business Availability Center server architecture and manage the
Data Processing Servers—by setting up Automatic Failover or by manually
reassigning services from one server to another —to prevent downtime due
to insufficient resources on a particular machine or due to required server
machine maintenance.

Administrators can also view static information about the machines on
which the Centers Servers and Core Servers are running.

Note:

» For complete details on setting up a high availability deployment of
Mercury Business Availability Center servers, as well as descriptions of all
services that run on the Data Processing Server, see “High Availability for
Mercury Business Availability Center” in Deploying Servers.

> Reassigning services from one server to another can also be done using
the JMX Console. It is recommended that the JMX Console only be used
to reassign services that cannot be reassigned via the System Health page.
For details, see “Manually Reassigning Services” in Deploying Servers.

Permissions Required to Access the System Health Page

The System Health page can be accessed by users with Superuser or
Administrator permissions.
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System Health Page Layout

The System Health page can be viewed by selecting Admin > Platform >
Setup and Maintenance > System Health. The System Health page is divided
into three panes:

» Servers. The Servers pane is located on the top left of the page and lists:
> in the All tab, the names and types of all the installed servers

» in the Data Processing tab, the names of all the Data Processing Servers,
the service configuration for each, and the status of the worst monitored
server resource

> Services. The Services pane is located on the top right of the page and
displays the statuses of all the monitored server resources for the server
currently selected in the Servers pane.

» Management. The Management pane is located across the bottom of the
page and displays the status of tasks that are running or were run during the
course of the current Web session.

Understanding Service Reassignment

In typical enterprise environments, the Data Processing Server is split into
three standalone servers:

» Modeling Data Processing Server
» Online Data Processing Server
» Offline Data Processing Server

Each server is installed on a separate machine. Each server might also be
installed on one or more backup machines.

Note: Because Mercury Business Availability Center allows only one active
Data Processing Server of each type at any given time, the servers cannot be
load balanced.
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If a certain Data Processing Server machine is not functioning properly or
requires downtime for servicing, administrators can manually reassign the
services running on that machine to a different Data Processing Server
machine. Administrators can also preconfigure a specific Data Processing
Server to automatically fail over to a specific backup machine.

Important: Before manually reassigning services to another server or
configuring a server as a backup server for Automatic Failover, ensure that
the Mercury Business Availability Center service is running on that server.

When a service is reassigned via the System Health interface from an active
Data Processing Server to a different Data Processing Server, for example a
backup server, Mercury Business Availability Center modifies the setting in
the management database that defines the active Data Processing Server.
The newly defined server setting in the management database is read by the
high availability controller running on the Data Processing Servers. At that
point, a process begins whereby Mercury Business Availability Center stops
using the services on the previously active server and begins using the
services on the newly active server. This process can take up to several
minutes, during which time the system is in downtime.

There are several theoretical scenarios for reassigning services among
machines, to manage resource issues or enable server administration. The
arrows in the below diagram and the table that follows it illustrate these
scenarios by indicating the paths along which services can be reassigned.



Flow Diagram
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Flow Table
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Monitoring System Resources on the System Health Page
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High-level Mercury Business Availability Center administrators can use the
System Health page to monitor system resource status to identify potential

resource issues and take action before the system is adversely affected.

This section includes the following topics:

“Viewing Server Architecture” on page 55

“Viewing Data Processing Server Configuration” on page 55

“Viewing Data Processing Server Properties” on page 55

“Understanding Data Processing Server Resource Status” on page 56
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Viewing Server Architecture

From the All tab in the Servers pane, you can view the names of all the
servers that are deployed in the Mercury Business Availability Center server
architecture, and their type (Centers, Core, or Data Processing).

Viewing Data Processing Server Configuration

From the Data Processing tab in the Servers pane, you can view the names of
all the Data Processing Servers that are deployed in the Mercury Business
Availability Center server architecture, and their configuration (All services,
Modeling, Online, Offline). For details on Data Processing Server
configurations, see “Services Assigned to each of the Data Processing
Servers” in Deploying Servers.

In addition, the status of the worst-performing monitored resource is
displayed in the Worst Resource column. For details on resource status, see
“Understanding Data Processing Server Resource Status” on page 56.

Viewing Data Processing Server Properties

When a specific server is selected from the Data Processing tab in the Servers
pane, you can view properties for that server by clicking the Show Properties
button in the Services pane. The Properties dialog box displays the following
properties:

» Name. The server name.
» IP. The server IP address.

> Backup server for this server. If a backup server is configured for the server,

the name of the backup server is displayed. Note that this information is
displayed even if Automatic Failover has been disabled.

This server is a backup for servers. If the server is configured as a backup
server, the names of the severs the server is backing up are displayed. Note
that this information is displayed even if Automatic Failover has been
disabled.
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Understanding Data Processing Server Resource Status

The resource status information that is displayed on the System Health page
is based on capacity limit and threshold settings that are preconfigured by
Mercury. These settings can be viewed in the Infrastructure Settings
Manager (select Admin > Platform > Setup and Maintenance >
Infrastructure Settings, choose Foundations, and select System Health).

Warning: Do not modify Capacity Limit settings as doing so can adversely
affect the performance of Mercury Business Availability Center. If your
organization requires modification of these settings, it should be done in
coordination with your Mercury representative.

Types of Resource Status Information
Two types of resource status information are displayed:
percentage of capacity limit. Represents the actual usage of the resource

relative to its configured capacity limit. In the example below, the CMDB'’s
TQLs are at 64% of capacity (in this case, 77 TQLs out of a limit of 120).

Configuration Waorst Resource

all Services 649

All Serv
|W’orsl Resounce: CMDB's THL:

Modeling O 254

threshold representation of the percentage of capacity limit. Uses a color-
coded icon to express the percentage of the capacity limit , based on the
following ranges:

Range Color Code

<=70% of Green
capacity limit

>70% but <=90% | Yellow
of capacity limit




Range Color Code
> 90% of Red
capacity limit

No data/No Gray

services running
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Resource Status Information in the Servers Pane

In the Servers pane, you can see the following resource status information:

for each active server in the list, the percentage of capacity limit and its
threshold representation, in the Worst Resource column, indicating the
status of the worst-performing resource among all the resources being

monitored on that server.

a tooltip with resource details. Place your mouse pointer over a threshold
icon to view information on the specific resource whose status is being

reported.
Name = Configuration Worst Resource
PLATFORMOZ All Services D eqm
PLATFORMOZ All Servicas 5%
PLATEOR ML Madeling

[wworst Resource: CMDE's TALs
PLATFORMZ2 online 7 0%

Note: The offline server configuration does not report any resource status
information as there are currently no monitored resources for the Offline
Data Processing Server.

57



Part | e Setup and Maintenance

Resource Status Information in the Services Pane

In the Services pane, you can see a detailed display of all monitored server
resources for the server selected in the Servers pane.

Mame Performance
El Machine Counters [ ]
[ Memory Usage [ ] 43% [3STMB/SI1IME)
El Modeling Services [ )
E| Wiewing Systermn o
Pob Views D 16w (3rszon)
------ &I Instances @ 0% (a44/200000)
[l CMDE °
------ Model Ghjects @ 149 rzs121/250000
...... ToLs D 11w (4z8/4500)
E online Services - ]
B online BLE @
...... Cls @ 14 (2277370000
...... KPIs D 1% (ss8/75000)
E offline Services -
e Gource Adapters -
E systern Services -
: Purging Manager -
MCA Manager -

» The Name column displays, per resource group, the services and their
monitored resources.

» The Performance column displays:

» for each resource group, a threshold icon indicating the status of the
resource group, based on the worst child rule (the parent node inherits
the status of its worst child)

» for each service, a threshold icon indicating the status of the service,
based on the worst child rule (the parent node inherits the status of its
worst child)
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» for each monitored resource, a threshold icon and accompanying
percentage indicating the status of the resource, and the numerical
representation of the percentage, based on the preset capacity limit for
the resource. Note that the capacity limits differ depending on the
specific deployment architecture. For example the capacity limit for
CMDB TQLs is lower in a three-server deployment (the CMDB service
runs on a Data Processing Server running all services) than it is in a five-
server deployment (the CMDB service runs on a dedicated Modeling Data
Processing Server).

The table below describes the different resource groups, services, and
monitored resources whose status can be monitored from the System Health
page. Note that the offline server configuration—which includes offline
services and system services—does not report any resource status
information as there are currently no monitored resources for the Offline
Data Processing Server.

Resource . Monitored A

Service Description
Group Resource
Machine Memory The percentage of memory usage
Counters (all Usage by the mercury_as process. In
servers) addition, the absolute memory

usage and total memory capacity
values are displayed. These are
taken from the server’s operating
system.
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Resource . Monitored A
Service Description

Group Resource

Modeling Viewing ClI Instances | The number of configuration item

Services System (CI) instances in service views that

(Modeling the server can handle

Data simultaneously

Processing ) .

Server) Views The number of service views that
the server can handle
simultaneously

CMDB Model The number of CMDB model
Objects objects (CIs, KPIs, and so forth)
that the server can handle
simultaneously
TQLs The number of Topology Query
Language (TQL) queries that the
server can handle simultaneously

Online Online BLE Cls The number of configuration items

Services (CIs) with associated KPIs that the

(Online server can handle simultaneously

Data

Processing KPIs Th(? number of K.ey Performance

Server) Indicator (KPI) objects that the
server can handle simultaneously

Offline Source Resourcenot | Service responsible for adding

Services Adapters monitored. data collector entities to the

(Offline If service is CMDB

Data running, the

Processing “-" character

Server) appears. If

service is not
running, it
does not
appear in

the table.
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Resource . Monitored —_—
Service Description
Group Resource
System Purging Resourcenot | Service that handles data purging
Services Manager monitored. and partitioning
(Offline If service is
Data running, the
Processing “-" character
Server) appears. If
service isnot
running, it
does not
appear in
the table.
NOA Resourcenot | Service that validates and
Manager monitored. synchronizes new tasks for the

If service is
running, the
“-” character
appears. If
service isnot
running, it
does not
appear in
the table.

offline aggregator on an hourly or

daily basis
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Configuring Service Reassignment

62

High-level Mercury Business Availability Center administrators can use the
System Health page to:

configure Automatic Failover for the Data Processing Server. For details, see
“Configuring Automatic Failover for the Data Processing Server” on page 62.

manually reassign services to accommodate the need for server machine
maintenance. For details, see “Procedure for Manually Reassigning Services”
on page 67.

Configuring Automatic Failover for the Data Processing
Server

The process of automatically moving services from a primary server to
another server is called Automatic Failover.

This section includes the following topics:

> “Automatic Failover Configuration” on page 62
> “Removing Automatic Failover” on page 64

> “Notes and Limitations” on page 65

Automatic Failover Configuration

Automatic Failover for a Data Processing Server to a backup server must be
configured. It is not enabled by default.

There are two steps in enabling the Automatic Failover mechanism:

» enable Automatic Failover of primary servers

» configure the backup server for primary servers

To enable Automatic Failover of primary servers:

Select Admin > Platform > Setup and Maintenance > Infrastructure Settings,
choose Foundations, select High Availability Controller, and locate
Automatic Failover Enabled entry in the High Availability Controller -
General Properties table.
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2 Click the edit button for Automatic Failover Enabled. The Automatic

Failover Enabled dialog box opens.

Select true and click Save. The change takes effect immediately.

Note: It is recommended to keep the Keep Alive Timeout (minutes) default
value of 20. A lower value 