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Welcome to This Guide

Welcome to the Mercury Diagnostics User's Guide. This guide describes how to
use Mercury Diagnostics to analyze the performance of your enterprise
applications.

Mercury Diagnostics 4.2 enables you to monitor and diagnose the
performance of your enterprise applications. The product gathers the
metrics that you want to monitor and presents them in graphs and reports
that enable you to see how your application is processing the data and how
it is utilizing your systems resources. When you discover an anomaly or an
issue that you want more information about, Mercury Diagnostics enables
you to drill down to the graphs to find the transactions and methods that
are contributing to the performance results you are seeing.

For more information about Mercury Diagnostics, see Chapter 1, “Mercury
Diagnostics Product Overview.”

How This Guide Is Organized

Part |

Part Il

This guide contains the following parts:

Introduction

Provides a high level overview of the features, components, architecture,
and outputs of Mercury Diagnostics.

Using Mercury Diagnostics

Describes how to use Mercury Diagnostics once the components are
installed and configured.
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Part lll  Using the Mercury Diagnostics Profiler for J2EE

Describes how to use the Mercury Diagnostics Profiler for J2EE.

Part IV  Using the Mercury Diagnostics Profiler for .NET

Describes how to use the Mercury Diagnostics Profiler for .NET.

Part V  Diagnostics Integration with Other Mercury Products

Describes how to use Mercury Diagnostics when it is integrated with other
Mercury products.

Who Should Read This Guide

This guide is intended for users of Mercury Diagnostics, responsible for
optimizing application performance and availability.

This document assumes that you are moderately knowledgeable about
enterprise application development and highly skilled in enterprise system
and database administration.
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Mercury Diagnostics Online Documentation

Your Mercury Diagnostics application comes with the following
documentation:

» Mercury Diagnostics User’s Guide. Explains how to use Mercury Diagnostics
to analyze the performance of your enterprise applications. You access this
guide online from the Help button in Diagnostics or from the help menu in
the integrated Mercury product. You access the PDF version of this guide
from the Windows Start menu (Start > Programs > Mercury Diagnostics
Server > User’s Guide), from the Docs directory on the Mercury Diagnostics
installation CD, or from the Diagnostics Server installation directory.

» Mercury Diagnostics Installation and Configuration Guide. Explains how to
install and configure the Mercury Diagnostics components. You access the
PDF version of this guide from the Windows Start menu (Start > Programs >
Mercury Diagnostics Server > Installation Guide), from the Docs directory
on the Mercury Diagnostics installation CD, or from the Diagnostics Server
installation directory.

> Readme. Provides last-minute technical and troubleshooting information
about Mercury Diagnostics. The file is located in the Mercury Diagnostics
installation CD root directory.

» Mercury Diagnostics Probe for J2EE Installation Quick Start. Provides the
basic instructions for installing the Mercury Diagnostics Probe for J2EE and
is available in the Docs directory on the Probe installation CD or from the
Windows Start menu (Start > Programs > Mercury Diagnostics J2EE Probe >
QuickStart).

» Mercury Diagnostics Profiler for J2EE Installation and User's Guide.
Describes how to install, configure and use the Mercury Diagnostics Profiler
for J2EE. You access this guide online by clicking Help in the Mercury
Diagnostics Profiler for J2EE. You access the PDF version of this guide from
the Docs directory on the Probe installation CD.

xi
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> Mercury Diagnostics Profiler for .NET Installation and User's Guide.
Describes how to install, configure and use the Mercury Diagnostics Profiler
for. NET. You access this guide online by clicking Help in the Mercury
Diagnostics Profiler for NET. You access the PDF version of this guide from
the Docs directory on the Probe installation CD.

Note: The information in the Mercury Diagnostics Profiler guides is also
included in the Mercury Diagnostics Installation and User’s Guide.

> J2EE Technical Practice Documents. The following J2EE Technical Practice
Documents are available in the Docs directory on the Mercury Diagnostics
installation CD.

» Advanced Instrumentation for Mercury Diagnostics for J2EE

» Performance Impact Analysis of Mercury Diagnostics Probe for J2EE

xii
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Additional Online Resources

Customer Support Web Site uses your default Web browser to open the
Mercury Customer Support Web site. This site enables you to browse the
Mercury Support Knowledge Base and add your own articles. You can also
post to and search user discussion forums, submit support requests,
download patches and updated documentation, and more. The URL for this
Web site is http://support.mercury.com.

Mercury Home Page uses your default Web browser to access Mercury’s Web
site. This site provides you with the most up-to-date information on
Mercury and its products. This includes new software releases, seminars and
trade shows, customer support, educational services, and more. The URL for
this Web site is http://www.mercury.com.

Documentation Updates

Mercury is continually updating its product documentation with new
information. You can download the latest version of this document from
the Customer Support Web site (http:/support.mercury.com).

To download updated documentation:
1 In the Customer Support Web site, click the Documentation link.

2 Under Please Select Product, select either Business Availability Center,
LoadRunner or Performance Center.

Note that if one of these items does not appear in the list, you must add it to
your customer profile. Click My Account to update your profile.

3 Click Retrieve. The Documentation page opens and lists the documentation
available for the current release and for previous releases. If a document was
updated recently, Updated appears next to the document name.

4 Click a document link to download the documentation.

xiii
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Typographical Conventions

This guide uses the following typographical conventions:

Ul Elements

Arguments

<Replace Value>

Example

CTRL+C

Function_Name

Xiv

This style indicates the names of interface elements on
which you perform actions, file names or paths, and
other items that require emphasis. For example, “Click
the Save button.”

This style indicates method, property, or function
arguments and book titles. For example, “Refer to the
Mercury User’s Guide.”

Angle brackets enclose a part of a file path or URL
address that should be replaced with an actual value.
For example, <MyProduct installation folder>\bin.

This style is used for examples and text that is to be
typed literally. For example, “Type Hello in the edit
box.”

This style indicates keyboard keys. For example, “Press
ENTER.”

This style indicates method or function names. For
example, “The wait_window statement has the
following parameters:”

Square brackets enclose optional arguments.

Curly brackets indicate that one of the enclosed values
must be assigned to the current argument.

In a line of syntax, an ellipsis indicates that more items
of the same format may be included. In a
programming example, an ellipsis is used to indicate
lines of a program that were intentionally omitted.

A vertical bar indicates that one of the options
separated by the bar should be selected.
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Mercury Diagnostics Product Overview

This chapter introduces you to Mercury Diagnostics 4.2. It provides an
overview of its features, components, architecture, and output.

This chapter describes: On page:
Introducing Mercury Diagnostics 4
Diagnostics Solutions 5
Diagnostics Components and Data Flow 8
Interpreting Diagnostics Data 11
Diagnostics Views at a Glance 11
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Introducing Mercury Diagnostics

Mercury Diagnostics is a composite application triage and diagnostics
solution that is designed to help you improve the performance of your J2EE,
.NET, and ERP/CRM enterprise applications throughout the application
lifecycle. Mercury Diagnostics enables you to:

» detect slow performing components and code in pre-production or
production.

» gain end-to-end visibility of composite components through transaction
tracing across multiple tiers.

» isolate the performance of incoming requests and correlate them with
outbound requests.

> measure latency at service-consumer level and service-provider level.
» discover "rogue" code/components real-time as they are invoked.

» reduce Mean Time To Repair (MTTR) by shortening the Composite
Application Triage time.

Mercury Diagnostics provides solutions for:

> J2EE Applications that run on most of the J2EE-compliant application
servers. Diagnostics collects performance metrics on the servlets, JSPs,
EJBs, JNDI, JDBC, JMS, and Struts method calls that are performed by
your application. You can customize the instrumentation that
Diagnostics uses to monitor your applications so that it will capture
specific business logic methods.

> .NET Applications that run on the Microsoft .NET Framework.
Diagnostics uses runtime instrumentation to capture method latency
information from specified applications. By default, Diagnostics captures
methods from ASP, ADO, and MSMQ. You can customize the
instrumentation that Diagnostics uses to monitor your applications so
that it will capture specific business logic methods.

» ERP/CRM Systems including Oracle 10g Database and SAP R/3 systems.

> SAP NetWeaver. Mercury Diagnostics provides end-to-end analysis of SAP
Enterprise Portal transactions starting from portal pages and iViews,
while maintaining the business context of services provided through the
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portal. Diagnostics also supports tracing and diagnosis of Java
WebDynPro applications hosted on the Portal.

Mercury Diagnostics has been integrated with Mercury’s Application
Delivery and Application Monitoring solutions to provide you with the
insight and information that you need to build, develop, test, and monitor
applications that perform efficiently and effectively.

Diagnostics Solutions

You can configure Mercury Diagnostics to work with one of Mercury’s
Application Delivery or Application Monitoring products or you can use it
as a stand alone diagnostics tool.

When you install the J2EE or .NET probe, an additional diagnostics tool
known as the Mercury Diagnostics Profiler is automatically installed. The
Profiler is an independent diagnostics application that can be accessed
either directly through the built in Profiler UI or through the Mercury
Diagnostics Ul

Integration with Mercury Business Availability Center

Mercury Diagnostics is integrated with Mercury Business Availability Center,
allowing you to monitor the availability and performance of your
production enterprise application. This integration enables you to
significantly reduce the mean time to resolution of problems and thus
increase the availability and value of the business applications.

From within Mercury Business Availability Center, you can track the
performance status of your applications that are being monitored by
Mercury Diagnostics.

The Diagnostics integration with Mercury Business Availability Center
allows you to drill down to Diagnostics data from specific Mercury Business
Availability Center configuration items and reports. You can also generate
high level reports in Mercury Business Availability Center about the
performance of applications and Business Process Monitor (BPM)
transactions that are monitored by Diagnostics.
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For more information about the Diagnostics integration with Mercury
Business Availability Center, see Chapter 16, “Viewing Diagnostics Data in
Mercury Business Availability Center.”

Integration with LoadRunner / Performance Center

Mercury Diagnostics is integrated with LoadRunner and Performance Center
to provide QA teams the power of load testing with the added advantage of
developer ready reporting that facilitates collaboration across silos.

During a load test, you can drill down to Mercury Diagnostics data for the
whole scenario or for a particular transaction. After you have run your
scenario, you can use Mercury LoadRunner Analysis to analyze offline
Diagnostics data generated during the scenario.

For more information about the Diagnostics integration with LoadRunner,
see Chapter 17, “Viewing Diagnostics Data in LoadRunner.” For more
information about the Diagnostics integration with Performance Center, see
Chapter 18, “Viewing Diagnostics Data in Performance Center.”

Diagnostics Standalone

You can also work with Diagnostics as a standalone product. When you
work in Diagnostics Standalone, you access the Diagnostics views directly
from the Diagnostics Server in Commander mode.

When you are using Diagnostics Standalone, the views that are available
and the information displayed in the views is similar to what you would see
if Diagnostics was set up to work with another Mercury product except that
there is no metric information displayed for user defined business processes
known as transactions. The transaction metrics are not available in
Diagnostics Standalone because the transactions are generated in
LoadRunner, Performance Center or the Mercury Business Availability
Center Business Process Monitor.
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Note: If you are using Diagnostics Standalone and would like to be able to
see the transaction metrics, contact your Mercury Representative to enquire
about integrating Diagnostics with one of Mercury’s Application Delivery
and Application Monitoring products listed above.

Mercury Diagnostics Profiler

Mercury Diagnostics Profiler uses the Diagnostics Probe to provide a
development ready profiling capability that can be integrated into the
product/JVM as part of the application lifecycle. Among other things, the
Profiler helps you identify:

where time is spent in an application.
memory problems and garbage collection issues.

the slowest layers.

>
>
>
> the slowest server request or application entry points.
» outliers to help diagnose intermittent problems.

> the fastest growing and largest size collections.

>

leaking objects, object growth trends, object instance counts, and the
byte size for objects.

> the slowest SQL query and report query information.
» exception counts and trace information which often go undetected.

For more information about using the Mercury Diagnostics Profiler for J2EE,
see Chapter 10, “Using the J2EE Diagnostics Profiler.”For more information
about using the Mercury Diagnostics Profiler for .NET, see Chapter 13,
“Using the .NET Diagnostics Profiler.”
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Overview of Diagnostics Solutions by Role

The following diagram illustrates how the Diagnostics solution can be used
across different parts of the organization.

= Produces actionable data for development

o
i
. - OPS } = Designed for production
el
Diagnostics Standalone il = Maximize availability of business critical
. | applications
Mercury Business Availability ! + Reduce MTTR of business critical
Center Integration i problems

I

I

I

QA
Performance Center / = Designed for load testing
LoadRunner = Reduce MTTR of performance issues
Integration = Provide actionable root cause data to
development
DEV
= Designed for development environment

Diagnostics
Profiler

- Diagnose slow methods, memory leaks,
exceptions, configuration issues
- Ready applications for load testing

Diagnostics Components and Data Flow
Mercury Diagnostics consists of the following components:

» Mercury Diagnostics Probe. Responsible for capturing events from your
application and sending the performance metrics to a Diagnostics Server.
The Probe captures events such as method invocations, collection sites,
the beginning and end of business transactions and server transactions.

The .NET and J2EE Probes also provide the Profiler functionality which
provides detailed diagnostics information about the application that is
being monitored by the Probe. This information can be viewed from
within the Diagnostics Ul or from the Profiler’s own UL

To gather data from external ERP/CRM environments (SAP R/3 system or
Oracle 10g Database), you install the Diagnostics Collector and define
specific instances of Oracle 10g and SAP R/3 systems to be monitored.



Chapter 1 e Mercury Diagnostics Product Overview

Each instance of a collector is represented as a Probe in the Mercury
Diagnostics UL

Mercury Diagnostics Server. Responsible for working with the Probes and
the other Mercury products to capture, process, and present the
performance metrics for your application.

The Diagnostics Server pre-processes and aggregates the raw data that it
receives from the Probes, and formats the information so that it can be
displayed in the views of the user interface. Since the Diagnostics Server
does the processing for the Probes, the Probes have a negligible effect on
the performance of the applications that they monitor.

A Diagnostics deployment may consist of one or many Diagnostics
Servers. If there is only one Diagnostics server in your deployment, it is
configured in Commander mode and must perform both the
Commander and Mediator roles. If there is more than one Diagnostics
Server in a deployment, one must be configured in Commander mode,
and all the rest in Mediator mode.

The Diagnostics Server in Commander mode is responsible for the
command and control functions between the various Diagnostics
components and the components of the other Mercury products with
which Diagnostics is working. The Diagnostics Server in Commander
mode keeps track of the location and status of the other Diagnostics
components, and is the communication hub between the other
components.

The Diagnostics Server in Commander mode is also responsible for
displaying the performance information for the monitored applications
in the charts and graphs of the Diagnostics views. If you are using
Diagnostics with other Mercury products you can also access the
Diagnostics views from the user interface of the other products.
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Diagnostics Data Flow

The following diagram illustrates a distributed Diagnostics deployment

consisting of more than one Diagnostics Server.

Mercury
Business

Availability
Center

LoadRunner /
Performance
Center

Diagnostics
Server

Commander

Mode

Diagnostics Servers in
Mediator Mode

Collector
(SAP R/3 and
Oracle 10g)

Monitored
Application

Monitored
Application

In the diagram displayed above, there is one Diagnostics Server in
Commander mode connected to a number of Diagnostics Servers in
Mediator mode. Each Diagnostics Server in Mediator mode is connected to a
number of Probes or Collectors. The Diagnostics Probes and the Diagnostics

Collector capture events from your applications.

The Probes or Collectors send these captured performance metrics to the
Diagnostics Server in Mediator mode where the events are filtered and
aggregated. This information is sent to the Diagnostics Server in
Commander mode, which displays the processed metrics using graphs and
tables that make up the views of the customizable user interface.
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When you are monitoring your application in real time, you access the
Diagnostics Ul from Mercury Business Availability Center or directly from
the Diagnostics Server. During a load test, you access the Diagnostics Ul
from LoadRunner or Performance Center.

You access the J2EE Diagnostics Profiler and the .NET Diagnostics Profiler
directly from the relevant probe or through the Diagnostics UI.

Interpreting Diagnostics Data

Mercury Diagnostics groups the performance metrics for the classes and
methods invoked by your applications into layers and sub-layers based upon
the resources that the application invokes to perform the processing. These
layers make it easier for you to isolate and identify the areas of the system
that may be contributing to performance issues.

The methods and classes that are associated with each layer are defined in
the <probe_install_dir> auto_detect.points file where the instrumentation
for the probe is specified.

For more information about Diagnostics layers and how classes and
methods are assigned to layers in the Capture Points file, see the Mercury
Diagnostics Installation and Configuration Guide.

For more information on viewing the performance metrics by layer, see
“Using the Layer View” on page 140.

Diagnostics Views at a Glance

You access Diagnostics either directly from the Diagnostics Server or via the
integrated Mercury Application (LoadRunner, Performance Center, or
Mercury Business Availability Center).

11
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Diagnostics presents performance metrics for your monitored applications
in the user interface views using both tabular and graphical formats.
Diagnostics provides a variety of display controls that allow you to
customize the way that you see the data. Diagnostics also displays
navigation controls that allow you to drill down into the metrics displayed
in a view.

Diagnostics displays data in the following types of views:

>

Detail view. Focuses on a specific aspect of your application’s
performance. This view contains a detailed list of performance metrics
for the relevant entities—for example, monitored server requests. A
color-coded graph displays trend lines or stacked areas representing
selected performance metrics for these entities.

You can control which metrics appear in the graph, and you can set
thresholds that determine when to issue performance alerts. You can also
filter the graph view based on certain criteria—for example, time range.

From many of the views, you can drill down from one particular entity to
other detail views where more specific information for that entity is
displayed.

Call profile view. Displays the method calls and their latency for a
particular instance of a monitored server request in your application. The
Call Profile view displays the metrics in a graphical call profile, and in a
table as a call tree.

Status view. Displays status and summary information about the
monitored applications and host machines in a table. For each level in
the table, Diagnostics provides a status indicating how the components
that make up the level are performing compared to the thresholds that
you set for the performance metrics.

Dashboard view. Displays two or more detail views and status views in
one overall view. The dashboard views allow you to see key performance
characteristics of your applications at a glance.

Diagnostics provides many different ways for you to customize the views so
that you can filter and focus the information displayed as you analyze
performance issues.

12
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For detailed information about working with Diagnostics views, see Part II,
“Using Mercury Diagnostics.”

13
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Using Mercury Diagnostics
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Introducing Diagnostics Views

This chapter introduces Diagnostics views and explains how to control the

form and content of the information displayed in these views.

This chapter describes: On page:
About Mercury Diagnostics Views 18
Accessing the Mercury Diagnostics Views 19
Common Diagnostics View Controls 23
Introducing Diagnostics Detail Views 28
Introducing Diagnostics Dashboard Views 29
Introducing the Diagnostics Status View 30
Exporting Views to HTML Reports 31
Using Table Header Controls 32
Viewing Messages in Diagnostics Message Box 36
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About Mercury Diagnostics Views
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Diagnostics presents performance metrics for your applications in views
with three main layouts: detail layouts, dashboard layouts, and status
layouts. The views present metrics in both tabular and graphical formats
and provide a variety of display controls that allow you to customize the
way that you see the data, and navigation controls that allow you to drill
down to the metrics displayed in a view.

The same display and navigation controls appear on most of the Diagnostics
views. This chapter explains how to use these user interface controls.
Instructions for the controls that are unique to a particular view are
explained in the description for that view in a later chapter in this
documentation.

Note: For optimal display of the Diagnostics views, ensure that your screen
resolution is at least 1024x768.

About Time Measurements in Diagnostics

It is important to understand how the time measurements displayed in the
Diagnostics views are presented. When analyzing the Diagnostics metrics
and comparing them with the times reported by other Mercury products,
you should consider the following:

Response time measurements are not the same in Diagnostics and
LoadRunner / Performance Center. Response time on the Diagnostics views
refers to the server response time as measured on the server side. Response
time on the LoadRunner / Performance Center screens refers to the server
response time as measured on the client side. For this reason, a comparison
of the response times in a Diagnostics view with the response times on a
LoadRunner / Performance Center screen may not match.
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» The transaction times and average times that are displayed on the
Diagnostics views include only the time that the transaction spent in the
J2EE/.NET server. This means that transaction time does not include the
user’s think time or the network and Web server latency.

» Average BP Time is computed at the Business Process Monitor generating the
synthetic load and therefore includes the user’s think time as well as the
network and Web server latency.

Accessing the Mercury Diagnostics Views

You can access Mercury Diagnostics views directly from the Diagnostics
Server in Commander mode or from the user interface of other Mercury
applications that have been integrated with Diagnostics:

Accessing Diagnostics from Mercury Business Availability
Center

Note: Before you can access the Diagnostics views from Mercury Business
Availability Center, you must specify the Diagnostics Server details in
Mercury Business Availability Center. For more information, see the Mercury
Diagnostics Installation and Configuration Guide.

You can access Mercury Diagnostics views from Mercury Business
Availability Center in one of the following ways:

» Click Applications > Diagnostics.
» On the Site Map menu, click Diagnostics.

» Dirill down to Diagnostics data from relevant Mercury Business
Availability Center configuration items and reports.

For more information, see Chapter 16, “Viewing Diagnostics Data in
Mercury Business Availability Center.”

19
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Accessing Diagnostics from LoadRunner

Note: Before you can use Mercury Diagnostics with LoadRunner, you need
to ensure that you have specified the Diagnostics Server details in
LoadRunner, according to the guidelines set out in the Mercury Diagnostics
Installation and Configuration Guide.

You can access the Mercury Diagnostics views from LoadRunner in one of
the following ways:

» Click the Diagnostics for J2EE/.NET tab at the bottom of the LoadRunner
Controller window.

» Drill down to Mercury Diagnostics data from a particular transaction.

For more information, see Chapter 17, “Viewing Diagnostics Data in
LoadRunner.”

Accessing Diagnostics from Performance Center

Note: Before you can use Mercury Diagnostics with Performance Center,
you need to ensure that you have specified the Diagnostics Server details in
Performance Center, according to the guidelines set out in the Mercury
Diagnostics Installation and Configuration Guide.

You can access the Mercury Diagnostics views from Performance Center in
one of the following ways:

» Click View Diagnostics on the right side of the Performance Center
window.

» Dirill down to Mercury Diagnostics data from a particular transaction.

For more information, see Chapter 18, “Viewing Diagnostics Data in
Performance Center.”
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Accessing Diagnostics from the Diagnostics Server in
Commander Mode

You can display the Diagnostics views directly from the Diagnostics Server
in Commander mode.

To access Mercury Diagnostics from the Diagnostics Server:

In your browser, navigate to http://<diagnostics_server_host>:2006, or select
Start > Programs > Mercury Diagnostics Server > Administration. The port
number 2006 is the default port for the Diagnostics Server in Commander
mode. If the Diagnostics Server was installed and configured to use an
alternate port, specify that port number in the URL.

The Diagnostics Server administration page opens.

VIERCURY"

Diagnostics
Server

Q Open Diagnaostics

r:’.r ,3 Configure Diagnostics
j mManage Diagnostics Users

Custom Diagnostics Server License registered to Customer Name
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2 Select Open Diagnostics.

If you have not already signed into the Diagnostics Server, you are prompted
to provide a user name and password.

Enter the user name and password for a user that has been granted the
permissions necessary to open Diagnostics.

A user that has been granted view privileges will be able to see the
Diagnostics views. One of the default user names that you can use is admin;
the password for this user is admin. For more information about user names
and user permissions, see the Mercury Diagnostics Installation and
Configuration Guide.

Click OK.

Note: Diagnostics continues to prompt for a user name and password until
you enter valid values.

If you click Cancel, Diagnostics displays the following error message in your
browser: Access denied. You must specify a valid username and password.

If the user name and password that you entered are for a valid Diagnostics
user that does not have permission to see the Diagnostics views, Diagnostics
displays the following error messages in your browser: Access denied. You
do not have the required permission to view this screen.

If you are prompted for your user name and password a second time, enter
the same information again, and click Yes.
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Common Diagnostics View Controls

There are features and controls that are common to most of the Diagnostics
views. These common features and controls are described in the sections
that follow using the following annotated screen image:
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Bread Crumb Trail

The bread crumb trail at the top of most of the Diagnostics views provides a
convenient way to determine the context for the information that is
presented in the view. It also provides a handy method of navigation when
you want to retrace your steps in your performance analysis. Clicking a level
in the bread crumb trail takes you back to the view for the selected level.

The last level displayed in the bread crumb is not a link because it represents
the Diagnostics view that is currently displayed.

For information on drilling down from one view to another, see “Drilling
Down To Entities in the Detail Table” on page 78.

View Bar and View Group

The View Bar contains icons that represent the Diagnostics views that are
available when analyzing the performance metrics for your application. The
views are organized into groups to make it easier for you to locate the views
that you want to use.

There are predefined view groups that are installed with Diagnostics that
contain views that will assist you in diagnosing problems in particular
situations or for specific environments. The Standard Views view group
contains views that are useful in most situations. The other view groups
contain views that are useful in more specific situations. All of the view
groups, except for My Views, contain views that have been predefined to
provide you with the ability to look at your application’s performance
information and begin analyzing the information the first time that you use
Diagnostics. The predefined detail, dashboard, and status views are
described in Chapter 5, “Using the Standard Detail Views,” and in
Chapter 2, “Introducing Diagnostics Dashboard Views.”

You may save customized versions of the predefined views or create original
views using the functions of the view bar. The My Views group is a group in
which you may save the views that you have customized. The processes for
maintaining customized views and view groups are described in Chapter 8,
“Customizing Diagnostics Views.”
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Summary or Detail View Specific Information

This section of the Diagnostics view contains the information that is specific
to the dashboard, detail, or status view that Diagnostics has displayed. The
title in the View Header describes the information presented in the view.

For information about the dashboard views, see “Introducing Diagnostics
Dashboard Views” on page 29.

For information about the detail views, see “Introducing Diagnostics Detail
Views” on page 28.

For information about the status views, see “Introducing the Diagnostics

Status View” on page 30.

View Toolbar

The View Toolbar contains the following buttons that provide quick access
to Diagnostics features that you may want to use frequently:

25
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AL

&

©

Save This View

If you have customized the Diagnostics view that is displayed, you may
want to save the custom view to use later. The Save This View button
provides a convenient way for you to save your changes. For more
information on saving custom views, see Chapter 8, “Customizing
Diagnostics Views.”

Export to HTML

Clicking Export to HTML allows you to save the metrics displayed on the
current view to a report that can be recalled for viewing or sharing with
others. For more information, see “Exporting Views to HTML Reports” on
page 31.

Turn On/Off Active Alert Notifications

Turn On/Off Active Alert Notifications is a toggle button that allows you to
control whether a message is to be displayed in the Diagnostics message box
each time an alert notification is sent. For more information on alerts, see
Chapter 4, “Alert Notification.”

Show Help

The Show Help button gives you access to the user documentation, to
information about the version of Diagnostics that you are using, and to the
version of some of the third-party components that have been used in the
product. Select the desired option from the menu that Diagnostics displays
when you click Show Help.
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Page Loading Indicator

When Diagnostics is retrieving and formatting the data that is to be
displayed in a view, the Page Loading icon displays two blue arrows
spinning in a loop. When the view is refreshed with the formatted data, the
arrows are no longer displayed in the icon.

Table Headers

The table headers in the Status and detail views provide controls that enable
you to specify which columns are to appear in the table and the order they
are to be displayed, as well as which columns are to determine the sort order
for the rows in the table. For more information on how to use table header
controls to customize the appearance of the data displayed, see “Using Table
Header Controls” on page 32.
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Introducing Diagnostics Detail Views
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Diagnostics comes with a set of standard predefined detail views that each
focus on a specific aspect of your application’s performance. These views
include the Load view, Probes view, and Server Requests view. From many of the
views, you can drill down on one particular entity to other detail views
where performance information for that entity is displayed. The Probes view
shown below is an example of a detail view:
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For more information on the features and controls of the detail views, see
Chapter 3, “Detail Views: Layout and Controls.”

For information about using a specific standard detail view, see Chapter 5,
“Using the Standard Detail Views.”
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Introducing Diagnostics Dashboard Views

Dashboard views allow you to see key performance characteristics of your
applications at a glance. The Diagnostics predefined dashboard views that
are installed with Diagnostics include the Business Process Summary view (LR
/ PC Summary view in LoadRunner and Performance Center) and the Server
Summary view. The dashboard views are made up of two or more detail views
and status views. The detail views are displayed in an abbreviated format
when they are included in a dashboard view. The Server Summary view
displayed below is an example of a dashboard view:
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When a standard or customized view appears in a dashboard, it is displayed
as a monitoring version of the view where only the graph and the graph
legend are shown. Hold your mouse pointer over the nodes of the charted
trend lines or over the edges of the stacked areas to display a tooltip with
more information about the metrics in the monitoring versions of the detail
views. You can also hold your mouse pointer over the items in the legend in
the monitoring views to see additional information.
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To see the full-size version of a detail view that appears as a monitoring
version on a dashboard, double-click the monitoring version of the view.
The full-size version of the detail view that you selected is displayed, and the
bread crumb indicates that you navigated from the Dashboard view.

For more information on detail views, see Chapter 5, “Using the Standard
Detail Views.”

Introducing the Diagnostics Status View

30

The Status view is a table of the probe groups, the probes that are assigned to
each probe group, and the hosts for those probes. For each level in the table,
Diagnostics provides a status indicating how the components that make up
the level are performing compared to the thresholds that you set for the
performance metrics.

You can determine the reason for any alert statuses by drilling into the
probe group, probe, or host to see the detail view for the component. Below
is an example of the Status view:
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For more information on the features and controls of the Status view, see
Chapter 6, “Using the Status View.”

Exporting Views to HTML Reports

You may save the performance metrics displayed in a Diagnostics view by
@ clicking the Export to HTML button in the View toolbar on the upper-right

side of the view. When the view is exported, the information displayed in
the view is formatted as a report and exported to an HTML file. The HTML
reports can be saved to view in your browser at a later time, or can be used
to share system performance metrics with others.

To export view information to an HTML Report:

1 Click Export to HTML. The Export to HTML dialog box opens.

23 Export to HTHL
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2 Enter a name for the file to which you are exporting the view’s performance
metrics.

3 In the Comments box, enter any comments that you would like to have
appear on the report. Your comments may include instructions or questions
for the person who is to receive the report.
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4 If you would like to view the HTML file, select View HTML. This causes

Diagnostics to display the HTML file in your browser after it has been saved.

5 Click Save to save the performance metrics of the view, along with any

comments that you entered. If you selected View HTML, Diagnostics
displays the HTML report in your browser.

Using Table Header Controls

32

The table headers that appear in the Status view and in the detail views
provide controls that enable you to specify which columns are to appear in
the table and the order in which the columns are to be displayed, as well as
specifying which columns are to determine the sort order for the rows in the
table.

Customizing the Table Columns

The default columns that appear in the Status view and in the detail table of
the detail views help you identify the entities that are included in the view,
understand the status of each entity’s performance, and see some of the
performance metrics that have been gathered for each entity.

You may customize the table by choosing the columns that are to appear,
and the order in which they are to appear.
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To customize the table columns:

Right-click the table header to display the header menu.

2 Click Customize Columns to open the Customize Columns dialog box. The

Customize Columns dialog box for the Probes view is shown in the
following example:

/Z} Customize Columns

A ailability %= Qver Threshold

EBackground Checkpoints Per Sec

Background Checkpaints Per Sec % Over Threshald
Eranch hNode Splits Per Sec

Eranch hode Splits Per Sec % Owver Threshold
EBranch Nade Splits Per Txn

B

Make additional columns visible in the table by selecting one or more
columns in the Hidden Columns list and using the right-arrow button to
move your selection to the Visible Columns list. Repeat this step until all of
the columns that you want to make visible in the table have been moved.

Note: Diagnostics automatically adjusts the width of the columns in the
table to make all of the selected columns visible. Some columns may appear
too small to see the data. You can resize the column or hold the mouse
pointer over the column to see the tooltip with the value of a particular
metric in the table.

Hide columns from the table by selecting one or more columns in the
Visible Columns list and using the left-arrow button to move your selection
to the Hidden Columns list. Repeat this step until all of the columns that
you want to hide in the table have been moved.
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5 Rearrange the order in which the columns are displayed in the table by

selecting one or more columns in the Visible Columns list, and using the
up arrow or down arrow buttons to move the column. Repeat this step until
the columns in the table are in the desired sequence.

Click OK to close the Customize Columns dialog box and save your changes.
Click Cancel to close the Customize Columns dialog box and discard your e
changes.

When the table columns are organized to your satisfaction, you can resize
columns or change the sort order to refine your column customization.

Note: If you customize one of the standard detail views, and would like to
save the customization for future use, remember to save the view as a
custom view. If you do not save the changes as a custom view, they will be
lost when you close the Diagnostics UL

For information on saving custom views, see “Saving a Customized View”
on page 192.

Sorting Rows in the Table

The default sort order for the table is usually ascending order on the first
metric column in the table, and then ascending order on the entity name
column. For example, in the Probes view, the default primary sort is based
on the values in the VM Heap Used column, and the secondary sort is based
on the values in the Probe column. The following example shows the
column headers for the Probes view:

The superscript sort indicators in the column headers. In the example
above, the Latency column has the superscript up arrow followed by the
number 1 as shown in this close-up view:

| tswer ]
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The up arrow indicates that the column is sorted in ascending order, and the
number 1 indicates that this column is the primary sort for the table.

In the same way, you can tell which columns are next in the sort sequence.
In the example above, the Probe column has the superscript down arrow
followed by the number 2 as shown in this close-up view:

| Probe 2|

The down arrow indicates that the column is sorted in descending order,
and the number 2 indicates that this column is the secondary sort for the
table.

You can customize the sort order using the controls built into the column
headers in the table.

To create a new custom sort order for the table:

Click the header of the column that will be used for the primary sort. The
indicators for the previous sort sequence are removed from all columns in
the table. The selected column is marked with a superscript up arrow and
the number 1, indicating that the column is sorted in ascending order, and
that the values in the column determine the primary sort sequence.

To switch from ascending order to descending order click on the column
header again. The up arrow switches to a down arrow, indicating that the
column is sorted in descending order.

To remove the column from the sort, click the header one more time. The
superscript sort indicator is removed from the column.

Note: When you remove the primary sort column from the sort, any
secondary sort orders that you have defined are removed as well.
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To add secondary sort sequences for the table:

Press CTRL and click the header of the column that will be used for the
secondary sort. The selected column is marked with an superscript up arrow
and a number. The up arrow indicates that the column is sorted in
ascending order, and the number indicates where the column falls in the
sort sequence.

If this is the first column that you have defined after defining the primary
sort column, then the number 2 appears next to the arrow. To any
subsequent columns that you add to the sort sequence, an increment
superscript is displayed to indicate the sorting order.

To switch from ascending order to descending order, press CTRL and click
the header again. The up arrow changes to a down arrow, indicating that the
column is sorted in descending order.

To remove the column from the sort, press CTRL and click the header one
more time. The superscript sort indicator is removed from the column.

Note: When you remove a secondary sort from a column, any other
columns that are used as secondary sort columns are renumbered to
maintain the sorting sequence.

Viewing Messages in Diagnostics Message Box

36

Diagnostics displays error and warning messages in the Diagnostics views
using the Diagnostics Message box in the bottom right hand corner of the
views. The box increases in size as more error messages are added so that all
of the messages can be displayed. Closing the Message box clears all of the
previous messages.



3

Detail Views: Layout and Controls

This chapter describes the layout of the Diagnostics detail views and
explains how to use the controls that are common to most of the detail

views.

This chapter describes: On page:
About the Diagnostics Detail Views 37
Common Features of the Diagnostics Detail Views 38
Working with View Filters 41
Working with the Metrics Inspector 48
Working with Graphs 56
Controlling the Graphed Metrics 65
Working with the Detail Table 72

About the Diagnostics Detail Views

Diagnostics comes with a set of predefined detail views, each of which
focuses on a specific aspect of your application’s performance. These views
include the Load view, the Probes view, and Server Requests view. From many of
the views, you can drill down on one particular entity to other detail views
where performance metrics for that entity are displayed. For example, you
can drill down on a server request listed on the Server Request view to see

the Layers view for that particular server request.

The detail views share many common features and controls. The sections

that follow introduce these common features and controls.
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Common Features of the Diagnostics Detail Views

The Diagnostics detail views share many characteristics. These are
highlighted in the following image:
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Graph

The graph on the detail views contains trend lines or stacked areas that
represent the performance metrics for the processing represented by your
selections from the View Filters, the Metrics Inspector, and the detail table.
When you select an entity from the detail table, a trend line or stacked area
is charted on the graph for each metric selected from the Metrics Inspector.
For more information about the detail view graph in the detail views, see
“Working with Graphs” on page 56.

38



Chapter 3 e Detail Views: Layout and Controls

View Header

The view header describes the information that is currently displayed in the
view. The view name is listed along with the current choice from the Graph
view filter. For information on the Graph view filter, see “Working with
View Filters” on page 41.

Graph Legend

The graph legend displays the line patterns used to represent metrics on the
graph. All of the lines on the graph with a particular pattern are associated
with a particular metric from the Metrics Inspector.

You may also use the graph legend to remove a particular metric from the
graph. For more information on using the graph legend, see “Working with
Graphs” on page 56.

View Filters

The view filters are a set of menus that allow you to select the entities whose
metrics are to be charted based on time ranges, probe groups, type of probe,
and other criteria depending on the view that Diagnostics has displayed. For
more information on view filters, see “About View Filters” on page 41.

Metrics Inspector

The Metrics Inspector lists the metrics associated with the entity selected in
the detail table. From the Inspector, you can control which metrics appear
in the graph, and you can set thresholds that determine at what point an
alert should be issued to indicate that the value of a performance metric is of
concern. For more information about the Metrics Inspector, see “Working
with the Metrics Inspector” on page 48. For more information on
investigating alert conditions for thresholds that have been exceeded, see
“Investigating a Threshold Alert” on page 54.
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Detail Table

The detail table lists the entities in a particular view for which metrics have
been gathered. For example, the entities displayed in the Probes view are
probes, and in the Load view are layers. You can select entities to be
represented on the graph from the detail table.

The detail table is highly customizable, allowing you to control the columns
that appear in the table, as well as the sort order for the table. For more
information about working with and customizing the detail table, see
“Working with the Detail Table” on page 72.

Splitters

Many of the views have splitter controls that enable you to change the
proportions of different areas of the view. They allow you to resize parts of
the view so that areas of less interest are minimized to provide more area for
the information that you want to see.

By dragging the splitter that divides the graph and the detail table, you can
change the amount of area used for each of these features.

By dragging the splitter that divides the pane containing the view filters and
Metrics Inspector from the graph and detail table pane, you can alter the
amount of space used to display these features.
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Working with View Filters

<<|

The view filter menus give you control over the information that is
displayed in the graph, detail table, and Metrics Inspector. Your selection
from the view filter menus that are displayed in each detail view control the
time range for the metrics that are to be displayed and which entities are to
be charted in the graph along with several other controls that are specific to
the view that Diagnostics is displaying.

About View Filters

The view filter area is made up of a set of drop-down menus that you open
and close by clicking the double arrow button to the right of each menu
title. The filter menus that appear in each view, and the filters that appear in
each menu, vary depending on the view that is displayed.

Below is an example of the view filter that was taken from the Probes view.
It shows the Time Range, Graph, Probe Group, Types, and Custom filter
menus, with each menu closed.

o

Time Range
Frevious 5 rinuwbes

o

Graph
Tap 5 {Average M Heap Used)

o

Probe Group
Al Frabe Graups

o

Types
Al

o

Custom Filter
Ma Filker

When a filter menu is closed, the current selection for the filter is displayed
under the filter title. In the example above, the current selection for the
Graph filter is Top 5 (Average VM Heap Used).

Filter settings applied on a view are also applied to each of the views to
which you drill down from the view where you set the filters. Filter settings
that you made at lower levels, after you drilled down, are not applied as you
navigate back to higher level views above the view where the filter settings
were made.
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Each of the available view filter menus is described in the sections that
follow.

Filtering the View by Reported Time Range

You can control the time range for which performance data is displayed by
selecting the desired time period from the Time Range view filter. The
following image shows an example of the Time Range filter options:

Time Range -3
Freviaus B rvinutes

Previous 20 minutes
Prewious hour
Previous & hours
Previous day
Previous week,
Prewious month
Previous 3 months
Previous year

Custom w

Note: If you are using Diagnostics with LoadRunner or Performance Center
as part of a load test, the default time range is Whole Scenario, which
reflects the time that has elapsed since the beginning of the load test.

When you select a Time Range, the information on the graph, the detail
table, and the Metrics Inspector are updated to correspond to the selected
time range resolution. When the metrics for the new time range are
displayed in the view, Diagnostics continues to update the view so that the
most recent information for the selected time range resolution is always
displayed.
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When you select the Custom time range filter option two calendars are
displayed to allow you to indicate the starting date and time and ending
date and time for the metrics that you want Diagnostics to display in the
view. The following image shows an example of the Custom time range
filter:

Start Date and Time: End Date and Time:
June 2006 June 2006

sun Mon Tue Wed Thu  Fri Sat Sun Mom Tue wed Thu Fri Sat
28 29 30 3l z 3 28 z9 3w 3 [0 2z 3
4 5 i} 7 3 9 10 4 5 6 7 EE] 9 10
11 12 13 14 15 16 17 4 11 12 13 14 15 16 17
15 19 20 21 22 23 24 13 19 20 21 22 23 24
25 26 27 28 29 30 1 25 26 27 28 29 30 1

2 3 4 5 il 7 3 2 3 4 5 3] 7 ]

[ 12 oo ) [ [ [ e |5 i [P [
oK | Zancel |

When you have made your selections for the start and end dates, click OK to
instruct Diagnostics to get the entities and metrics that satisfy your request
to display in the view.

Chart Update Frequency

When you view the performance metrics it is important to note that the
charted metrics are updated at different rates, depending on the time range
resolution that you selected. The following table provides the update
frequency for each time range resolution:

Time Range Resolution View Update Frequency
5 minutes 5 seconds
20 minutes 3 minutes
1 hour 4 minutes
6 hours 8 minutes
1 day 11 minutes
1 week or greater 29 minutes
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Note: If you are using Diagnostics with LoadRunner or Performance Center,
and your selected time range is Whole Scenario, the update frequency
decreases as the scenario progresses. For example, at the beginning of the
scenario, the update frequency will be approximately 5 seconds. However,
after an hour into the scenario, the update frequency will have decreased to
approximately 4 minutes.

Understanding Time Range Resolution

The actual time period included in the metrics that is displayed in a view are
not always limited to the time range resolution that you requested.

When you select Previous 5 minutes, the time range resolution for the
performance metrics displayed in the other parts of the view is changed so
that only information from the previous 5 minutes is included.

However, for any other Time Range option, the actual metrics displayed
include information for no less than the selected time range. The metrics
normally include the information for a much wider time period.

For example, when you select Previous 20 minutes, the metrics displayed in
the view are never for less than the previous 20 minutes. They almost always
include data for the previous 40 to 50 minutes.

If you want to focus on performance for an exact 20-minute period, you can
use the zoom features described in “Controlling the Graphed Metrics” on
page 635 to select the desired zoom range.
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Filtering Charted Entities Based on Relative Metric Values

You use the Graph filter to control which entities in the detail table are to
have their metrics charted on the graph. The filter selects a given number of
entities from the table based on a specific metric or threshold value. When
the information in the view is refreshed, the filter is reapplied and the
entities that are charted in the graph may change.

The choices in the Graph filter vary for each detail view. The following
example shows the Graph filter menu for the Server Requests view:

Graph =
Tap 5 {Laterrcy % Cver Threshald)

Top 3 (Latency % Ower Threshald)

|Tl:||:| S {Latency % Ower Threshold)|

Top 7 (Latency % Ower Threshald)

Custom

When you select any option (except Custom) from the Graph filter menu,
the entity selection in the Chart column of the detail table is modified so
that only the entities that correspond to the graph filter are selected. At the
same time, the graph is updated so that only the metrics for the entities
selected in the Chart column are charted.

When you select Custom, the entities that are selected in the Chart column
of the detail table become fixed and change only when you select different
entities, or when you select another option from the Graph filter menu. For
more information about selecting entities in the detail table to be charted
on the graph, see “Adding and Removing Entities from the Graph” on

page 75.

Note: An entity selected in the Chart column of the detail table may
disappear from the table and the graph if no metrics for that entity were
captured during the time range that is displayed in the view.
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Filtering the View by Probe Group

You use the Probe Group filter to filter metrics in a view by the probe group
for which the metrics were captured. The Probe Group filter options include
all of the probe groups defined for the applications being monitored. You
can also select All Probe Groups to see metrics for all probe groups at one
time. The following is an example of a Probe Group filter menu:

Probe Group -
Al Frabe Graups

Al Probe Groups

Default

When you select a probe group filter option, the metrics displayed in the
view are limited to those for the probes in the selected probe group.

When you select All Probe Groups, all performance metrics for all probe
groups are displayed.

Filtering the View by Type

Some of the views include the Type filter in the view filters. The Type filter
lets you filter the entities whose metrics are displayed in the view. The
filtering criteria listed in the Type filter depends on the entities listed in the
detail view. The following is an example of the Type filter menu for the
Probes view:

kel

Types
Al

MNet
Jawa

Oracle

SAPIRS

The options in this Type filter allow you to filter the probes that are
displayed in the view to just those of a certain probe type.



<<|

Chapter 3 e Detail Views: Layout and Controls

Filtering the View by Custom Filters

The Custom View filter allows you to filter the entities that are displayed in
a view based upon the value of particular attributes of the entities. The
available custom filters are unique for each detail view. The following is an
example of the Custom filter menu:

Custom Filter S
Ma Filker

Filter Cn:

o Filker ]

Value:

To select a Custom Filter:

Open the Custom Filter by clicking the double-arrow button in the View
Filter header.

From the Filter On drop-down menu, choose the attribute to use as the
filter.

Enter the value for the attribute that you selected to use as the filter. When
up update the value for the attribute, the update icon becomes visible to
remind you to apply the custom filter.

After you have entered the filter value, you can apply the custom filter by
pressing ENTER or by clicking the Apply Custom Filter button. The following
image shows an example the Custom Filter after a filtering attribute has
been selected.

bed

Custom Filter
Ma Filker

= e

The values associated with the entities that are used to filter when you have
made a selection from the Customer Filter, can be found in the detail table,
in the Metrics Inspector. Alternatively, hold your mouse pointer over the
listed entity in the detail table until a tooltip opens.
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Working with the Metrics Inspector
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The Metrics Inspector lists performance metrics for the entity that you
selected from the detail table. In addition to providing you with metrics that
are useful in your performance analysis, the Metrics Inspector also gives you
a way to control the metrics that Diagnostics charts in the graph and to set
thresholds for many of the metrics listed. Diagnostics issues a visual
threshold violation indicator when the value of a metric exceeds the
threshold that you have set.

The following sections provide you with a detailed description of the
Metrics Inspector, and explain how to use the controls in the Metrics
Inspector to adjust the way that your application’s performance is displayed
in the detail views.

About the Metrics Inspector

The Metrics Inspector consists of two sections. The top portion of the
inspector is a list of metrics and their values. Beneath the list of metrics is
the control area where you can indicate how Diagnostics displays a selected
metric in the rest of the detail view. The metrics displayed in the inspector
can be Java metrics, System metrics, or JMX metrics. The following
annotated image is used to describe the features of the Metrics Inspector.
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Metric Threshold Violation Indicator
Categories
Metrics Inspector =
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Selecting a Row from the Detail Table

The Metrics Inspector displays the metrics for the entity that you selected
from the detail table.

The header of the first metric category in the Metrics Inspector displays the
name of the selected entity. In the image above, the performance metrics for
the entity /topaz/topaz_api/api_GetLicenselnfo.asp are displayed.

Viewing Metrics in the Metrics Inspector Area

Diagnostics groups the metrics in the Metrics Inspector into categories to
make it easier to understand the performance characteristics of the selected
entity.

In the example above, the metric category
/topaz/topaz_api/api_GetLicenselnfo.asp contains more details about the
server request entity that was selected from the detail table, the metric
category Latency contains the metrics that depict the latency for the server
request, and the CPU Time metric category contains the metrics that depict
the CPU usage for the selected server request.

The metrics that are included in a metric category can be hidden or
displayed by expanding or collapsing the list of metrics using the plus sign
(+) and minus sign (-) next to the category name. Alternatively, you can
double-click the category name to expand or collapse the list of metrics.
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Reviewing a Metric’s Details and Settings

When you select a metric in the Metrics Inspector, the metric’s details
appear in the metric control area at the bottom of the Metrics Inspector. The
details that are displayed in the metric control area vary depending on the
metric that you select. In the following example, the Average metric in the
Latency category of the Metrics Inspector has been selected and the details
for this metric are displayed in the metric control area.

Metrics Inspector

bl

Marme
Signature
Package
Rook Method
JRI
Caunk
Count | Sec
Exceptions
Timeouts

[= Latency

Zonkribution to Probe

= ftopaz/topaz_api/api_GetLicenselnfo.asp

[topaz/topaz_apifapi_GetlicenseInfo.asp

void doPost{java. serviet, htkp, HebpServietR., .

com.mercury . topaz, ktme.netwaorking. htkp
ServletDispatcher, doPost()
[topaz/topaz_apifapi_Getlicenselnfo.asp
1

0.0

[+ Chart This Metric

% Ower Threshold 1%

Load 0.0

Ma, 282.0 ms

Min, 282.0 ms

Standard Deviation 4.1 ms
[= CPU Time

Average 0.0 ps &3

Max, 0.0 ps

Min. 0.0 ps

Total 0.0 ps
Average

L3 Threshold: IZDD.D ms|
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The details include:

» Metric Name: For all metrics, the name of the selected metric.

In the image above, the name of the selected metric is Average. Since this
metric is part of the Latency category the metric is actually Average
Latency.

» Chart This Metric: If the selected metric can be charted on the graph, the
metric control area includes the Chart This Metric check box. When
selected, the metric is charted on the graph for each entity selected from
the detail table.

In the image above, Chart This Metric is selected, so the Average Latency
metric is charted on the graph for each entity selected in the detail table.

» Threshold: If a metric displays a Threshold icon in the Metrics Inspector,
the metric control area includes the current threshold setting.

In the image above, the threshold for Average Latency is set to 200 ms.

Displaying a Metric in the Graph

When the Chart This Metric check box appears in the metric control area for
a selected metric, you can select or clear the check box to indicate whether
you want that metric to be charted in the graph or not. When you chart a
metric for the selected entity in the Metrics Inspector, the metric is charted
for each entity selected in the Graph? column of the detail table.
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Setting Metric Thresholds

When you select a metric that has a threshold value, a Threshold box
appears below the Metrics Inspector in the metric control area. You can
adjust the threshold value by typing over the existing value. When the
threshold value is changed, the Apply Threshold Change button appears
following the Threshold box.

Click Apply Threshold Change to apply a change to a threshold value. The
Apply Threshold Change button disappears after the requested change has
been applied. If the value of the selected metric exceeds the new threshold
value, a visual threshold violation indicator is immediately shown in the
Metrics Inspector.

For information about charting the threshold for a metric in the graph, see
“Graph Legend” on page 61.

Note: Assigning a negative threshold to a metric causes the threshold to be
violated when the metric falls below the absolute value of the defined
threshold.
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Investigating a Threshold Alert

When the value of a metric exceeds the threshold value that you have set, or
in the case of a negative threshold, dips under the value, Diagnostics
displays a visual threshold violation indicator. In the Metrics Inspector a
violation of a threshold is indicated by outlining the cell in the inspector
that contains the metric that has exceeded its threshold.

In the following example, the cell containing the value of the Average
Latency metric is outlined in red because the metric value, 296.0 ms,
exceeded the threshold of 200 ms.

[=I Latency
Contribution to Probe 5%
% Ower Threshold 5%
Load 0.0
Maz, 297.0ms
Min, 297.0ms
Standard Deviation 24,2 ms
= CPU Time
fAverage 0.0ps &b
Max., 0.0ps
Min. 0.0ps
Total 0.0us
Average
[+ Chart This Metric
£ Threshold: I2DD.D ms|

Configuring Metrics

You can control the metrics that appear in the Metrics Inspector by setting
the appropriate Diagnostics properties. The following section contains
information on configuring the Java metrics that appear in the Metrics
Inspector. For information on configuring the system metrics or JMX
metrics that appear in the Metrics Inspector, see the Mercury Diagnostics
Installation and Configuration Guide.
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Configuring CPU Time Java Metric

The CPU Time metric appears in the Metrics Inspector for the
Transaction view, the Probes view, and the Call Profile view.

The CPU Time Java metric relies on CPU timestamping which is
supported on the following platforms:

e Windows
e Solaris 8+
e AIX 5+

Use caution when enabling the collection of CPU timestamps because of
the increase in Diagnostics overhead. The increased overhead is caused
by an additional call for each method that is needed to collect the
timestamp.

The capture of CPU Time is controlled by two properties:

¢ The use.cpu.timestamps property in the capture.properties file
located in <probe_install_directory>\etc must be set to true

¢ The cpu.timestamp.collection.method property in
<probe_install_dir>\etc\dynamic.properties must be set to one of the
following valid values:

e 0-No CPU timestamping
e 1 - CPU timestamps will be collected only for server requests
e 2 -CPU timestamps will be collected for all methods

The default value is 1, which means that CPU times can be reported at
the server request level but not at the transaction level.

If you want to turn off all CPU timestamping so that CPU time will
not be gathered and reported for server requests, set the property to 0.
If you want to gather CPU timestamping for all methods so that CPU
time will be gathered and reported for all methods, set the property to
2.

For BPM transactions, the cpu.timestamp.collection.method property is
ignored. CPU timestamping will always be collected for all methods for a
BPM transaction.
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The graph in the detail views contains trend lines or stacked areas that
represent the metrics that have been selected to be charted using the
controls of the view filters, Metrics Inspector, and detail table. For each
entity selected in the detail table a trend line or stacked area is charted for
each metric selected from the Metrics Inspector.
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About the Detail View Graph

The following annotated screen image provides an overview of the common
navigation and display controls that are used in graphs on the Diagnostics
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. Graph Controls
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View Header

The view header contains the name of the view and the current selection
from the View filters. If you hold the mouse pointer over the header, a
tooltip appears, displaying the name of the view and the current view filter
settings.

Graph Header

The graph header contains the names of the metrics that you selected to
chart from the Metrics Inspector. In the image above, the graph header
indicates that the Average Latency and Average CPU Time metrics are
charted.
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X-Axis

The x-axis on the graph indicates the time range and scale used to plot the

metrics on the graph. In the image above, the x-axis indicates that Previous
20 Minutes was selected from the Time Range filter, and that each interval

across the axis represents a five minute time interval for a specific date and
time.

Note: If you are using Diagnostics with LoadRunner or Performance Center
as part of a load test, the x-axis represents the time that has elapsed since the
beginning of the load test.

Y-Axis

The y-axis on the graph indicates the metric type, units, and scale for one or
more of the related metrics that are charted on the graph. In the image
above, the y-axis indicates that one or more of the metrics charted on the
graph represents Latency, that Latency is charted in units of time, and that
each tick mark on the axis represents 0.1 seconds.

Alternate Y-Axis

An alternate y-axis is displayed when one or more metrics on the graph is
measured with different units or scale than those plotted on the y-axis. The
alternate y-axis works just like the y-axis. In the image above, the alternate
y-axis indicates that one or more of the metrics charted on the graph
represents time and that each tick mark on the axis represents 100
milliseconds.

Note: Make sure to use the correct y-axis to determine the value for a
particular graphed data point when more than one y-axis is displayed in the
graph. In the image above, the two charted metrics each use a different y-
axis.
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Graph Legend

The graph legend displays the line patterns used to represent metrics on the
graph. All of the lines on the graph that were charted with a particular
pattern are associated with the metric indicated in the legend.

The graph legend lets you control the information that is charted in the
graph. By right-clicking on a graph legend item, you can access a menu with
the following control options:

» Remove From Chart. Selecting this option removes all trend lines or
stacked areas for the indicated metric from the graph. This is a shortcut
for removing the metric from the graph using the Chart This Metric
checkbox in the metric control area of the Metrics Inspector.

» Display Threshold.

¢ Selecting this option when the threshold has not already been charted
in the graph causes a line to be charted in the graph for the threshold
that you have established for the metric. If the threshold for another
metric had been charted, the threshold for that metric is removed
from the graph.

¢ Selecting this option when the threshold is already charted causes the
threshold line to be removed from the graph.

Graph Controls

The graph controls are a set of buttons that allow you to control the way that
the metrics are charted on the graph. Each of these buttons and the method
for zooming in on the charted metrics are described in “Pausing and
Panning the Graph” on page 71.

Displaying Entities and Metrics in the Graph

You select entities to view in the graph in one of the following ways:

» Using the Chart column in the detail table. See “Adding and Removing
Entities from the Graph” on page 75.

» From the Graph filter in the View Filters area. See “Filtering Charted
Entities Based on Relative Metric Values” on page 45.
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Viewing Multiple Metrics on a Graph

When more than one metric is charted in the graph, Diagnostics helps you
identify each metric by charting each with a different pattern. The patterns
that are used for each metric are recorded in the Graph Legend.

Each entity is color coded, and can be identified in the graph by a line
charted in the same color that is indicated for the entity in the Color
column of the details table. Each metric selected from the Metrics Inspector
is charted for each entity selected from the detail table, so long as a valid
metric value exists for the entity.

In the following image, both the Average Latency and Count per Second
metrics are charted for the four entities shown.
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Viewing the Data Behind a Charted Metric on the Graph

From the graph, there are several ways to determine the entities and metrics
that are behind the trend lines and stacked areas that you can see in the
graphs.
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Identifying the Entity in Detail Table for a Charted Metric

From the graph, you can associate a trend line or stacked area with the
entity in the detail table that it represents. You do this in one of the
following ways:

» Hold the mouse pointer over a data point in the graph. A tooltip appears,
displaying the details for the entity and metric represented by that point
in the trend line. This is discussed in more detail in the next section,
“Identifying the Metric Details for a Charted Point”.

» Click anywhere on a trend line or stacked area in the graph. The trend
line or stacked area is highlighted in the graph, and the entity is
highlighted in the detail table. At the same time, the Metrics Inspector is
updated to display all of the metrics for the selected entity.

When you select a trend line in the graph, all the trend lines charted for
metrics that are related to the entity are also highlighted.

When you select a stacked area in the graph, it is displayed as shaded
rather than solid.
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Identifying the Metric Details for a Charted Point

The data points that were used to chart the trend lines on the graph are
highlighted with a point marker on the trend line. On the stacked area
charts, you can recognize these data points when the slope of the boundary
of the stacked area changes.

When you hold the mouse pointer over a data point, a tooltip appears,
displaying details for that data point, as shown in the following example:
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The information in the tooltip varies depending on the detail view with
which you are working. This information includes:

Title Bar: The title bar for the tooltip identifies the type of entity to which
the data point belongs. In the example above, the title bar is Transaction
Details, which indicates that the tooltip contains the details for a metric
displayed in the Transactions view.

Entity Name: The entity name identifies the type and the name of the
displayed entity. In the example above, the type of entity is Transaction, and
the name of the entity is patient_login.
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Aggregation Period Start Time: The Start Time entry in the tooltip displays
the starting time of the aggregation of the metrics for the data point.

Aggregation Period End Time: The End Time entry in the tooltip displays
the time that metrics for the data point were last gathered.

Metric Name: The metric name identifies the metric and the value of the
metric charted. In the example above, the metric is Average Latency and its
value is 2,373.0 ms.

Controlling the Graphed Metrics

Diagnostics enables you to control the way that the performance metrics are
charted in the graphs. You can zoom in and out on the charts, pause the
graph so that you can get a closer look at the metrics that are currently
charted, and keep the y-axis scaling fixed so that the charted metrics are
easier to comprehend.

Zooming on the Graph

You can zoom in on the metrics charted in the graph in order to get a closer
look at the performance portrayed. Diagnostics has two different types of
zooming: magnification zooming and resolution zooming. It automatically
determines which type of zooming to use based upon the time range that
you selected in the view filters and the zoom range that you choose.

More information about the types of zooming is provided in the following
sections.

65



Part Il ® Using Mercury Diagnostics

66

Understanding Magnification Zooming

Magnification zooming provides you with a magnified view of the data
points that are charted in the current graph. Diagnostics does not retrieve
any additional information when portraying a magnified view of the
performance metrics.

There are two situations when Diagnostics performs a magnification zoom
instead of a resolution zoom. The first is when the graph has been plotted
using data that had been aggregated into the highest resolution data points.
The second situation is when you select a zoom range that spans a time
period that requires too much data to be retrieved for an efficient resolution
zoom.

When you select a time range of Previous 5 Minutes, the resolution of the
data used to display the metrics is based on 5-second aggregations. When
these 5-second data points are plotted on the graph, they are initially
charted so that all the data for the previous 5 minutes is visible in the detail
view graph. If the data points for the metric on the graph are too close to
each other, you can zoom into an area of interest to get a closer look. In this
situation, where the graph has been built with data that has been aggregated
at a very high resolution, Diagnostics zooms in to give you a magnified view
of the metrics. No additional data is retrieved to chart the magnified view of
the data.

When you select a time range that is higher than the Previous 5 Minutes,
the resolution of the data that is used to plot the metrics is based on
aggregations of longer periods of time. If the data points for the metric on
the graph are too close together, you can zoom in to get a closer look. If you
select a smaller zoom range, Diagnostics zooms in using a resolution zoom.
However, if the zoom range is larger and requires Diagnostics to retrieve
more higher-resolution data than can be done efficiently, Diagnostics zooms
in using the magnification zoom. No additional data is retrieved to chart the
magnified view of the data.
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Understanding Resolution Zooming

Resolution zooming gives you a higher resolution view of the performance
metrics. Diagnostics retrieves additional data to chart metrics at a higher
resolution.

When the selected time range is larger than Previous 5 Minutes, Diagnostics
retrieves data that has been aggregated into lower resolution data points.
That is, the points charted on the graph represent larger time periods. For
example, when you select a time range of Previous Hour, the data is
aggregated into one-minute aggregations. These points are initially charted
so that all of the data for the previous hour is visible in the graph. If the data
points are too close together to analyze the performance for a particular area
on the graph, you can zoom into that area. In this situation, where the
graph displays data that has been aggregated at a lower resolution,
Diagnostics retrieves data that has been aggregated at a higher resolution to
zoom into the metrics charted.

Note: If the selected zoom range is large and requires Diagnostics to retrieve
more high-resolution data than can be done efficiently, the zoom is
performed using the magnification zoom instead.

Zooming In on Charted Metrics
You can zoom in to see more detail for the metrics in a particular time
period on the graph.

To zoom in on the graph:

Click the graph at the beginning of the time range on which you want to
zoom in, and drag the pointer to select the zoom range.

As soon as you move your mouse after you have clicked, the pointer
changes to a zoom icon that indicates that you are zooming in on the
metrics, and the background of the selected zoom range darkens.

The zoom icon that you see indicates whether Diagnostics is using a
magnification zoom or a resolution zoom.
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» The Magnification Zoom icon is displayed when Diagnostics is zooming
by charting a closer look at the metrics currently charted in the graph.
For a description of magnification zooming, see “Understanding
Magnification Zooming” on page 66.

» The Resolution Zoom icon is displayed when Diagnostics is zooming by
charting higher resolution data for the selected zoom range. For a
description of resolution zooming, see “Understanding Resolution
Zooming” on page 67.

The Resolution Zoom icon switches to the Magnification Zoom icon when
Diagnostics determines that the zoom range that you specified requires too
much higher-resolution data to be retrieved. Select a smaller zoom range if
you would rather zoom using the resolution zoom.

The following example shows a zoom range request where Diagnostics is
performing a resolution zoom:
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2 Release the mouse button to indicate that you have marked the desired
zoom range. Diagnostics zooms in on the selected range and displays the
metrics. The following image shows the graph after zooming in:
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Note the following on the graph:

» Diagnostics displays the metrics for the time range that you requested
when zooming in. The requested zoom range fills the entire visible
graph. Use the x-axis labels on the graph to determine the range and
resolution of the metrics. Both the x-axis and y-axis are rescaled to
correspond to the data in the zoomed range. In the example above, the
zoom range is approximately 13:45 through 13:50.
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» Diagnostics retrieves the higher resolution metrics for at least the time
range that you indicated. It may also retrieve metrics for a larger time
range. Diagnostics makes these additional metrics available to you by
adding a scroll bar under the graph. You may use the scroll bar to view
the data outside of the zoom range that you requested. In the example
above, the scroll bar that was added allows you to scroll to view data
prior to 13:45 and after 13:50.

Note: When the scroll bar is visible under the graph, you can also right-
click the graph and drag the pointer back and forth to scroll across graph.

» If Diagnostics zoomed using a resolution zoom, the selection in the Time
Range view filter is set to Custom to indicate that you have manually set
the time range charted in the graph by specifying a zoom range.

Zooming Out of Charted Metrics

You may want to zoom out after you have zoomed in on an area of the
graph.

To zoom out of a graph that you previously zoomed in on, click the Zoom
Out button.

» The first time that you click Zoom Out, Diagnostics adjusts the zoom
range so that all of the metrics that were retrieved when the higher
resolution data was retrieved, are charted in the graph. This means that
metrics for a larger period of time are visible on the graph without
scrolling. For this reason, the scroll bar is removed from the view.

» Subsequent clicks of Zoom Out cause Diagnostics to zoom out to lower
resolution data. The time period for the original zoom range that was
displayed when you started to zoom out continues to be included in the
wider, lower resolution data charted on the graph.

» Clicking Zoom Out multiple times causes Diagnostics to zoom out to
progressively slower resolutions and wider periods of time. When
Diagnostics has zoomed back to the time ranges listed in the Time Range
filter, it adjusts the selection in the Time Range filter to correspond to the
time range charted in the graph as a result of zooming out.
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Pausing and Panning the Graph

The Pause and Pan buttons at the top of the graph allow you to stop the
updating of metrics so that you can analyze those that are currently charted
before they are replaced by more current metrics. To stop the charting, click
Pause. When you have stopped the charting of new metrics, click Pan Left
and Pan Right to cause Diagnostics to display the charted metrics on either
side of the data currently displayed in the graph. When you have completed
your analysis of the charted metrics, click Resume to continue charting live
metrics. Fach of these buttons is described below:

» Clicking Pause causes Diagnostics to stop displaying new data in the
graph. The graph remains unchanged when this button is selected. In
addition, the Pan Left, Pan Right, and Resume buttons are activated, and
the Autoscale Y Axis is selected so that new data coming from the server
will not impact the way that the data is displayed in the graph while the
pause is in effect. The scroll bar may also appear if there was additional
data from the past available to be displayed that was part of the data
already charted in the graph.

» Clicking Pan Left causes the graph to smoothly scroll from the time
period currently displayed to the time period with the same duration
that immediately preceded the one displayed. If the scroll bar was
displayed, it disappears because all of the data that is retrieved by the pan
request is charted in the visible graph. In addition, the Graph view filter
is reset from the settings that you selected to avoid distracting changes to
the colors of the charted lines.

» Clicking Pan Right works just like Pan Left except that the graph scrolls
to a later time period than the one that is currently displayed.

» Clicking Resume causes Diagnostics to activate the graph and begin
charting the current performance metrics as they become available. The
Time Range filter is reset to show the same granularity that you were
viewing when you first clicked Pause.
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The detail table on the detail views lists the entities for the particular view
for which metrics have been gathered. For example, on the Probes view the
entities are probes and on the Load view, the entities are layers. From the
detail table you can select the entities that are to be charted on the graph.
The detail table is highly customizable allowing you to control the columns
that appear in the table and the sort order for the table.

About the Detail Table

The following annotated screen image provides an overview of the common
navigation and display controls that are included the detail table:
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Detail Table Header

The detail table header labels the columns that are displayed in the table.
From the detail table header, you control which columns are displayed in
the table and the order in which they appear. You also control the sort order
of the entities displayed in the table.

For more information about customizing the columns, see “Customizing
the Table Columns” on page 32.

For more information about sorting the rows in the detail table, see “Sorting
Rows in the Table” on page 34.
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Detail Table Entity

The rows in the detail table contain the detail table entities whose
performance characteristics are presented in the view. The detail table entity
shows you the details of the performance of your application and enables to
drill down to even more performance details.

Understanding the Columns in the Detail Table

Several of the columns that appear in the detail table are the same for most
of the predefined detail views. Those common columns are defined in this
section. Other columns may be specific to a particular view and contain
metrics and configuration information that apply only to the predefined
view in which they are presented. These columns are defined in Chapter 5,
“Using the Standard Detail Views.”

The columns common to most of the predefined detail views are:

Status. The Status column contains the status indicator that lets you see, at
a glance, how the listed entity is performing relative to the thresholds that
you set for the metrics of the entity or of its child entities.

The color of the status indicator tells you the status of the entity. If you hold
the mouse pointer over the status indicator in a row of the table, a tooltip
displays a description of the current status:

» Green: Good - The component is performing within defined thresholds.

» Yellow: Warning - The component is occasionally but not consistently
exceeding defined thresholds.

» Red: Critical - The component is consistently exceeding defined
thresholds.

» Grey: No status information available. Either no data has been received
for the entity metrics or no threshold has been set for the metrics.

For information about setting thresholds, see “Setting Metric Thresholds”
on page S3.
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Color. This column contains a colored block. When the Chart check box for
an entity in the detail table is selected, trend lines or stacked areas for the
entity are included in the graph. The color of the block in the Color column
is the color that Diagnostics uses to chart the metrics for the entity. When
Diagnostics has charted more than one metric for an entity, the trend lines
or stacked areas for each metric are the same color in the graph.

Chart. This column contains a check box that indicates whether Diagnostics
should chart the entity’s metrics in the graph. When the check box is
selected, Diagnostics charts a trend line or stacked area for each metric that
you have indicated in the Metrics Inspector. For more information about
charting the metrics for an entity in the detail table, see “Displaying a
Metric in the Graph” on page 52.

Info. This column contains icons that remind you that you have entered
alert rules or comments for the entity depicted in the row. One or more of
the following icons can appear in this column:

> Active Alert Rule. This icon indicates that you have created an alert
notification rule for the selected entity and the rule is active.

» Disabled Alert Rule. This icon indicates that you have created an alert
notification rule for the selected entity but the rule is currently disabled.

» Custom Comments. This icon indicates that you entered comments for
the selected entity.

For more information about Alert Notification Rules, see Chapter 4, “Alert
Notification.” For more information on entering comments for an entity,
see “Maintaining Entity Comments” on page 79.

Customizing the Detail Table

The detail table headers contain controls that allow you to specify which
columns Diagnostics is to display in the table, and the order in which they
are to be displayed. You can also select which columns Diagnostics is to use
when sorting the rows displayed in the table. For more information on how
to use the controls in the table headers, see “Using Table Header Controls”
on page 32.
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Working with the Detail Table and the Graph

From the detail table, you can control the entities for which Diagnostics
charts metrics in the graph, and you can find more information about the
entities and metrics that are listed in rows of the table.

Identifying Entity Metrics in the Detail Table

You can determine which trend lines or stacked areas in the graph are
associated with a particular entity in the detail table by clicking the row in
the table to select the entity. Diagnostics highlights the selected entity and
its associated metrics in the graph.

Adding and Removing Entities from the Graph

The Chart column on the detail table lets you control which entities’
metrics Diagnostics is to chart in the graph.

» To chart the metrics for an entity in the graph, select the Chart check box
for that entity.

» To remove the charted metrics for an entity from the graph, clear the
Chart check box for that entity.

» To remove the charted metrics for all of the entities selected in the Chart
column, right-click the Chart column header and select Remove All
Series from Graph. This causes all of the selected check boxes to be
cleared and an empty graph to be displayed. You may then repopulate
the graph by selecting the Chart check box for the entities whose metrics
you would like to have graphed. You can also use the Graph filter in the
View Filters to let Diagnostics pick significant sets of entities for which it
will chart metrics.

When you select the Chart check box for any entities in the detail table,
Diagnostics changes the selection for the Graph filter in the View Filters to
Custom to indicate that you have selected the entities manually. For more
information about the Graph filter, see “Filtering Charted Entities Based on
Relative Metric Values” on page 45.
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Searching for an Entity in the Detail Table
You can search for a specific entity in the detail table.
To find an entity in the detail table:

Press CTRL + F. Diagnostics displays the Search For: popup above the detail
table column headers as shown in the following image:
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Type in all or part of the name of the entity that you would like to locate. As
you type each character, Diagnostics begins the search.

If a match is found, Diagnostics selects the first row fitting the search criteria
from the detail table.

If no match is found, Diagnostics changes the color of the text in the Search
For: popup to red, and adds the (no match) string, following your search
criteria.

To exit the search, press Esc.
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Viewing Data about an Entity in the Detail Table

The columns in the detail table contain information about the performance
of the listed entities. However, this information is just a high-level summary
of the information available to help you analyze the performance of your
applications. Diagnostics provides many ways for you to dig deeper into the
metrics associated with the entities listed on the detail table.

Viewing Tooltips for the Detail Table Cells

Many of the cells in the rows of the detail table display tooltips when you
hold the mouse pointer over the cell.

» The tooltip for the Status column is discussed in “Understanding the
Columns in the Detail Table” on page 73.

» The tooltip for the entity column contains configuration information for
the listed entities. The content of the tooltip varies depending on the
entities that are listed in the table. The following example shows the
tooltip for the entities in the Probes view:
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» The tooltip for the columns that contain metric values mimics the value
in the selected cell. This is useful if you have resized the column and
want to know the value of the listed metric without changing the width
of the column again.

Viewing Metrics for a Selected Entity in the Metric Inspector

When you select an entity in the detail table, Diagnostics displays the
metrics for the selected entity in the Metrics Inspector. For more
information about the Metrics Inspector, see “Working with the Metrics
Inspector” on page 48.
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Drilling Down To Entities in the Detail Table

Many of the Diagnostics views allow you to drill down to the entities listed
in the detail table to analyze the performance of the lower-level components
of the entities. As you drill down from one view to the next, the bread
crumb at the top of the view keeps track of the path that you have taken so
that you can navigate back to where you started, or to an intermediate view
that you passed along the way.

Diagnostics provides two ways to drill down from the entities in the detail
table:

Note: Not all views have drilldown navigation options.

» Right-click an entity in the table. Diagnostics displays a menu with the
available drilldown navigation options. The following example shows the
menu that is displayed when you right-click an entity in the Probes view:
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] [ |JavaTrader.\We| 34,9 MB 3.2 ms
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o [1 |tcs_caller @ Create Alert Rule... 24.2 MB
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From this menu, you can:
» Drill down to four different views.

» Drill down to the Mercury Diagnostics Profiler to view more detailed
metrics for the selected probe.
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» Create or Maintain the Alerting Notification Rules for the probe’s
performance metrics. For instructions to create and maintain Alert
Notifications, see Chapter 4, “Alert Notification.”

» Create a comment that can serve as a reminder or note concerning the
configuration, status, or performance of the probe. For instructions to
create and maintain the notes for an entity, see “Maintaining Entity
Comments” on page 79.

Double-click a row in the table to drill down directly into the default lower
level detail view. This is a shortcut that allows you to drill down without
stopping at the right-click menu. The default drilldown is bolded in the
entity popup menu. In the example above, the default drilldown would be
View Server Requests since this is the bolded item listed on the menu.

Maintaining Entity Comments

You can create and maintain notes for an entity listed in the detail table by
right-clicking on the entity and selecting one of the comment menu options
from the popup menu.

Creating a Comment

If a comment has not been previously created for the selected entity, select
Create Comments to add a comment. Diagnostics displays the Create
Comments dialog:

Create Comments

j Create Comments For the Probe PortalServer,

Add Comment |

admin, &f4§08 10:14 AM;

oK I Cancel
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Diagnostics creates a comment header by inserting your user name and the
date and time stamp. Type your comment. If you would like to enter a
second comment, click Add Comment. Diagnostics starts a new paragraph
with a new comment header. Click OK to close the Create Comments dialog.

Editing a Comment

If a comment has previously been created for the selected entity, select Edit
Comments to update an existing comment or add a new comment.
Diagnostics displays the Edit Comments dialog that appears as shown in the
previous example.

Deleting a Comment

If a comment has been previously created for the selected entity, select
Delete Comments to delete the comment. Diagnostics displays a
confirmation dialog. Click Yes to delete all comments for the selected entity.
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Alert Notification

This chapter describes: On page:
About Alert Notification 81
Configuring Alert Notification 82
Working with Alert Notification Rules 85
Reviewing Alert Notification Events 93

About Alert Notification

Diagnostics enables you to set threshold values for metrics so that it can
issue an alert when the metric values have exceeded the threshold.
Diagnostics indicates that an alert condition has occurred by changing the
color of the status indicator displayed in the Status view and in the detail
table of the detail views to red. Alerts are also indicated by adding a red
border to the cells of the detail table and Metrics Inspector containing the
metric values that have exceeded their thresholds. For more information on
setting thresholds, see “Setting Metric Thresholds” on page 53.

In addition to the alert indicators that Diagnostics displays in the views, you
can set up rules that instruct Diagnostics to send alert notifications via e-
mail or SNMP. Users can be notified when alert conditions are encountered
for probes, probe Groups, hosts, and server requests. Diagnostics can send
alert notifications when the status of the entity changes to red and also
when the entity becomes unavailable.
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Note: Alert notifications for a given entity are sent once at the time that the
entity enters critical status. They are not sent again until the status reverts to
normal and then once more becomes critical. In other words, an entity that
remains in critical status will not continuously cause the generation of alert
notifications.

Configuring Alert Notification

82

Before you can set up alert notification rules, you must first set the values of
the properties that enable alerting notification. You configure alert
notifications from the Diagnostics Server Alert Properties page for each
Diagnostics Server in Mediator mode. The Alert Properties page is shown in
the following example:

MERCURY"
Alert Properties

MName Value Description Default Yalue
Alerting Enabled Itrue This switches alerting on and off entirely for this server, true
SHMP Server I— The IP a.ddrEss or fully-spedified hostname to which the Diagnostics
Server will send SMMP traps,
SHMP Port 162 The port to which the Diagnostics Server will send SHMP traps. 162
The SMMP cammunity key which the Diagnostics Sarver will use whan
SMMP Carmraunity Key Ipuhllc conding SNMP traps. public
SMTE Server I— The IP a.ddress ar Fu!h,'*.specified hostnarne to which the Disgnostics
Server will send ernail via SMTP.
SMTP Port |25 The port to which the Diagnostics Server will zend email via SMTP, 23
SMTP Frorm Address I Ernail address from which alerts will be sent
SMTP Default Email Addresses I Default email addresses for SMTP alerts (comma-separated list)
Rasat All

Accessing the Alert Properties Page

You should always update Diagnostics alert notification properties from the
Alert Properties page for each Diagnostics Server in Mediator mode to ensure
that the property values are set correctly.
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To access the Alert Properties page from the Diagnostics views:

From the menu on the top, right hand side of the view, click Maintenance.
Diagnostics displays the Diagnostics Server Maintenance menu in a new
browser window.

Select configuration > Alert Properties. Diagnostics displays the Alert
Properties page.

Note: Changing the alert properties in this manner for a given Diagnostics
Server will only impact the alert notifications for entities that are using this
same Diagnostics Server as a Diagnostics Server in Mediator mode.

To access the Alert Properties page from your browser:

Open the Diagnostics Server in Mediator mode administration page by
navigating to the URL http://<diagnostics_server_host>:2006 in your browser,
or by selecting Start > Programs > Mercury Diagnostics Server >
Administration on the host for the Diagnostics Server in Mediator mode.
The port number in the URL, 2006, is the default port for the Diagnostics
Server. If you configured the Diagnostics Server to use an alternative port,
use that port number in the URL.

Access the Diagnostics Server Maintenance menu by selecting Configure
Diagnostics

Select configuration -> Alert Properties. Diagnostics displays the Alert
Properties page.

Enabling and Disabling Alert Notifications

Diagnostics enables alert notification by default. This means that if you
have created alert notification rules and an alert triggering event has
occurred, Diagnostics sends the notifications that you specified in the rules.

When alert notification is disabled, you will still see the alert conditions
displayed in the Diagnostics views using the color of the status indicator
and the border of the detail table and Metrics Inspector cells that contain
the metric that exceeded its threshold. Only the external alert notifications
to SNMP or e-mail are disabled.
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To disable alert notifications:

Access the Alert Properties page using one of the methods specified in
“Accessing the Alert Properties Page” on page 82.

Set the value of the Alerting Enabled property to false.

3 Click Submit to disable alert notifications. It can take up to 30 seconds for

the new property value to take effect.

To enable alert notifications:

Access the Alert Properties page using one of the methods specified in
“Accessing the Alert Properties Page” on page 82.

Set the value of the Alerting Enabled property to true.

3 Click Submit to enable alert notifications. It can take up to 30 seconds for

the new property values to take effect.

Configuring SNMP Alert Notifications

SNMP alert notifications are disabled until you configure the SNMP alert
notification properties.

Note: Note that all SNMP alert notifications are sent as SNMP v2c traps. To
help properly parse these traps on the receiving end, please refer to the
MercuryStatusAlerts.mib file included with the server installation.

To configure SNMP alert notifications:

Access the Alert Properties page using one of the methods specified in
“Accessing the Alert Properties Page” on page 82.

Set the value of the SNMP Server, SNMP Port, and SNMP Community Key
properties to the appropriate values based on the instructions on the Alert
Properties page.

Click Submit to enable SNMP alert notifications. It can take up to 30
seconds for the new property value to take effect.
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Configuring SMTP E-mail Alert Notifications

SMTP alert notifications are disabled until you configure the SNMP alert
notification properties.

To configure SMTP E-mail alert notifications:

1 Access the Alert Properties page using one of the methods specified in
“Accessing the Alert Properties Page” on page 82.

2 Set the value of the SMTP Server, SMTP Port, SMTP From Address, and
SMTP Default E-mail Addresses properties to the appropriate values based
on the instructions on the Alert Properties page.

3 Click Submit to enable SMTP alert notifications. It can take up to 30 seconds
for the new property value to take effect.

Turning Alert Notification Messages In the Views On and Off

The Turn On/Off Active Alert Notifications button in the Diagnostics toolbar
@ lets you control whether a message is to be displayed in the Diagnostics
Message box each time an alert notification is sent. Note that Active Alert
Notifications are off by default.

Working with Alert Notification Rules

To receive an alert notification by SNMP or by e-mail, you must define an
Alert Notification Rule for a given entity. Alert notification rules can be
created for probes, probe groups, hosts, and server requests. When an alert
notification rule has been created for one of these Diagnostics entities, the
rule is used to determine whether a notification is to be sent and how the
notification is to be delivered.

Note that nature of status in Diagnostics does not dictate that you must set
the alert on the same entity for which you set a threshold. Since status
propagates from lower-level entities to higher-level entities, a single high-
level alert notification rule can be used to notify you of a variety of lower-
level issues.
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As an example, a "red-status" alert notification rule on a probe group would
be triggered any time a probe or server request in that probe group enters
critical status, because the status of the probe group will also become critical
at that time. Similarly, an alert on a probe can certainly be triggered by
probe metrics, but also will be triggered if any metric on any of the probe's
server requests crosses a threshold. In these cases, the alert notification will
provide details on the metric that triggered the alert, even if that metric is
actually on a lower-level entity.

Maintaining Alert Notification Rules

You can create, edit, and delete the alert notification rules using the right-
click pop-up menu on the views that list probes, probe groups, hosts, and
server requests. Only one alert notification rule can be created for each
entity.

Note: You cannot create an alert notification rule until you have configured
either the SNMP properties or the e-mail properties as described in
“Configuring Alert Notification” on page 82.
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To create an alert notification rule:

1 Right-click on a Probe, Probe Group, Host, or Server Request listed in a
Status view or the detail table of a detail view. Diagnostics displays the pop-
up menu for the selected entity.

When an alert notification rule has not yet been created for the selected
entity, the pop-up menu appears as shown in the following example from
the Probes view:

9 Z07.6 M
ol F k e A ME 4'_3.4 ms
W |Dublinz View Server Requests

L)

o == Joyridez & view Probe Summary 6l2.2 s
[+ ] [1 |Budapest1 ) BZE.Z s
9 O [5einez &, View Portal Components 5040 s
) [ |5einel lad  Wiew Load B06. & |5
[+ ] 1 |2slol - - - ] B72.0 s
° 0] [zazut (2 Open Mercury Diagnostics Profiler 781.5 s
(] [1 |Antwerpl 3 Creats Alert Rule. .. 678.0 s
[+ ] [1 |Rhinez 2.2ms

Create C k5.,

[ ] [] |Tagusz -+ Credie Gt _ _ 006, 3 s
O [1_|rhine1 [ 1975 mEl 3ms
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2 Open the Create Alert Rule dialog by selecting the Create Alert Rule menu
option. The dialog is displayed as shown in the following example:

Create Alert Rule

@ Create an Alert Rule for the Probe Dublinz.
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3 Enter the information requested on the Alert Notification Rule dialog:

> Enter a Name that will help you to remember the entity and the reason
why you wanted to receive alert notifications. For example, if the alert
rule was for a host named Prod_010 that had been experiencing CPU
usage spikes, you may enter a name such as Prod_010 CPU Check.

Note: You may want to have more generic names if there is more than one
metric with a threshold value that could trigger alert notification. A specific
name that includes the metric could be misleading.

» Enter a short Description for the rule.

» Select one or more Alert Triggers that will cause notifications to be sent.

If you select Alert when entity status turns red, the notifications are
sent whenever the status of the entity turns red. A red status is
triggered whenever one of the metric thresholds on the entity has
been exceeded, or when any of the metric thresholds have been
exceeded on its sub-entities. In other words, a probe can turn red if
any of its server requests turn red, and a probe group turns red if any
of its probes turn red.

If you select Alert when no entity data has been received for 5
minutes, the notifications are sent whenever the Diagnostics Server
has received no data from the entity for 5 minutes.

If you do not select an Alert Trigger, the alert notification rule is
created but remains disabled.

» Select one or more Alert Notification Options that determine how the
alert notifications are to be delivered.

If you select SNMP, the notifications are sent via SNMP traps (v2¢).
Note that the server installation includes a MIB file to help parse these
traps.

If you select E-mail, the notifications are sent via e-mail.

If you do not select an Alert Notification Option, the alert notification
rule is created but remains disabled.
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To maintain alert notifications rules:

Right-click on a Probe, Probe Group, Host, or Server Request listed in a
Status view on the detail table of a detail view. Diagnostics displays the pop-
up menu for the selected entity.

When an alert notification rule has been created for the selected entity, the
pop-up menu appears as shown in the following example from the Probe
view:

Statue | Calar | Chart? B4 View Server Requests rcy | CPU Time | Court/S | Timeouts | Exceptions| Info

) 0] [razuz| @ View Probe Summary 55| 3816 ws| 70317 0 o =l
[ O] |olivel | & iew Portal Components ims| 1.7ms| 0.740 0 0
.) O A iew Load L7 ms 26,140 u] u]
[+] O i 2ms|  Z2.8ms 1.467 0 0
) O |2 Open Mercury Diagnostics Profiler 4ms| 5.7ms .683 i} i}
E 3

) Edi Alert Rule... |

3 s 0.0us| B69.343 u] u]
3 Delete lert Rule s 0.0ps|  69.343) o| o |®
anastics.clisnk, application. & 2 Create Comments... l_ l_[

Open the Edit Alert Rule dialog by selecting the Edit Alert Rule menu option.

The Edit Alert Rule dialog is the same as the Create Alert Rule dialog. For
instructions on using the dialog see “To create an alert notification rule:” on
page 87.

To delete alert notifications:

Right-click on a Probe, Probe Group, or Host listed in a Status view or the
detail table of a detail view. Diagnostics displays the pop-up menu for the
selected entity.

When an alert notification rule has been created for the selected entity, the
pop-up menu appears as shown in the following example from the Probe
view:

Status | Colar | Chart? tf View Server Requests ncy | CPU Time | Count/S | Timeouts |Exceptions| Info

[ |zazuz L= = ST Sps| 38L6ps| 70,317 0 o =]

[ |olivel Yiew Portal Components L1 ms 1.7ms 0,740 u] u]

[] |MsPety View Load L7 s 26,140 1] 1]

[ |l L2 ms 2.8ms 1.467 1] 1]

[ |wis1 | Cpen Mercury Diagnostics Prafiler 4 ms 5.7 ms 3683 o o

= Edit Alert Rule. .. |
Gps 0.0ps| 69343 1] 1]
Delete Alert Rule 1 |-45| 0.0 |-45| 5g|343| Dl Dl | =
Jnostics. client. application. A Create Comments... [
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2 Select Delete Alert Rule to indicate that the alert notification rule for the
selected entity is to be deleted.

3 Click Yes in the Delete Alert verification dialog box to confirm the rule
deletion.

Reviewing Alert Notification Rules

Diagnostics provides a view that allows you to review and maintain all of
the alert notification rules that you have created in one convenient and
powerful view. The Alert Rules view displays a list of all of the alert
notification rules sorted by default in alphabetical order of the entity name.
From the list, you can maintain the alert notification rules and navigate to
the Diagnostics views that are associated with the entities that have alert
notification rules. The following is an example of the Alert Rule view:

2l Mercury Diagnostics - Microsoft Internet Explorer

Alerting - Alert Rules

= Alert Rul

Standard Wiews e =

ortals festorefcontroljcommitorder  [Server Request Jestore/control/commitorder ...
Joyridel Frobs Joyride Status Alert
rhine lab  performant, com Host
Rhinsz Probe RRiNeZ Status Alsrt

eb Services
SAP
Oracle

BEA Weblogic
1EM webSphere
CICS

£ alerting

@

Alert Events

o

Alert Rules
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In this example, the Info column indicates that there are three alert
notification rules that have been defined: one for a server request and two
for a probe. Two of the alert notification rules are currently active and one
has been disabled. In addition, the example shows that two of the entities
have comments associated with them.

Understanding the Columns in the Alert Rules View

The columns in the Alert Rules view provide the same information and
navigation options as their counter parts in the detail table of the detail
view.

When you right-click on the values in the columns, Diagnostics displays the
same pop-up menu that appears in the detail view for the entity. If an alert
notification has been issued based on the listed alert rule, the Last Fired
column is not blank and the pop-up menu contains the View Threshold
Violation option.

The columns are:

Entity Name: This column contains the name of the entity listed in the view.
When you hold your mouse pointer over the values in the column the
tooltip that Diagnostics displays is the same tooltip displayed in the detail
view for the entity.

Entity Type: This column contains the type of the entity listed in the row.
Alert Name: This column contains the name of the alert notification rule.

Last Fired: This column contains the timestamp for the last time the listed
alert notification fired.

Note: In reality, this represents the last time that the alert event fired
recently. There is a limited number or alert notification events that are
cached in the server.
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Info. This column contains icons that remind you that you have entered
alert rules or comments for the entity depicted in the row. One or more of
the following icons can appear in this column:

g

> Active Alert Rule. This icon indicates that you have created an alert
notification rule for the selected entity and the rule is active.

[ » Disabled Alert Rule. This icon indicates that you have created an alert
notification rule for the selected entity but the rule is currently disabled.

,..Z » Custom Comments. This icon indicates that you entered comments for
the selected entity.

Reviewing Alert Notification Events

You can review the events that triggered alert notifications in the log files
and in the Alert Events view. The information in the alert notification event
can help you know where to begin looking for the cause of the performance
problem that triggered the alert.

Using the Alert Events View

Diagnostics lists each of the events that triggered an alert in the Alert Events
view. By default, this table is sorted with the most recent alert events at the
top. This can be especially helpful when the Alert Events view is included in
a custom dashboard view.

Understanding the Columns in the Alert Events View

The columns in the Alert Events view provide the same information and
navigation options as their counterparts in the detail table of the detail view.

When you right-click on the values in the columns, Diagnostics displays the
same pop-up menu that it displays in the detail view for the entity except
that the View Threshold Violation option is also included. This menu option
is discussed in “Viewing Threshold Violations” on page 95.
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The columns are:

Entity Name: This column contains the name of the entity listed in the view.
When you hold your mouse pointer over the values in the column, the
tooltip that Diagnostics displays is the same tooltip displayed in the detail
view for the entity.

Alert Name: This column contains the name of the alert notification rule
that was triggered by the alert event.

Timestamp: This column contains the timestamp for the time at which the
alert event was triggered.

Threshold: This column contains the threshold value for the metric of the
listed entity that triggered the alert event. Exceeding the threshold value is
one of the possible triggers for an alert event.

Value: This column contains the value for the metric when the alert was
triggered.

Status: The Status column contains the status indicator that lets you see, at
a glance, how the listed entity is performing relative to the thresholds that
you set for the metrics of the entity.

The color of the status indicator tells you the status of the entity. If you hold
the mouse pointer over the status indicator in a row of the table, a tooltip
displays a description of the current status:

» Red: Critical - The component is consistently exceeding defined
thresholds.

» Grey: No status information available. Either no data has been received
for the entity.
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Viewing Alert Event Logs

You may view the alert events for all of the Diagnostics Servers in Mediator
mode in the Alert Event view. If you want to review the alert events for a
single Diagnostics Server in Mediator mode, you can view the server alerting
log files for the particular Diagnostics Server:

Open the Diagnostics Server in Mediator mode administration page by
navigating to the URL http:/<diagnostics_server_host>:2006 in your browser,
or by selecting Start > Programs > Mercury Diagnostics Server >
Administration on the host for the Diagnostics Server in Mediator mode.
The port number in the URL, 2006, is the default port for the Diagnostics
Server. If you configured the Diagnostics Server to use an alternative port,
use that port number in the URL.

Access the Diagnostics Server Maintenance menu by selecting Configure
Diagnostics

Select logging > View Log Files. Diagnostics displays a list of links to the log
files that are available for viewing.

Select the link for <diagnostics_server_install_dir>/log/server-alerting.log
to view the log messages for the Diagnostics Server.

Viewing Threshold Violations

From the Alert Events view and the Alert Rules view, you can request that
Diagnostics display a detail view that depicts the threshold violation for a
selected entity.

When you right-click on a row, Diagnostics displays a pop-up menu that
contains the menu option View Threshold Violation. When you click this
option, Diagnostics displays the detail view that is appropriate for the entity
type depicted in the selected row. The detail view contains the selected
entity in the detail table, and the graph contains the charted metrics that
triggered the alert.
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Using the Standard Detail Views

This chapter provides a detailed description of the detail views that are
included in the Standard view group. The presentation of each monitored
metric is described, along with the ways that you can drill down from the
higher-level information to reveal the specific part of your application that
contributes to the observed application performance. For a high-level
introduction to the Diagnostics views, see “Introducing Diagnostics Views”

on page 17.

This chapter describes: On page:
About the Standard Detail Views 98
Using the Hosts View 98
Using the Load View 103
Using the Probes View 109
Using the Probes View 109
Using the Server Requests View 115
Using the Transactions View 126
Using the Call Profile View 130
Using the Layer View 140
Using the Probes View 109
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About the Standard Detail Views

The standard detail views are predefined and installed with Diagnostics to
be the primary tools that you use for analyzing the performance of your
applications. To access the predefined standard detail views, open the
Standard Views group on the View bar and click on the detail view that you
want Diagnostics to display.

Using the Hosts View

98

The Hosts view contains performance metrics for the machines that host the
probes and the applications they are monitoring. By default, the Hosts View
graph presents trend lines that represent the CPU utilization percentage for
each host. The Hosts view has the format of a detail view. For information
about the layout and controls in the detail views, see Chapter 3, “Detail
Views: Layout and Controls.”
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Description of the Hosts View

The following image is an example of the Hosts view:

MERCURY " c
Standard Yiews - Hosts S0 -
ctaredard Viows Hosts - Top 5 by CPU % Over Threshold over Last 5 minutes
Average CPU Eadidie Time Range v
@ =| o= Last § minutes
Business Process o Graph v
Summary Top 5 (U 9% Over Threshald)
Q 0% | Probe Group ¥
Server Summary Al Prabe Groups
. &g Custom Filter G
i - Mo Fiter
Hosts & a0% -
o Metrics Inspector £y
Y end H arnoJab.performant.com |4
Load Name amo.lab....
= ceu
# % Average 4% &
[ A % Qver Threshold  -52%
m 10% 4 t Switches / Sec
Portals A A /
LY 7 E: R
eb Services oy ooy Lk " e, " m r . sk Bytes / Sec
212400 2132600 2132500 213700 213200 Average S04 KB &
AP Thu OBDOE0E Thu OBOE0E Thu DEOS0E Thu DEOS0E Thu DE0S0E = Disk 10 / Sec
s 2. [average CPU <shoning threshold:] Average =
£ Memary
EA Weblogic Metwork Average 63%
= . T Bites/ =l Network Bytes / Sec
IBM WebSphere [ ‘arno.lab.perfFormant. com Aerags (St ke Te)
g [] tled.lab.performant com B NetworK IO 5ee =
L ) ankiab0L lab, performant.com
& Aertng ) olive. lab.performant.com -58%, Average
) tyne.lab.performant,com -59%, et ThE ek
[7) yaran gorup ) [ rhine Jab. perfarmant,com -59%) 1%,
) [ _|zazu.lab.performant,com -59%, 1%, 223 Threshold: [o
[Z] My Views ) L] |dublin.|ab.perFormant .com 93% 1%

Graph

By default in Mercury Business Availability Center and Diagnostics stand-
alone, the Host View graph charts the CPU utilization metrics for the five
hosts that have the highest utilization percentage during the previous five
minutes. By default in LoadRunner and Performance Center, the Host View
graph charts the CPU utilization metrics for the entire load testing scenario.

Diagnostics displays the CPU utilization for each host, using a trend line.
The x-axis of the graph shows actual chronological time. The y-axis of the
graph shows the percent utilization.
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Detail Table

Diagnostics lists the hosts that pertain to the context shown in the bread
crumbs in the detail table of the Hosts view. The metrics for each host that
are reported in the table are aggregated and reported based on the time
period specified in the Time Range view filter.

Metrics Inspector

The Metrics Inspector in the Hosts view lists the system metrics for the host
in the selected row of the detail table. For information on configuring
system metrics, refer to the Mercury Diagnostics Installation and Configuration
Guide.

Accessing the Hosts View

There are several ways to access the Hosts view within Diagnostics.

To access the Hosts view using the View bar:

1 Open the Standard Views group on the View bar.

ki
EE
N

Click Hosts in the Standard Views group.

Diagnostics displays the Hosts view with the default settings where the five
hosts that have the highest CPU utilization during the previous five minutes
are charted on the graph.

To access the Hosts view from a dashboard view:

1 Open a dashboard view that contains a monitoring version of the Hosts
view, such as Server Summary.

2 Double-click the monitoring version of the Hosts view.

Diagnostics displays the Hosts view with the same metrics that were
displayed in the monitoring version. The bread crumb trail indicates that
the Hosts view was accessed from the dashboard view.

To access the Hosts view from the Status view:

Instructions for drilling down to the Hosts view for a particular host in the
Status view can be found in “Drilling Down to a Host” on page 161.
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Customizing the Hosts View

You can use the standard Diagnostics view controls to adjust the amount
and type of data that Diagnostics displays in the Hosts view. For more
information about the ways you can control how performance metrics are
presented in this view, see “Detail Views: Layout and Controls” on page 37.

Interpreting the Hosts View

Using the information displayed in the Hosts view, you can get an
immediate understanding of the performance of your application on the
hosts that are being monitored. If the metrics displayed in the Hosts view
raises any concerns, you can drill down to find out more information from a
view that depicts performance metrics at a lower level. For example, from
the Hosts view, you can drill down to the probes on a given host, and then
into the server requests captured by one of the probes.

Displaying Host Details from the Charted Metrics

You can get additional details about a host whose metrics are charted in the
graph by viewing the tooltips that Diagnostics displays for each charted
trend line.

> When you hold your mouse pointer over a point on a charted trend line
that is between two of the round nodes on the trend line, Diagnostics
displays a Host Details tooltip.

The Host Details tooltip contains the name of the host whose
performance is represented by the selected trend line in the graph.
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> When you hold your mouse pointer over one of the nodes on the trend
line for a charted metric, Diagnostics displays additional information in
the Host Details tooltip, as shown in the following example:.

Hosts - Top 5 by CPU %0 Over Threshold

Average CPU
TO%
oo
B0% L3 ]
Host Details
g arno.lab. performant.com
I ime:  22:15:15 Sun 12/11/05

22:15:20 5un 12{11{05

20% o

0% T T T T T
221400 22:15:00 22:16:00 22:17:00 22:18:00
Sun 121105 Sun 1211105 Sun 121105 Sun 1211105 Sun 121105

; Auwerage CRU

The additional information shows the information that was used to plot
the selected node on the trend line. The Host Details tooltip displays the
following information:

¢ Host. The name of the host whose performance metric is represented
by the selected trend line.

o Start Time. The start time for the aggregation period represented by
the selected data point.

e End Time. The end time for the aggregation period represented by the
selected data point.

e Average CPU. By default, the average CPU utilization is displayed for
the period between the start time and end time. The actual metric that
is displayed in the tooltip will depend on the metric that is
represented by the trend line you selected.
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Drilling Down from the Host in the Detail Table
You can drill down from a host in the detail table by:
double-clicking the row for the host

right-clicking the host’s row

double-clicking the trend line

right-clicking the trend line

Y Y Y Y Y

right-clicking a row in the detail table, and selecting View Probes from
the menu

When you drill down from a host, Diagnostics displays the Probes view with
the probes that were running on the selected host during the specified time
range. For more information on the Probes view, see “Using the Probes
View” on page 109.

Maintaining an Alert Rule or Comments

When you right-click a row in the detail table, Diagnostics displays a menu
for the selected host. This menu includes options for creating or
maintaining alert notification rules and for creating or maintaining
comments. For information on alert notification rules, see Chapter 4, “Alert
Notification.” For information on entity comments, see “Maintaining Entity
Comments” on page 79.

Using the Load View

The Load view contains the performance metrics for the Diagnostics layers
where processing has taken place in your application. The Load view
presents a breakdown of the load across the layers using a stacked area
graph. The Load view has the format of a detail view.

For information about Diagnostics layers, see the Mercury Diagnostics
Installation and Configuration Guide. For information about the layout and
controls in the detail views, see Chapter 3, “Detail Views: Layout and
Controls.”
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The load in Diagnostics is determined based on a combination of your
application’s performance characteristics. Load is calculated to provide you
with a powerful and concise view of how your application is performing.
The characteristics that are used to determine the load for each Diagnostics
layer are:

» The relative ratio of the amount of processing time spent in various
layers over time.

» The relative amount of traffic on the monitored system over time.

Description of the Load View

By default, Diagnostics charts the load for the five layers that have the
highest load values during the previous five minutes. Diagnostics depicts
the load for each layer, using a stacked area graph as shown in the following
example:
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By default, the x-axis of the graph shows actual chronological time in hours,
minutes, and seconds (hh:mm:ss). The y-axis of the graph shows the scale
for the calculated load values.
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Detail Table

The detail table in the Load view lists all of the layers that pertain to the
context shown in the bread crumbs displayed at the top of the view. The
metrics reported in the table are filtered based on the time period specified
in the Time Range list.

Metrics Inspector

The Metrics Inspector in the Load view lists the metrics for the selected row
of the detail table.

Accessing the Load View

You can access the Load view from the Standard Views group on the View
bar, by drilling down from a probe listed in the Probes view (in the Status
view), and from a dashboard view that contains a monitoring version of the
Load view.

To access the Load view using the View bar:

1 Open the Standard Views group on the View bar.

Click Load in the Standard Views group.
Diagnostics displays the Load view with the default settings so that the five

layers that have the highest load during the previous five minutes are
charted in the graph.

To access the Load view from a dashboard view:

Open a dashboard view that contains a monitoring version of the Load
view.

Double-click the monitoring version of the Load view.

Diagnostics displays the Load view with the same metrics that were
displayed in the monitoring version. The bread crumb trail indicates that
the Load view was accessed from the dashboard view.
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To access the Load View from other detail views:

» Instructions for drilling down to the Load view for a particular probe in
the Probes view can be found in “Drilling Down from a Probe in the
Detail Table” on page 114.

» Instructions for drilling down to the Load view for a particular probe in
the Status view can be found in “Drilling Down to a Probe” on page 160.

Customizing the Load View

You can use the standard Diagnostics view controls to adjust the amount
and type of data displayed in the Load view. For more information about the
ways you can control how performance metrics are presented in this view,
see “Detail Views: Layout and Controls” on page 37.

Interpreting the Load View

Using the information contained in the Load view, you can get an
immediate understanding of the performance of your application in the
layers that are being monitored. If the information displayed in the Load
view raises any concerns, you can drill down to the sub-layers.

Displaying Layer Details from the Detail Table

You can view more information about a layer listed in the detail table by
holding the mouse pointer over the layer’s name in the Layer column.
Diagnostics displays the Layer Details tooltip, as shown in the image below:

Layer Details
Layer: EJB
Layer: Business Tier
Probe: BAC_61

Probe Group: Real_‘World_Apps

The information included in the Layer Details tooltip depends on which
views were accessed before drilling down to the Load view. In the example
above, the Load view was accessed by drilling down from a probe in the
Probes view through a layer in a higher-level Load view. The tooltip displays
the following information:



Chapter 5 * Using the Standard Detail Views

» Layer. The name of the layer. This should be the name of the layer in the
Layer column for the selected row in the detail table for the Load view.

» Layer. The name of the parent layer that was drilled into. This should be
the name in the Layer column in the detail table of the next higher-level
view listed in the bread crumbs.

» Probe. The name of the probe that captured the load. This value is
included in the tooltip only when you access the Load view by drilling
down from a probe in the Probes view or Status view.

> Probe Group. The name of the probe group that the probe was assigned
to when it was installed. This value is included in the tooltip only when
you access the Load view by drilling down from a probe in the Probes
view or Status view.

Displaying Layer Details from the Charted Metrics

You can view more information about a layer charted in the graph by
holding the mouse pointer over the top edge of a stacked area until the
Layer Details tooltip is displayed, as in the following example:
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The information that is included in the Layer Details tooltip depends on
which views were accessed before drilling down to the Load view. The
example above is a Load view that was accessed by drilling down from two
higher-level Load views. The tooltip displays the following information:

» Layer. The name of the layer.
» Layer. The name of the parent layer from which you drilled down.

> Layer. The name of the layer from which you drilled down to arrive at
the parent layer.

» Start Time. The start time for the aggregation period represented by the
selected data point.

> End Time. The end time for the aggregation period represented by the
selected data point.

» Load. The load calculated for the processing in this layer.

Drilling Down to a Layer in the Detail Table

You can drill down to a layer listed in the detail table by double-clicking or
right-clicking the layer’s row.

When you double-click a row in the detail table, Diagnostics displays the
Load view with the sub-layers for the selected layer. If there are no sub-layers
defined for the selected layer, double-clicking the row does not do anything.

When you right-click a row in the detail table, Diagnostics displays a menu
with View Load as the only option. When you click View Load, Diagnostics
displays the Load view with the sub-layers for the selected layer. If there are
no sub-layers defined for the selected layer, the View Load menu option is
disabled.

View Load displays a breakdown of the load for each sub-layer of the
selected layer.
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Using the Probes View

The Probes view displays performance metrics for the probes that are
monitoring your applications. By default, the Probes View graph presents
the VM heap usage for each probe using trend lines. The Probes view has the
format of a detail view. For information about the layout and controls in the
detail views, see Chapter 3, “Detail Views: Layout and Controls.”

Note: Diagnostics continues to display information about a probe or probe
group for as long as the data remains valid. If, for example, a probe
disconnects, it disappears from view after several minutes. A probe will
continue to appear in the table for as long as a week, while Diagnostics
continues to report on the probe's availability.

Description of the Probes View

The following image is an example of the Probes view:
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Graph

By default, the Probes View graph displays the heap usage for the five probes
that have the highest average heap usage during the previous five minutes.
Diagnostics displays the heap usage for each probe using a trend line.

By default, the x-axis of the graph shows actual chronological time in hours,
minutes, and seconds (hh:mm:ss). The y-axis of the graph shows the heap
usage amount in megabytes (mb) or other related units, if more appropriate.

Detail Table

The detail table in the Probes view lists all of the probes that pertain to the
context shown in the bread crumbs displayed at the top of the view. If you
navigated to the Probes view from the View bar, the Probes view shows all of
the probes. If you navigated to the Probes view from the Hosts view, the
Probes view lists only the probes that were installed on the selected host.
The metrics reported in the table are filtered based on the time period
specified in the Time Range list and the probe group specified in the Probe
Group list in the view filters.

Metrics Inspector

The Metrics Inspector in the Probes view lists the metrics for the selected
row of the detail table. When the five-minute view is displayed, you can also
see the status for those metrics.

Accessing the Probes View

You can access the Probes view from the Standard Views group on the View
bar, by drilling down from a host listed in the Probes table in the Status
view, and from a dashboard view that contains a monitoring version of the
Probes view.

To access the Probes view using the View bar:

1 Open the Standard Views group on the View bar.

Click Probes in the Standard Views group.

The Probes view is displayed with the default settings so that the five probes
that have the highest heap usage during the previous five minutes are
displayed on the graph.
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To access the Probes view from a dashboard view:

Open a dashboard view that contains a monitoring version of the Probes
view.

Double-click the monitoring version of the Probes view.

The Probes view is displayed with the same metrics that were displayed in
the monitoring version. The bread crumb trail indicates that the Probes view
was accessed from the dashboard view.

To access the Probes view from the Status view:

Instructions for drilling down to the Probes view for a particular host in the
Status view can be found in “Drilling Down to a Host” on page 161.

Customizing the Probes View

You can use the standard Diagnostics view controls to adjust the amount
and type of data displayed in the Probes view. For more information about
the ways you can control how performance metrics are presented in this
view, see “Detail Views: Layout and Controls” on page 37.

Interpreting the Probes View

Using the information displayed in the Probes view, you can get an
immediate understanding of the performance of your application on the
probes that are being monitored. If the information displayed in the Probes
view raises any concerns, you can drill down to find out more information
from a more detailed view of the underlying performance metrics.
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Displaying Probe Details from the Detail Table

You can view details for a probe listed in the detail table by holding your
mouse pointer over that probe in the Probe column until the Probe Details
tooltip is displayed:
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[ ] |publinz 150.5 MB 12.8 ms 0.9

The Probe Details tooltip displays the following information:

> Probe. The name of the probe whose metrics are represented.

» Probe Group. The name of the probe group to which the probe was
assigned when it was installed.

» Host. The host on which the probe is running.

> Probe Type. J2EE, .NET, Oracle, or SAP_R3.
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Displaying Probe Details from the Charted Metrics

You can view more information about a probe displayed in the graph by
holding the mouse pointer over one of the nodes on the trend line for a
charted metric until the Probe Details tooltip is displayed.
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The Probe Details tooltip displays the following information:

> Probe. The name of the probe whose metrics are represented by the
selected trend line in the graph.

» Probe Group. The name of the probe group to which the probe was
assigned when it was installed.

» Start Time. The start time for the aggregation period represented by the

selected data point.
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» End Time. The end time for the aggregation period represented by the
selected data point.

> Average VM Heap Used. The average heap usage for the probe for the
period between the start time and end time.

Note: The actual metric that is displayed in the tooltip depends on the
metric that is represented by the selected trend line.

Drilling Down from a Probe in the Detail Table

You can drill down from a probe listed in the detail table by double-clicking
or right-clicking the probe’s row.

When you double-click a row in the detail table, Diagnostics displays the
Server Requests view, with the server requests that are being run on the
selected probe.

When you right-click a row in the detail table, Diagnostics displays a menu
with the following options:

» View Server Requests. This is the same option that you get if you double-
click the row. For information on the Server Requests view, see “Using the
Server Requests View” on page 115.

> View Probe Summary. The Probe Summary is a dashboard view that is
made up of detail views. For information on dashboard views, see
“Introducing Diagnostics Dashboard Views” on page 29.

» View Portal Components. For information on the Portal Components
view, see “Using the Probes View” on page 109.

» View Load. For information on the Load view, see “Using the Load View”
on page 103.

» Open Mercury Diagnostics Profiler. For information on the Mercury
Diagnostics Profilers, see Part I1I, “Using the Mercury Diagnostics Profiler
for J2EE” or Part IV, “Using the Mercury Diagnostics Profiler for .NET.”

» Add/Edit Comment. For information on entity comments, see
“Maintaining Entity Comments” on page 79.
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» Add/Edit Alert Rule. For information on alert notification rules, see
Chapter 4, “Alert Notification.”

Using the Server Requests View

The Server Requests view displays the performance metrics for the
monitored server requests in your application. The Server Requests view has
the format of a detail view. For information about the layout and controls in
the detail view, see Chapter 3, “Detail Views: Layout and Controls.”

Description of the Server Requests View

When you access the Server Requests view from the View bar or by drilling
down from the Probes view, the view is presented in a trend format.

By default, the Server Requests view in the trend format displays the average
latency for the five server requests that have the highest percent over
threshold values during the previous five minutes. The metrics are displayed
on the graph using trend lines.
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The following image is an example of the Server Requests view in the trend
format:
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Accessing the Server Requests View

You can access the Server Requests view from the Standard Views group on
the View bar, by drilling down from the entities of some of the other detail
views, or from the dashboard views that include a monitoring version of the
Status view.

To access the Status view using the View bar:

Open the Standard Views group on the View bar.

2 Click Server Requests in the Standard Views group.

The Server Requests view is displayed with the default settings so that the
average latency for the five server requests that have the highest percent
over threshold values during the previous five minutes are displayed on the
graph.
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To access the Server Requests view from a dashboard view:

Open a dashboard view that contains a monitoring version of the Server
Requests view.

Double-click the monitoring version of the Server Requests view.

The Server Requests view is displayed with the same metrics that were
displayed in the monitoring version. The bread crumb trail indicates that
the Server Requests view was accessed from the dashboard view.

To access the Server Requests view from other detail views:

You can access the Server Requests view by drilling down to the metrics
reported in the Probes view, the Transactions view, and the Status view.

» To drill down to the Server Requests view for a particular transaction in
the Transactions view, see “Drilling Down from a Transaction in the
Detail Table” on page 130.

» To drill down to the Server Requests view for a particular probe in the
Probes view, see “Drilling Down from a Probe in the Detail Table” on
page 114.

» To drill down to the Server Requests view for a particular probe in the
Status view, see “Drilling Down from the Status View” on page 159.

Customizing the Server Requests View

You can use the standard Diagnostics view controls to adjust the amount
and type of data displayed in the Server Requests view. For more
information about the ways you can control how performance metrics are
presented in this view, see “Detail Views: Layout and Controls” on page 37.

Displaying CPU Time for Server Requests

By default, CPU time for server requests is not displayed on the Server
Requests view. Tracking CPU time for all of the server requests significantly
decreases the scalability and increases the amount of memory used by the
Diagnostics Server.
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There may be, however, times when you want to be able to see the CPU time
for each server request. In these cases, you can turn on the reporting of CPU
time in the Server Requests view by using the track.fragment.cpu property

in <diagnostics_server_install_dir>/etc/server.properties.

Setting the value of the track.fragment.cpu property to true causes
Diagnostics to report the CPU time for each server request in the Server

Request view. The value of the CPU time for each server request is displayed

in the Metrics Inspector. If you would like to have the CPU column
displayed in the detail table, you can modify the detail table as described in
“Customizing the Detail Table” on page 74.

Setting the value of the track.fragment.cpu property to false causes
Diagnostics to stop reporting the CPU time for each server request in the
Server Request view.

Interpreting the Server Requests View

Using the information displayed in the Server Requests view, you can get an
immediate understanding of the performance of the server requests that are

being run in your applications. If the information displayed in the Server
Requests view raises any concerns, you can drill down to find out more
information from a more detailed view of the underlying performance

metrics.

Displaying Server Request Details from the Detail Table

You can view more information about a server request listed in the detail
table by holding the mouse pointer over that server request in the Server
Request column until the Server Request Details tooltip is displayed, as

shown in the following example:
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The Server Request Details tooltip displays the following information:

> Server Request. The name of the selected server request.

> Probe. The name of the probe that captured the server request. This

should be the same name that is displayed in the Probe column of the
Server Requests table.

Probe Group. The name of the probe group to which the probe was
assigned when it was installed.

Root Method. The method that originated from the server request. This
may be a portion of a URL or, in the case of an RMI call, may be a class
and method representing the name of the server request itself.

Method Signature. The method that was called as a result of the server
request.

Package. The name of the package that contains the class from which the
method was called.

Displaying Server Request Details from the Charted Metrics

You can view more information about a server request listed in the graph by
holding the mouse pointer over one of the nodes on the trend line for a
charted metric until the Server Request Details tooltip is displayed, as
shown in the following example:
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The Server Request Details tooltip displays the following information:

> Server Request. The name of the selected server request.
» Probe. The name of the probe that captured the server request.

> Probe Group. The name of the probe group to which the probe was
assigned when it was installed.

» Start Time. The start time for the aggregation period represented by the
selected data point.

» End Time. The end time for the aggregation period represented by the
selected data point.

> Average Latency. The average latency for the server request during the
aggregation period.

Note: The actual metric that is displayed in the tooltip depends on the
metric that is represented by the trend line you selected.

Drilling Down from a Server Request in the Detail Table

You can drill down from a server request listed in the detail table by double-
clicking or right-clicking the server request’s row.

When you double-click a row in the detail table, Diagnostics displays the
Layers view for the selected server request.

When you right-click a row in the detail table, Diagnostics displays a menu
for the selected server request with the following options:

> View Layers. Diagnostics displays the Layers view for the selected server
request. The View Layers option displays a breakdown of the latency
contribution for each layer in the server request. For more information
on the Layers view, see “Using the Layer View” on page 140.

» View Application Versions. This option is relevant for WebLogic version 9
or later.

> View Outbound Calls. For more information, see “Using the Probes
View,” on page 109.
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» Open Mercury Diagnostics Profiler. For information on the Mercury
Diagnostics Profilers, see Part III, “Using the Mercury Diagnostics Profiler
for J2EE” or Part IV, “Using the Mercury Diagnostics Profiler for .NET.”

» Create/Edit/Delete Alert Rule. For information on alert notification
rules, see Chapter 4, “Alert Notification.”

» Create/Edit/Delete Comment. For information on entity comments, see
“Maintaining Entity Comments” on page 79.

Drilling Down to an Instance Tree for a Server Request

You can drill down from the graph in the Server Requests view to see a call
profile for particular periods of time. The call profile is presented in the Call
Profile view as an instance tree that depicts the method calls and their
latency in a graph and in a table. For more information on the Call Profile
view, see “Using the Call Profile View"” on page 130.

When you select a metric displayed in the Server Request view, by either
clicking the metric in the graph or by selecting the row for the server request
from the detail table, the trend line for the metric is highlighted by a thicker
line and larger points.

In addition, special icons are displayed to mark the points at which instance
trees have been created for significant method calls that were made during
the execution of the server request.

Note: The instance trees are available only on the Min, Max, and Average
Latency metrics.
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In the following example, the green server request trend line has been
selected in the graph of the Server Requests view:
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The circle and triangle icons that appear above, below, and on top of the
selected trend line are the markers that indicate where instance trees for the
server request have been saved to help you understand the performance of
your applications.
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About Instance Trees

For a detailed explanation of instance trees and how Diagnostics captures
them, see Chapter 9, “Instance Trees.”

About Instance Tree Markers in the Server Requests Graph

Instance tree markers are displayed for the selected service request trend
line. The markers are placed on the graph to indicate the total latency and
the end time for the server request for which the instance tree was created.

Four instance tree marker icons are used to represent the four different types
of instance trees that are created for a server request:

» Maximum Instance Tree.

The maximum instance tree for a server request represents an instance
tree with the largest latency for the time period. This depicts one of the
worst-performing invocations of the server request and resulting root
method. This is one of the primary tools used for diagnosing the root
cause of poor application performance.

» Minimum Instance Tree.

The minimum instance tree for a server request represents an instance
tree with the smallest latency for the time period. This depicts one of the
best-performing invocations of the selected server request and resulting
root method, and can be useful for comparison to instances that perform
poorly.

» Average Instance Tree.

The average instance tree for a server request represents an instance tree
that represents the average latency for the time period. This depicts a
typical invocation of the selected server request and resulting root
method call, and can be useful for comparison to instances that perform
poorly.

» Cross VM Instance Tree.

The cross VM instance tree for a server request represents an instance tree
that includes a call to another server request via a technology such as
RMI or WebServices.
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When you hold the mouse pointer over one of the instance tree markers on
the graph, a tooltip identifies the type of instance tree marker, along with
information about the server request for which the instance tree was
created. The following image shows an example of the tooltip for a
Maximum Instance Tree.
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The instance tree marker tooltip displays the following information:

» Title. The type of instance tree marker that has been selected.

> Server Request. The name of the server request selected in the Server
Request column.

> Probe. The name of the probe that captured the server request.

» Probe Group. The name of the probe group to which the probe was
assigned when it was installed.

» End Time. The end time for the server request invocation represented by
the selected instance tree.

» Latency. The latency for the server request depicted in the instance tree.
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Drilling Down from the Instance Tree

There are two ways to drill down from the instance trees that are
represented by the instance tree markers on the graph of the Server Request
view:

Click the instance tree marker. Diagnostics displays the Call Profile view for
the selected instance in the Diagnostics UL

Right-click the instance tree marker. Diagnostics opens a new window to
display the Call Profile View. This is useful when you want to compare the
call profiles for several different server requests or for the same server
requests at different times. See Chapter 9, “Instance Trees” for instructions
on understanding and using the call profiles to do performance analysis.

Note: It is possible that the instance tree that is displayed for an instance
tree marker is different than the one that was anticipated. This is because
the instance tree on the Diagnostics Server may have been replaced since
the last update to the Ul So, even though a specific tree was selected,
another tree that matches the type of the selected instance tree is displayed

For more information on the Call Profile view, see “Using the Call Profile
View” on page 130.
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Using the Transactions View
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The Transactions view displays performance metrics for the transactions
that are being executed by your applications. This view has the format of a
detail view. For information about the layout and controls in the detail
views, see Chapter 3, “Detail Views: Layout and Controls.”

Description of the Transactions View

The following image is an example of the Transactions view:
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Graph

By default, the Transactions View graph displays the five transactions that
have the highest average latency during the previous hour. Diagnostics
displays the average latency for each transaction using a trend line.

By default, the x-axis of the graph shows the actual chronological time in
hours, minutes, and seconds (hh:mm:ss). The y-axis of the graph shows the
average latency in seconds and milliseconds.
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Detail Table

The detail table in the Transactions view lists all of the transactions that
pertain to the context shown in the bread crumbs displayed at the top of the
view. If you navigated to the Transactions view from the View bar, the
Transactions view shows all of the transactions. The metrics reported in the
table are filtered based on the time period specified in the Time Range list,
and the probe group specified in the Probe Group list in the view filters.

Metrics Inspector

The Metrics Inspector in the Transactions view lists the metrics for the
selected row of the detail table. For more information, see “Working with
the Metrics Inspector” on page 48.

Accessing the Transaction View

You can access the Transactions view from the Standard Views group on the
View bar, and from a dashboard view that contains a monitoring version of
the Transactions view.

To access the Transactions view using the View bar:

1 Open the Standard Views group on the View bar.

Click Transactions in the Standard Views group.

The Transactions view is displayed with the default settings so that the five
transactions that have the highest latency during the previous hour are
displayed on the graph.

To access the Transactions view from a dashboard view:

Open a dashboard view that contains a monitoring version of the
Transactions view.

Double-click the monitoring version of the Transactions view.

The Transactions view is displayed with the same metrics that were
displayed in the monitoring version. The bread crumb trail indicates that
the Transactions view was accessed from the dashboard view.
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Customizing the Transactions View

You can use the standard Diagnostics view controls to adjust the amount

and type of data displayed in the Transactions view. For more information,

see “Detail Views: Layout and Controls” on page 37.

Interpreting the Transactions View

Using the information displayed in the Transactions view, you can get an
immediate understanding of the performance of your application for the

business transactions that are being monitored. If the information displayed
in the Transactions view raises any concerns, you can drill down to find out
more information from a more detailed view of the underlying performance

metrics.

Displaying Transaction Details from the Detail Table

You can view details for a transaction listed in the detail table by holding
your mouse pointer over that transaction in the Transaction column. The

Transaction Details tooltip is displayed, as shown in the following example:
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The Transaction Details tooltip displays the following information:

» Transaction. The name of the transaction whose metrics are represented

by the selected trend line in the graph.

> Profile. The type of application server and the application.
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Displaying Transaction Details from the Charted Metrics

You can view more information about a transaction displayed in the graph
by holding the mouse pointer over one of the nodes on the trend line for a
charted metric until the Transaction Details tooltip is displayed.
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The Transaction Details tooltip displays the following information:
» Transaction. The name of the transaction whose metrics are represented
by the selected trend line in the graph.

» Start Time. The start time for the aggregation period represented by the
selected data point.

» End Time. The end time for the aggregation period represented by the
selected data point.

> Average Latency. The average latency for this transaction for the period
between the start time and end time.

The actual metric that is displayed in the tooltip tip will depend on the
metric that is represented by the trend line you selected.
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Drilling Down from a Transaction in the Detail Table
You can drill down from a transaction listed in the detail table by double-
clicking or right-clicking the transaction’s row.

When you double-click a row in the detail table, Diagnostics displays the
Server Requests view with the server requests that are being executed as part
of the selected transaction.

When you right-click a row in the detail table, Diagnostics displays a menu
for the selected transaction with the following options:

» View Server Requests

This is the same view that you see if you double-click the selected row.
For information on the Server Requests view, see “Using the Server
Requests View” on page 115.

> View Layers

For information on the Layers view, see “Using the Layer View” on
page 140.

» View Portal Components

For information on the Portal Components view, see “Using the Probes
View” on page 109.

Using the Call Profile View

The Call Profile view displays the method calls and their latency for a
particular instance of a monitored server request in your application. The
Call Profile view displays the metrics in a graphical call profile, and in a
table as a call tree. For an explanation of instance trees, see Chapter 9,
“Instance Trees.”
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The Call Profile view shares many features with the other detail views, but is
different enough to be considered a unique view type.

Note: You may not save a Call Profile view as a custom view. When you use
the Call Profile view, you must configure the view to customize the
displayed information each time you access the view.

Description of the Call Profile View

The following image is an example of the Call Profile view:
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The Call Profile view is made up of three areas in addition to the View bar
that is part of all Diagnostics views:

» Call Profile Graph

» Call Tree Table

» Metrics Inspector
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Description of Call Profile Graph

The Call Profile graph displays the method calls that make up a server
request in a graphical format, highlighting the latency of each call, the time
when each call took place, and the call stack for each call.

Call Profile
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1 =pRenderer.begink ender)|
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The horizontal axis of the Call Profile graph represents elapsed time where
time progresses from left to right. The calls are distributed across the
horizontal axis based on when they took place, and sequence of the calls
relative to each other. The legend across the top of the instance profile
denotes the amount of time, in seconds, since the server request was started.

The vertical axis on the instance profile represents the call stack, or nesting
level. The calls made at the higher levels of the call stack are shown at the
top of the profile. Calls made at deeper levels of the call stack are shown at
the lower levels of the profile.
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Each box in the instance profile represents a call where the left edge of the
box is the start of the method call and the right edge is the return from the
call. The length of the box indicates the duration of the call execution. The
position of the call box along the horizontal axis indicates the actual time
that the call started and ended. The call boxes that appear directly beneath a
parent call box are the child calls that are invoked by the parent.

The gaps between the call boxes on a layer of the instance profile indicate
one of the following processing conditions:

» The processing during the gap was taking place in code that is local to
the parent at the previous higher level, and not in child calls in a lower
layer.

» The processing during the gap was taking place in a child call that was
not instrumented or included in a capture plan for the run.

The call boxes are colored to emphasize he critical path calls. The calls that
are part of a path through the profile that has the highest latency are
colored red. Call path components that are not part of a critical high-latency
path are colored grey. Note that for a call profile showing a cross-VM call
tree, each "hop" will be colored differently to help visually distinguish the
calls that occurred on each tier.
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If the duration of a call is very short or if the call appears further down in
the call stack, the name of the method that is represented by the call box
can become too small to read. You can view the details for a particular call
by holding your mouse pointer over the call box until a tooltip is displayed.
You can view additional information for a call by clicking the call box. This
causes the selection in the tree table to move to that call, and prompts the
Metrics Inspector to show the details for the call you clicked.
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The tooltip displays the following call details:
» The method call
» The Diagnostics layer where the call occurred

» The percentage contribution to the total latency represented by the call

» The total latency of the call
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Description of the Call Tree Table

The Call Tree table appears directly below the Call Profile graph. This table
presents the information from the Call Profile graph in a tabular format.
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The first row in the table contains the root of the call stack, which is the
server request that you drilled down to when you requested that the Call
Profile view be displayed for a server request. The child rows in the tree are
the method calls that were made as a result of the server call. The method
calls that are parents in the call stack have the expand/collapse controls in
front of them so that you can display the parents and children as required.
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The table contains the following columns:

» Call. The server request call or method call whose performance metrics
are reported in the row. Preceding the call name is the percentage
contribution of the method call to the total latency of the service
request.

> Total Latency. The total latency for the call. The time is reported in
milliseconds.

Note: The total latency for a parent call includes not only the sum of the
latency of each of its children, but also the latency for the processing that
the method did on its own.

Note: When you click a row call in the Call Tree table, the corresponding
box is selected in the Call Profile graph, and the metrics for the selected call
are displayed in the Metrics Inspector.

Description of the Metrics Inspector

The Metrics Inspector lists the metrics for the call that is selected in the Call
Tree table and the Call Profile. For more information about the Metrics
Inspector, see “Working with the Metrics Inspector” on page 48.

Note: The Metrics Inspector in the Call Profile view does not enable setting
thresholds or charting other metrics.
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Accessing the Call Profile View
You can access the Call Profile view by drilling down from server requests in
the Server Request view.

To access the Call Profile view from the Server Request View, see “Using the
Server Requests View” on page 115.

Note: It is possible that the instance tree that is displayed for an instance
tree marker on the Server Request view is different than the one that was
anticipated. This is because the instance tree on the Diagnostics Server may
have been replaced since the last update to the UL So, even though a
specific tree was selected, another tree that matches the type of the selected
instance tree is displayed.

Interpreting the Call Profile View

Using the information displayed in the Call Profile view, you can get an
immediate understanding of the method calls that are being invoked as a
result of the server requests in your application, including their latency and
percent contribution to the total latency.

Analyzing Performance with a Call Profile Graph

The Call Profile graph enables you to do the following analysis:

Determine whether an observed latency has one cause at a certain point in
the code, or many causes distributed throughout the code.

In a multi-tier correlated diagram, determine which tier contributes the
highest percentage of the total latency.

Explore and inspect the dynamic behavior of a complex system.

Note: When you click a call box in the Call Profile graph, the corresponding
row is selected in the Call Tree table, and the metrics for the selected call are
displayed in the Metrics Inspector.
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Comparing Call Profile Graphs

The Call Profile view enables you to compare two or more call profiles.

When you right click an instance tree marker, the Open Call Profile in New
Window menu option is displayed. Selecting this option causes the Call
Profile view to be displayed in a new window without the View Bar. You
may then return to the original window and navigate to select another
instance tree to display in the Call Profile view. Once the new tree is
displayed, you can compare it with the tree that is displayed in the alternate
window.
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Analyzing J2EE to SAP R3 Remote Function Calls

The Remote Function Call (RFC) protocol in SAP allows communication to
take place between SAP J2EE and SAP R3 environments. The remote calls
that are made between SAP J2EE and SAP R3 environments are displayed in
the Call Profile view, as shown in the following screen image:
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When a JAVA method executes an RFC, it specifies the R3 function as an
argument in the RFC. Diagnostics displays the RFC as a child box under the
service request in the Call Profile graph, and lists it as a child of the service
request in the Call Tree table. When the RFC is selected from the Call Tree
table, the details for the call are displayed in the Metrics Inspector. The
Arguments entry under the Method Data heading the Metrics Inspector
contains the R3 function that was being executed by the selected RFC.
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Analyzing Remote Method Invocation (RMI)

When analyzing RMI in the Call Profile view, you must be aware that the
latency displayed for the remote caller in the Call Profile graph and the Call
Tree table includes the processing time for the remote callee. The remote
callee is also displayed separately in the Call Profile graph and Call Tree table
with just the latency for its own processing.

Analyzing Life Cycle Methods for Portlets

Life cycle methods for portlets are identified by the name of the method
(beginRender, endRender, and so on), and the portlet on which the method
was invoked. The portlet name is a combination of its title and label.

Using the Layer View

140

The Layers view displays the performance metrics for the Diagnostics layers
where processing has taken place in your application. The Layers view
presents a breakdown of the processing across the layers using a stacked area
graph. The Layers view has the format of a detail view. For information
about the layout and controls in the detail views, see Chapter 3, “Detail
Views: Layout and Controls.”

Occasionally, due to design decisions, a class in your application that does
not directly implement a J2EE component may contain J2EE functionality
that you would like to monitor. Likewise, you may want to monitor a
particular class that is of special interest to you in a custom layer. In
situations like these, where you want to monitor specific classes in specific
ways, Diagnostics enables you to define custom layers. You must configure
the instrumentation of the probe when you want Diagnostics to monitor
and report on custom classes or packages. For instructions on configuring
the instrumentation of the probes, see the Mercury Diagnostics Installation
and Configuration Guide.



Chapter 5 * Using the Standard Detail Views

Description of the Layers View

By default, Diagnostics displays the latency contribution for the five layers
that have the highest percent contribution values during the previous five
minutes in the Layers view. Diagnostics displays the latency contribution for
each layer using a stacked area graph, as shown in the following example:
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Layers View Graph

By default, the x-axis of the graph shows the actual chronological time in
hours, minutes, and seconds (hh:mm:ss). The y-axis of the graph shows the
total latency contribution in seconds.

Detail Table

The detail table in the Layers view lists all of the layers that pertain to the
context shown in the bread crumbs displayed at the top of the view. The
metrics reported in the table are filtered based on the time period specified
in the Time Range list.

Metrics Inspector

The Metrics Inspector in the Layers view lists the metrics for the selected
row of the detail table.
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Accessing the Layers View

The Layers view cannot be accessed directly from a view group on the View
bar or from a standard dashboard view because layers are always displayed
in the context of a transaction or server request. You can access the Layers
view by drilling down to the metrics reported in the Transactions view or
Server Requests view.

» To drill down to the Layers view for a particular transaction in the
Transactions view, see “Drilling Down from a Transaction in the Detail
Table” on page 130.

» To drill down to the Layers view for a particular server request in the
Server Requests view, see “Drilling Down from a Server Request in the
Detail Table” on page 120.

Customizing the Layers View

You can use the standard Diagnostics view controls to adjust the amount
and type of data displayed in the Layers view. For more information, see
“Detail Views: Layout and Controls” on page 37.

Interpreting the Layers View

Using the information displayed in the Layers view, you can get an
immediate understanding of the performance of your application in the
layers that are being monitored. If the information displayed in the Layers
view raises any concerns, you can drill down to find out more information
from a more detailed view of the underlying performance metrics.
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Displaying Layer Details from the Detail Table

You can view more information about a layer listed in the detail table by
holding the mouse pointer over that layer in the Layer column until the
Layer Details tooltip is displayed, as shown below:
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The information displayed in the Layer Details tooltip depends on which

views were accessed before drilling down to the Layers view. In the example
above, the Layers view was accessed by drilling down in the Server Request

view. The Layer Details tooltip displays the following information:

» Layer. The name of the layer selected in the Layer column.

» Server Request. The name of the server request for which the layers are

being displayed.
> Probe. The name of the probe that captured the server request.

> Probe Group. The name of the probe group to which the probe was
assigned when it was installed.
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Displaying Layer Details from Charted Metrics

You can view more information about a layer displayed in the graph by
holding the mouse pointer over the top edge of a stacked area until the
Layer Details tooltip is displayed, as shown in the following example:
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The information displayed in the Layer Details tooltip depends on which
views were accessed before drilling down to the Layers view. In the example
above, the Layers view was accessed by drilling down in the Server Request
view. The tooltip displays the following information:

» Layer. The name of the layer.

» Server Request. This is the name of the server request for which the
layers are being displayed.

> Probe. The name of the probe that captured the server request.

> Probe Group. The name of the probe group to which the probe was
assigned when it was installed.

» Start Time. The start time for the aggregation period represented by the
selected data point.
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» End Time. The end time for the aggregation period represented by the
selected data point.

» Latency Contribution- The amount of time, in milliseconds, that the
processing in this layer contributed to the overall latency.

Drilling Down from a Layer in the Detail Table

You can drill down from a layer listed in the detail table by double-clicking
or right-clicking the layer’s row.

When you double-click a row in the detail table, Diagnostics displays the
Layers view with the sub-layers for the selected layer. If there are no sub-
layers defined for the selected layer, double-clicking the row will display a
detail view, with a note in the table indicating that no data is available.

When you right-click a row in the detail table, Diagnostics displays a menu
for the selected layer, with the following options:

» View Layers. Diagnostics displays a breakdown of the latency
contribution for each sub-layer of the selected layer. If there are no sub-
layers defined for the selected layer, the View Layers menu option is
disabled.

» Open Mercury Diagnostics Profiler. For information on the Mercury
Diagnostics Profilers, see Part IlI, “Using the Mercury Diagnostics Profiler
for J2EE” or Part IV, “Using the Mercury Diagnostics Profiler for .NET.”
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Using the Portal Components View

The Portal Components view displays the load performance metrics for the
portal components that are being executed by your applications. This view
has the format of a detail view. For information about the layout and
controls in the detail views see Chapter 3, “Detail Views: Layout and
Controls.”

Description of the Portal Components View

The following image is an example of the Portal Components view:
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Graph

By default, the graph in the Portal Components view displays metrics for the
top five portal components with respect to their load values.

By default, the x-axis of the graph shows actual chronological time in hours,
minutes, and seconds (hh:mm:ss). The y-axis of the graph shows the
calculated load values.

Detail Table

The detail table in the Portal Components view lists all of the portal
components that pertain to the context shown in the bread crumbs
displayed at the top of the view. If you navigated to the Portal Components
view from the View bar, the Portal Components view shows all of the portal
components. The metrics reported in the table are filtered based on the time
period specified in the Time Range list and the probe group specified in the
Probe Group list in the view filters.

Metrics Inspector

The Metrics Inspector in the Portal Components view lists the metrics for
the selected row of the detail table.

Accessing the Portal Components View

You can access the Portal Components view from the Portal Views group on
the View bar, and from a dashboard view that contains a monitoring version
of the Portal Components view.

To access the Portal Components view using the View bar:

1 Open the Portal Views group on the View bar.

Click Portal Components in the Portal Views group.

The Portal Components view is displayed with the default settings so that
the five portal components that have the highest load during the previous
hour are charted on the graph.
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To access the Portal Components view from a dashboard view:

Open a dashboard view that contains a monitoring version of the Portal
Components view.

Double-click the monitoring version of the Portal Components view.

The Portal Components view is displayed with the same metrics that were
displayed in the monitoring version. The bread crumb trail indicates that
the Portal Components view was accessed from the dashboard view.

To access the Portal Components view from other detail views:

Instructions for drilling down to the Portal Components view for a
particular transaction in the Transaction view can be found in “Drilling
Down from a Transaction in the Detail Table” on page 130.

Customizing the Portal Components View

You can use the standard Diagnostics view controls to adjust the amount
and type of data displayed in the Portal Components view. For more
information about the ways you can control how performance metrics are
presented in this view, see “Detail Views: Layout and Controls” on page 37.

Interpreting the Portal Components View

Using the information displayed in the Portal Components view, you can
get an immediate understanding of the performance of your application on
the portal components that are being monitored. If the information
displayed in the Portal Components view raises any concerns, you can drill
down to find out more information from a more detailed view of the
underlying performance metrics.
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Displaying Portal Components Details from the Detail Table

You can view details for a portal component listed in the detail table by
holding your mouse pointer over the portal component in the Portal
Components column. The Layer Details tooltip is displayed as shown in the
following example:

| ColorI Chart?I Portal Camponents 3z Load 1
CMS Tree - cmsTree

manageMavBool anagetavBook I
manageContentBook - manageContertd
Main - rmain_1

Threaded Discussions - portlet_8_6
WS Tree - wsTree

RS5 Mews Feed - portletl 2

My Calendar - portlet_6_31

Layer Details

Layer: managefavBook - manageNavBookI
{Probe Group: Default |

[0 ) 0 O T T T

The Layer Details tooltip displays the following information:

» Layer. The name of the layer that represents the portal component.

> Probe Group. The name of the probe group to which the portal
component belongs.
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Displaying Portal Components Details from the Charted Metrics

You can view more information about a portal component charted in the
graph by holding the mouse pointer over the top edge of a stacked area for a
charted metric until the Layer Details tooltip is displayed.
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The Layer Details tooltip displays the following information:

» Layer. The name of the layer that represents the portal component.

» Probe Group. The name of the probe group to which the probe was
assigned when it was installed.

» Start Time. The start time for the aggregation period represented by the
selected data point.

» End Time. The end time for the aggregation period represented by the
selected data point.

» Load. The load calculated for the processing in this layer.
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Drilling Down from a Portal Component in the Detail Table

You can drill down from a portal component listed in the detail table by
double-clicking or right-clicking the portal component’s row.

When you double-click a row in the detail table, Diagnostics displays the
Life Cycle Methods view, with the methods that are being executed for the
selected portal component. You can also display the Life Cycle Methods
view by right clicking a row in the detail table and selecting View Life Cycle
Methods.
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Using the Status View

This chapter describes the Status view and how to use the controls and
features of this view to analyze and understand the performance
characteristics of your applications.

This chapter describes: On page:
About the Predefined Status View 154
Accessing the Status View 155
Customizing the Status View 156
Interpreting the Status View 157
Drilling Down from the Status View 159
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About the Predefined Status View

The Status view is a table of the probe groups that you defined when you
installed the probes. There are two tables for each listed probe group. The
first table is the Probe table, which lists all of the probes in the probe group,
and the other table is the Host table, which lists the hosts for each of the
probes in the probe group. The Status view presents a status for each probe
group, for each probe in the probe table, and for each host in the Host table.

The following example of a Status view describes the features and controls of

the view.
Probe Group Frobe Group
Stat . Headers
s Probe Group

Status over Previous 5 minutes

FProbe Host Praobe Table
Host Stafus Headers Host Table
Status Frobe Headers

Probe Group
The top level in the Status view table is the probe group. When you installed
each probe, you assigned it to a probe group.

At the top of the Status view are the probe Group headers, which apply to
each probe group listed in the view.

By default, the first column in each probe group entry in the table contains
the probe group’s status, which indicates how the performance of all probes
in that probe group compares to the performance thresholds.

The Probe and Hosts tables for each probe group are listed below the name
and status of the group.
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Probe Table

The first table under the probe group entry is the Probe table. The Probe
table has its own set of headers, and contains an entry for each probe in the
probe group. By default, each entry in the Probe table contains the status of
the probe, along with several metrics that help you understand the
performance characteristics of that probe.

Host Table

The second table under the probe group entry is the Host table. The Host
table has its own set of headers, and contains an entry for each host in the
probe group. By default, each entry in the Host table contains the status of
the host, along with several metrics that help you understand the
performance characteristics of the host.

Accessing the Status View

You can access the Status view from the View bar or from any of the
predefined dashboard views such as the Business Process Summary and the
Server Summary.

To access the Status view from a dashboard view:

Open the dashboard view. The Status view appears as one of the views on
the predefined dashboard view.

When the Status view appears on a dashboard view, the navigation and
control features of the Status view work just as they do when it is displayed
as a separate view.

To access the Status view using the View bar:
Click Status View in the Standard Views group on the View bar.

The Status view is displayed.
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Customizing the Status View

156

You can use the standard Diagnostics view controls to adjust the amount
and type of data displayed in the Status view. For more information, see
Chapter 3, “Detail Views: Layout and Controls.”

In addition to the standard Diagnostics view controls, there are controls
unique to the Status view that you can use to customize the view of the
performance metrics.

You can collapse a probe group entry to hide the tables of the group:

» by clicking the collapse button next to the name of the probe group.

» by double-clicking the probe group’s name.

You can expand a probe group entry so show the tables of the group:

» by clicking the expand button for the probe group.
» by double-clicking on the collapsed probe group.

Customizing the Status View Tables

The table headers in the Status view contain controls that allow you to
specify which columns should appear in the tables, and the order in which
they should appear. You can also specify which columns to use to sort the
rows in the table. For more information on customizing the data display in
the Status view, see “Using Table Header Controls” on page 32.
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Interpreting the Status View

The Status view provides you with high-level performance metrics for the
probes and probe hosts in each of the probe groups. Using the information
displayed in the view, you can gain an immediate understanding of the
performance of your applications. If the information displayed in the Status
view raises any concerns, you can drill down to find out additional
information from a more detailed view of the underlying performance
metrics.

Note: The status is calculated on data received in the last five minutes only.

Investigating Alert Conditions

The Status column of the detail table contains a status indicator that tells
you, at a glance, how the listed entity is doing compared to the thresholds
that you set for its metrics and the metrics of its child entities. For
information on setting thresholds, see “Setting Metric Thresholds” on
page 53.
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The color of the status indicator tells you the status of the entity. If you hold
the mouse pointer over the status indicator in a row of the table, a tooltip is
displayed to provide a verbal description of the statuses in the following list:

Status Indicator Color

Description

Green

Good - The component is performing within
defined thresholds.

Yellow

Warning - The component is occasionally but not
consistently exceeding defined thresholds.

If the metric that has been exceeding the defined
threshold is displayed in the detail table, the cell for
the metric is outlined in yellow as well.

Red

Critical - The component is consistently exceeding
defined thresholds.

If the metric that has been exceeding the defined
threshold is displayed in the detail table, the cell for
the metric is outlined in red as well.

Grey

No status information available.

Either no data has been received for the metric or
no threshold has been set.

Displaying Probe Details

You can view the configuration summary of a probe listed in the Probe table
by holding the mouse pointer over the probe’s name in the Probe column
until the Probe Details tooltip is displayed, as shown in the following

example:

Status over Previous 5 minutes
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The Probe Details tooltip displays the following information:

» Probe. The name of the selected probe.

» Probe Group. The name of the probe group to which the selected probe
was assigned when it was installed.

» Host. The host name or IP address of the host for the probe. This host is
also listed in the Host table in the same probe group.

» Probe Type. The type of probe.

Drilling Down from the Status View

From the Status view, you can drill down to the probes, hosts, and layers to
view more detailed performance metrics.

Drilling Down to a Probe Group
You can drill down to a probe group listed in the Status view by right-
clicking the probe group name. A menu opens with the following options:

» View Probe Group Summary. The Probe Group Summary is a dashboard
view made up of detail views. For information on dashboard views, see
“Introducing Diagnostics Dashboard Views” on page 29.

> View Probes. For information on the Probes view, see “Using the Probes
View” on page 109.

» View Hosts. For information on the Hosts view, see “Using the Hosts
View” on page 98.

» View Load. For information on the Load view, see “Using the Load View”
on page 103.

» Create/Edit/Delete Alert Rule. Create an alert rule, or edit or delete an
existing one.

> Create/Edit/Delete Comment. Create a comment, or edit or delete an
existing one.
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Drilling Down to a Probe

You can drill down to a probe listed in the Status view by double-clicking or
right-clicking that probe’s row.

When you double-click a row in the Probe table, Diagnostics displays the
Probes view for the selected probe.

When you right-click a row in the Probe table, a menu opens for the selected
probe with the following options:

» View Probes. Displays the activity of the probe for the last 5S-minute
period.

» View Server Requests. For information on the Server Requests view, see
“Using the Server Requests View” on page 115.

> View Probe Summary. The Probe Summary is a dashboard view made up
of detail views. For information on dashboard views, see “Introducing
Diagnostics Dashboard Views” on page 29.

» View Portal Components. For information on the Portal Components
view, see “Using the Probes View” on page 109

> View Load. For information on the Load view, see “Using the Load View”
on page 103.

» Open Mercury Diagnostics Profiler. The appropriate Mercury Profiler
opens. That is, if the probe is a .NET Probe the .NET Profiler opens; if the
probe is a J2EE Probe the J2EE Profiler opens.

For information on the Mercury Diagnostics Profilers, see Part III, “Using
the Mercury Diagnostics Profiler for J2EE” or Part IV, “Using the Mercury
Diagnostics Profiler for .NET.”

» Create/Edit/Delete Alert Rule. Create an alert rule, or edit or delete an
existing one.

» Create/Edit/Delete Comment. Create a comment, or edit or delete an
existing one.
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Drilling Down to a Host

You can drill down to a host listed in the Status view by double-clicking or
right-clicking the host row.

When you double-click a row in the Host table, Diagnostics displays the
Hosts view for the selected host. For more information on the Hosts view,
See “Using the Hosts View” on page 98.

When you right-click a row in the Host table, a menu opens with the
following:

» View Hosts. For information on the Hosts view, see “Using the Hosts
View” on page 98.

» View Probes. For information on the Probes view, see “Using the Probes
View” on page 109.

» Create/Edit/Delete Alert Rule. Create an alert rule, or edit or delete an
existing one.

» Create/Edit/Delete Comment. Create a comment, or edit or delete an
existing one.

Status Propagation

It is important to note the way in which status propagates through the
Diagnostics application. For example, a green probe will turn red if any of its
server requests turn red. Similarly, a probe group will turn red if any of its
probes turn red. Hosts are separate entities, however, and will only turn red
if their host metrics exceed defined thresholds.
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Using the Specialized Views

Mercury Diagnostics displays unique view groups for selected types of

monitored environments.

This chapter describes: On page:
Using the Portal Views 163
Using the Web Services Views 167
Using the SAP Views 173
Using the Oracle Views 179
Using the BEA WebLogic Views 184
Using the IBM WebSphere Views 185
Using the CICS Views 187

Using the Portal Views

The Mercury Diagnostics Portals view group displays load performance

metrics for portlets that are managed in the following portals:

» BEA WebLogic Portal Server WL 8.1 SP3, SP4

» WebSphere 5.1
» SAP Enterprise Portal

To access the Portal views:

Click Portals in the view bar (the left panel of the screen) and then click the

Portal view that you want to display.
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The default views contained in the Portals view group are described in the
following sections:

» “Business Process Summary View (Mercury Business Availability Center
or Standalone Mode),” below

» “LR/PC Summary View (LoadRunner or Performance Center)” on
page 165

» “Server Summary View (Portals)” on page 165

» “Portal Components View” on page 166

Business Process Summary View
(Mercury Business Availability Center or Standalone Mode)

If you are using Diagnostics with Mercury Business Availability Center or in
standalone mode, the Portals view group contains the Business Process
Summary view.

The Portals Business Process Summary view is a dashboard view that
contains the following views:

» Status. A monitoring version of the standard Diagnostics Status view. For
more information about the Status view, see Chapter 6, “Using the Status
View.”

» Transactions. A monitoring version of the standard Diagnostics
Transactions view. For more information about the Transactions view, see
see “Using the Transactions View” on page 126.

> Portals. A monitoring version of the Portal Components view. For more
information about the Portal Components view, see “Portal Components
View” on page 166.
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LR / PC Summary View (LoadRunner or Performance Center)

If you are using Diagnostics with LoadRunner or Performance Center, the
Portals view group contains the LR / PC Summary view.

The Portals LR / PC Summary view is a dashboard view that contains the
following views:

» Transactions. A monitoring version of the standard Diagnostics
Transactions view. For more information about the Transactions view, see
see “Using the Transactions View” on page 126.

> Server Requests. A monitoring version of the standard Diagnostics Server
Requests view. For more information about the Server Requests view, see
“Using the Server Requests View” on page 115.

> Load. A monitoring version of the standard Diagnostics Load view. For
more information about the Load view, see “Using the Load View” on
page 103.

» Portals. A monitoring version of the Portal Components view. For more
information about the Portal Components view, see “Portal Components
View” on page 166.

Server Summary View (Portals)

The Portals Server Summary view is a dashboard view that contains the
following views:

» Status. A monitoring version of the standard Diagnostics Status view. For
more information about the Status view, see Chapter 6, “Using the Status
View.”

» Server Requests. A monitoring version of the standard Diagnostics Server
Requests view. For more information about the Server Requests view, see
“Using the Server Requests View” on page 115.

» Portals. A monitoring version of the Portal Components view. For more
information about the Portal Components view, see “Portal Components
View,” below.
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Portal Components View

The Portal Components view displays load performance metrics for portlets
(iViews in SAP) that are monitored by Diagnostics. In the following example
of a screen in Diagnostics, the Portal Components view displays WebSphere
and WebLogic portlets.

Portals - Portal Components  Scenario Start Time: June 15, 2006 11:24:29 AM IDT L—_! g @ g - @w
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CT Stock.
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WebLogic portlets are displayed in the following format in the graph legend:
<portlet name> - <Window label>. For example,
My Mail - portlet_6_1.

WebSphere portlets and SAP iViews are displayed by their name in the graph
legend.

From the portlets, you can drill down to the Life Cycle Methods view, which
displays a breakdown of the load across the methods for that portlet.
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Note: You can also drill down to the Portal Components view from the
standard Probes view, by right clicking the relevant probe and selecting View
Portal Components. In this case, the Portal Components view displays the
specific portlets that are being monitored by that probe.

For more information about the Portal Components view, see “Using the
Portal Components View” on page 146.

Using the Web Services Views

A Web service is a network component that provides services to other
remote components, using the Internet for direct application-to-application
interaction. A Web service is usually made up of a variety of different Web
service operations that can be called by the client.

For example, a currency conversion Web service offers a variety of Web
service operations, such as returning the exchange rate for a specific
currency or returning the currency symbol based on the specified locale.

Mercury Diagnostics monitors outbound Web services calls made from
within your monitored environment, and inbound Web services calls
received and processed in your monitored environment.

For example, a client requests an exchange rate from a currency conversion
Web service. From the client’s point of view, that request is defined as an
outbound call. The service provider receives the request, processes it, and
sends a response (the exchange rate). From the service provider’s point of
view, the Web service request received from the client is defined as an
inbound call.
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Mercury Diagnostics displays information about outbound and inbound
Web services calls in the Web Services view group.

Note: Diagnostics monitors only Web service operations invoked by
HTTP/SOAP-based remote procedure calls (RPC).

To access the Web Services views:

Click Web Services in the view bar (the left panel of the screen) and then
click the Web Services view that you want to display.

The unique Mercury Diagnostics views for Web services are described in the
following sections:

» “Inbound Calls,” below
> “Outbound Calls” on page 170

> “Instance Trees Displaying Web Services Correlations” on page 171
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Inbound Calls

The Web Services Inbound Calls view displays information about the
inbound Web services calls received and processed in your monitored
environment.
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Web service calls are displayed in the following format in the graph legend:
<Web-service-name>::<operation-name>. For example,
CurrencyConversionService::ConvertToNum.

In Diagnostics, inbound Web services calls are displayed as a type of server
request. You can drill down to instance trees that display the method calls
and their latency for a particular instance of a server request. For more
information, see “Drilling Down to an Instance Tree for a Server Request” on
page 121.

You can also drill down to the sublayers of each call by right-clicking the
inbound call in the graph legend and selecting View Layers.
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Sometimes, an inbound Web services call can trigger external outbound
Web services calls to another Web service. You can drill down to these
outbound calls by right-clicking the inbound call in the graph legend and
selecting View Outbound Calls.

Outbound Calls

The Web Services Outbound Calls view displays information about the
outbound Web services calls made from within your monitored
environment.
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In Diagnostics, outbound Web services calls are displayed as remote calls
within a server request.
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The Outbound Calls graph legend includes the following columns:

> Web Service Outbound call. The name of the Web service that is being
called. It is displayed in the following format:
<Web-service-name>::<operation-name>. For example,
CurrencyConversionService::ConvertToNum.

» Target. The hostname and port number (displayed as <host:port>) of the
the Web service that is being called.

» Originating Server Request. The server request from which this Web
Service was called.

» Originating Probe. The probe from which this Web Service was called.

You can drill down to the original server request displayed in the Server
Requests view by right-clicking the outbound call in the graph legend and
selecting View Server Requests.

Instance Trees Displaying Web Services Correlations

If both the outbound and inbound Web services calls for a particular Web
service are monitored in your environment, you can view the correlation
between outbound and inbound calls in an instance tree in the Call Profile
view.

You can view Web service correlations across multiple VMs and across
different platforms, such as J2EE and .NET.

To drill down to instance trees displaying Web services correlations:

Click the red X on the Server Requests view containing the outbound Web
services call. The Call Profile view opens, displaying a correlation instance
tree.
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In the following example of an instance tree in the Call Profile view, the
service request, displayed in red, contains an outbound Web services call.
The inbound call for the same Web service is displayed in blue. The inbound
Web service triggers a call to another external Web service, displayed in

green.

MERCURY" Change Fa vord Maintenance
%% Server Reguests . g @ @ ¥ aﬁ
Cals = [IRemoteTraderClient/iDe > Call Profile

(Service::Sell) Rl
Call Profile [Instance of /RemoteTraderClient /Default.aspx ending at 6/8,/06 10:42:33 AM o...

1 2

RemoteTraderClient/Default. aspx
HttpRuntime.P rm:-eaaﬂaquesﬂl owy()
Service.Buy)
Remwote Call to Service:: Buy on probe RemoteTrader.HE T on nectar.mercury.co.il
HitpRuntime.ProcessA equesti ow()
Void Service.Buy()

TraderS ervice-buy()
Remote Call to TraderS ervice: :buy on probe GreenPerfume on perfume.mer cury.co.il
WebhServiceServiet.doP ost()
ServietB ase.doPost()
Dispatcher.process{)
TraderB eanbuy()
=] System.\Web.HttpR...
100% . Application ...
S100% HttpRuntime. P R Wy Arguments
: u] ur.u ime. ProcessRequestiaw) Hame fRem...
EE!EI.S% Service, Buy() Signature Syste, ..
[=99.3% Remote Call to Service::Buy on probe Package Syste, .,




Chapter 7 » Using the Specialized Views

Using the SAP Views

Mercury Diagnostics displays two different types of SAP performance data in
the SAP view group:

» SAP R/3. Represents the ABAP stack of the SAP system.

When you install and configure the Diagnostics Collector to gather data
from a SAP R/3 system, you define instances of SAP R/3 to be monitored.
Each one of these instances is represented as an SAP R/3 Probe, belonging
to a probe group, in the Mercury Diagnostics UL

Mercury Diagnostics displays SAP R/3 performance data and metrics in
the SAP view group.

NetWeaver. Represents the SAP Web Application Server (WAS) Java stack.

The NetWeaver data is collected by the Mercury Diagnostics Probe for
J2EE. Mercury Diagnostics displays SAP NetWeaver performance data and
metrics in the SAP view group.

To access the SAP views:

Click SAP in the view bar (the left panel of the screen) and then click the
SAP view that you want to display.

The default views contained in the SAP view group, are described in the
following sections:

Y Y Y Y Y Y

“NetWeaver Summary,” below

“R3 Summary” on page 175
“NetWeaver Requests” on page 176
“NetWeaver Threads” on page 177
“R3 Probes” on page 178

“R3 Server Requests” on page 179
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NetWeaver Summary

The NetWeaver Summary view is a dashboard view that contains a summary
of the NetWeaver data displayed by Diagnostics.

The NetWeaver Summary dashboard view contains the following views:

» Status. A monitoring version of the standard Diagnostics Status view. All
Diagnostics probe groups, probes, and hosts are displayed in this view,
and not only those that are SAP-related. For more information about the
Status view, see Chapter 6, “Using the Status View.”

> Server Requests. A monitoring version of the standard Diagnostics Server
Requests view. All Diagnostics server requests are displayed in this view,
and not only those that are SAP-related. For more information about the
Server Requests view, see “Using the Server Requests View” on page 115.

> Portals. A monitoring version of the standard Diagnostics Portal
Components view. For more information about the Portal Components
view, see “Portal Components View” on page 166.

» Probes. A monitoring version of the standard Diagnostics Probes view.
All Diagnostics probes are displayed in this view, and not only those that
are SAP-related. For more information about the Probes view, see “Using
the Probes View” on page 109.

> NetWeaver Threads. A monitoring version of the NetWeaver Threads
view. For more information, see “NetWeaver Threads” on page 177.

> NetWeaver Requests. monitoring version of the NetWeaver Requests
view. For more information, see “NetWeaver Requests” on page 176.
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R3 Summary

The R3 Summary view is a dashboard view that contains a summary of the
SAP R/3 data displayed by Diagnostics.

The R3 Summary dashboard view contains the following views:

» Status. A monitoring version of the standard Diagnostics Status view. All
Diagnostics probe groups, probes, and hosts are displayed in this view,
and not only those that are SAP-related. For more information about the
Status view, see Chapter 6, “Using the Status View.”

The only metrics in the table that are relevant for the SAP R/3 Probes are
the Latency and Count metrics.

For the SAP R/3 hosts, the table displays CPU metrics. You can view
unique performance metrics for the SAP R/3 hosts by drilling down to the
Diagnostics Hosts view.

> SAP R/3 Probes. A monitoring version of the R3 Probes view. For more
information, see “R3 Probes” on page 178.

> SAP R/3 Server Requests. A monitoring version of the R3 Server Requests
view. For more information, see “R3 Server Requests” on page 179.
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NetWeaver Requests

The NetWeaver Requests view displays the average HTTP and P4 requests per
second running on the SAP Web Application Server Java stack.
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NetWeaver Threads

The NetWeaver Threads view displays information about the active threads
running on the SAP Web Application Server Java stack.
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R3 Probes

The R3 Probes view displays unique metrics for the SAP R/3 instances.
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The default metric displayed in the view for SAP R/3 Probes is Average
Latency.
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R3 Server Requests

The R3 Server Requests view displays information about the server requests
running on the ABAP stack of the SAP system.
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Using the Oracle Views

When you install and configure the Diagnostics Collector to gather data
from an Oracle 10g Database, you define instances of Oracle 10g to be
monitored. Each one of these instances is represented as an Oracle Probe,
belonging to a probe group, in the Mercury Diagnostics Ul.

Mercury Diagnostics displays Oracle 10g performance data and metrics in
the Oracle view group.

To access the Oracle views:

Click Oracle in the view bar (the left panel of the screen) and then click the
Oracle view that you want to display.
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The default views contained in the Oracle view group are described in the
following sections:

» “Oracle Summary View,” below
» “Oracle Probes View” on page 181

» “Oracle Wait Time View” on page 183

Oracle Summary View

The Oracle Summary view is a dashboard view that contains a summary of
the Oracle 10g data displayed by Diagnostics.

The Summary dashboard view contains the following views:

> Status view. A table displaying the Oracle probes contained in each probe
group and the hosts for those probes.

The status indicator in the status column indicates how each component
is performing based the thresholds set for that component. There are no
other metrics in the table that are relevant for the Oracle Probes.

For the Oracle hosts, the table displays CPU metrics. You can view unique
performance metrics for the Oracle hosts by drilling down to the
Diagnostics Hosts view.

Note: All Diagnostics probe groups are displayed in this view, but within
each probe group, only Oracle Probes are displayed. Host information for
other non-Oracle probes also appears in this view.

» Oracle Probes. A monitoring version of the Oracle Probe view. For more
information, see “Oracle Probes View,” below.

» Wait Time. A monitoring version of the Oracle Wait Time view. For more
information, see “Oracle Wait Time View” on page 183.
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Oracle Probes View

The Oracle Probes view displays unique metrics for the Oracle 10g Database
instances.
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From the Oracle Probe view, you can drill down further to the Load view, by
double-clicking the probe in the graph legend.
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this view are based on the Oracle 10g time model.

You can drill down to more layers, by double-clicking the Database layer in

the Load graph legend.
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Oracle Wait Time View

The Oracle Wait Time view displays wait event classes for the Oracle 10g
instances.
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Wait event classes represent specific types of events that Oracle has to wait
for to continue processing. You can drill down to further wait event statistics
by double-clicking one of the wait events classes in the graph legend.
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Mercury Diagnostics displays BEA WebLogic application server metrics in
the BEA WebLogic view groups.

To access the BEA WebLogic views:

Click BEA WebLogic in the view bar (the left panel of the screen) and then
click the WebLogic view that you want to display.

The BEA WebLogic view group contains the following views:

BEA WebLogic Summary View

The Summary view is a dashboard view containing the standard Diagnostics
Status view along with monitoring versions of the standard Diagnostics
Server Requests view and all views displayed in the BEA WebLogic view

group.

For more information about the BEA WebLogic views, see the descriptions
that follow, in this section. For more information about the Status view, see
Chapter 6, “Using the Status View.” For more information about the Server
Requests view, see “Using the Server Requests View” on page 115.

E)B Pooled Resource Contention

This view displays the following default metrics:

> EJB-Pool Current Waiters. Current number of threads that have waited
for a lock on a bean.

> EJB-Pool Get Timeouts. Current number of threads that have timed out
waiting for a lock on a bean.

JDBC Connection Status

This view displays the following default metrics:

> JDBC Active Connections. Current total number of active connections.

> JDBC Current Capacity. Current capacity of this connection pool.
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JDBC Resource Contention

This view displays the following default metrics:

> JDBC Requests Waiting for Connection. Current total number waiting for
a connection.

> JDBC Wait Seconds High. Number of seconds the longest waiter for a
connection waited.

Server Threads

This view displays the following default metrics:

> Execute Queues Requests. Number of requests, which have been
processed by this queue.

> Execute Queues Pending Requests. Number of requests waiting in the
server's default execute queue.

Using the IBM WebSphere Views

Mercury Diagnostics displays IBM WebSphere application server metrics in
the IBM WebSphere view groups.

To access the IBM WebSphere views:

Click IBM WebSphere in the view bar (the left panel of the screen) and then
click the WebSphere view that you want to display.

The IBM WebSPhere view group contains the following views:

IBM WebSphere Summary View

The Summary view is a dashboard view containing the standard Diagnostics
Status view along with monitoring versions of the standard Diagnostics
Server Requests view and selected views displayed in the IBM WebSphere
view group.
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For more information about the IBM WebSphere views, see the descriptions
that follow, in this section. For more information about the Status view, see
Chapter 6, “Using the Status View.” For more information about the Server
Requests view, see “Using the Server Requests View” on page 115.

JDBC Connection Status
This view displays the following default metrics:
> JDBC Free Pool Size. Number of free connections in the pool.

> JDBC Connections in Use. Number of connection objects in use for a
particular connection pool (applicable to 5.0 DataSource only).

JDBC Resource Contention

This view displays the following default metrics:

> JDBC Concurrent Waiters. Average number of threads that are
concurrently waiting for a connection.

> JDBC Avg. Wait Time. Average waiting time in milliseconds until a
connection is granted.

MQ Connection Stats

This view displays the following default metrics:

> JMS Connection Use Time. Average use time of the connection to the JMS
server.

> JMS Connection Wait Time. Average wait time of the connection to the
JMS server.

MQ Message Driven Bean Stats

This view displays the following default metrics:

» MDB Message Session Wait Time. Average time to obtain a ServerSession
from the pool (message-driven beans).

» MDB Message Count. Number of messages delivered to the bean on
Message method (message-driven beans).
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MQ Queue Stats

The default metric displayed in this view is Depth of all Queues. This is the
number of messages currently on the QueuePoint.

Server Threads

This view displays the following default metrics:

> Threads Percent Maxed. Average percent of the time that all threads are
in use.

> Threads Pool Size. Average number of threads in pool.

Servlet Session Management
This view displays the following default metrics:
» SM Session Life Time. Average session lifetime in milliseconds.

> SM Invalidated Via Timeout. Number of sessions that were invalidated by
timeout.

Using the CICS Views

CICS (Customer Information Control System) is a transaction server that
runs primarily on IBM mainframe systems under z/OS.

CICS Transaction Gateway is a J2EE connector that handles communication
between a WebSphere application server and a CICS system.

Mercury Diagnostics monitors communication that takes place between the
WebSphere application Server and the CICS Transaction Gateway, and
displays these metrics in the CICS view groups.

To access the CICS views:

Click CICS in the view bar (the left panel of the screen) and then click the
CICS view that you want to display.
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The CICS view group contains the following views:

CICS Summary

The Summary view is a dashboard view containing monitoring versions of
the standard Diagnostics Server Requests view and all the views displayed in
the CICS view group.

For more information about the CICS views, see the descriptions that follow,
in this section. For more information about the Server Requests view, see
“Using the Server Requests View” on page 115.

J2C Connection Pool

The default metric displayed in this view is J2C Pool Size. This is the average
number of managed connections in the pool.

J2C Connections and Faults

The default metric displayed in this view is J2C Connections Allocated. This
is the total number of times that a managed connection is allocated to a
client (the total is maintained across the pool, not per connection).

J2C Load

The J2C Load view displays a breakdown of the load across the different J2C
classes.

J2C Usage Time

The default metric displayed in this view is J2C Usage. This is the average
time in milliseconds that connections are in use.

J2C Wait Time

The default metric displayed in this view is J2C Wait Time. This is the
average waiting time in milliseconds until a connection is granted.



8

Customizing Diagnostics Views

This chapter provides instructions for creating, saving, and organizing
custom Diagnostics views.

This chapter describes: On page:
About Mercury Diagnostics Custom Views 190
Understanding Diagnostics Custom View Retention 190
Creating View Groups 191
Saving a Customized View 192
Creating a New View 194
Renaming a View 199
Deleting a View 200
Modifying a Custom View 201
Sharing Custom Views 201
Upgrade of Custom Views From Previous Versions 202

189
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About Mercury Diagnostics Custom Views

Diagnostics provides many different ways for you to customize the views so
that you can filter and focus the information displayed as you analyze
performance issues. For information on how customize the information
displayed in the views, see Chapter 2, “Introducing Diagnostics Views.”

When you have customized a view, you may want to save the changes so
that you can reuse the custom view when you use Diagnostics in the future.
The controls in the View bar enable you to save, retrieve, and revise your
customized views. Instructions for using the View bar controls to maintain
your custom views are provided in the following sections.

Understanding Diagnostics Custom View Retention

When you make modifications to the way information is displayed in a
detail view or a dashboard view, Diagnostics retains the customizations in
different ways depending on whether the view was a custom view or a
standard view and depending on how you navigated to the view.

Customized Default Views

When you customize a view that you selected from a view group that was
installed with the product, the changes are retained and displayed each time
you access the view as long as you do not shut down Diagnostics
completely. Once you shut down Diagnostics, the view is displayed in its
default configuration the next time it is accessed.

Customized Drilldown Views

When you customize a view that you accessed by drilling down from
another view, your customizations are retained only as long as you navigate
within the bread crumbs. If you drill down on the same path again, the
customizations will be retained as long as you did not navigate to another
path in the meantime.

190



Chapter 8 » Customizing Diagnostics Views

Customization of Custom Views

When you customize a view that you selected from a view group that you
created, the customizations are retained when you access the view again,
regardless of whether the Diagnostics has been shut down. Customizations
to your custom views are automatically saved.

Creating View Groups

Custom views must be saved in a custom view group, such as My Views,
which is installed with the product, or in a custom view group that you
created. Custom views cannot be stored in the Standard views, Portals, SAP
NetWeaver, BEA WebLogic, or IBM WebSphere view groups installed with
the product.

To create a view group:

1 Right-click the View bar inside any view group, and select Create a View
Group.

Standard Wiews - Load

E Skandard Yiews A

Q@ 4
Business Process Summary 1
3

L ioreate a View Group..,

Server summary

Note: Be sure to hold the pointer over the View bar, and not over the icon
for a view.
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The Create a View Group dialog box opens.

Create a Yiew Group x|

":) Group Mame:
ey

)i I Cancel |

2 Type a name for the view group, and click OK.

The new view group is created and opens in the View bar.

Saving a Customized View

192

As you work with a view, you may find that the settings you made to
customize the view have been particularly useful in helping you to
understand an aspect of your application’s performance. You can save the
customized view exactly as it is displayed. Diagnostics saved the view in one
of your custom view groups so that you can use it to analyze the
performance of your application in the future. You can save customized
versions of views that you opened from the Standard Views group, and you
can save new versions of customized views that you previously stored in one
of your view groups.

Note: If you are using Diagnostics with either Mercury Business Availability
Center or Performance Center, the customized views are saved for the
Mercury Business Availability Center or Performance Center user who
created the view.

If you are using Diagnostics with LoadRunner, the views are stored on the
Diagnostics Server for user admin.

There are two ways to save a custom view once you have configured the
view in the desired manner: using the pop-up menu in a custom view group
and using the Save this View button in the toolbar.
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To save a view using the pop-up menu in a custom view group:

1 Open the custom view group where you want to store the saved view.

Note: Custom views can only be saved in the view group, My Views, or in a
view group that you have created.

2 Right-click the View bar inside the custom view group, and select Save This
View, or click the Save This View button.

2] Custom Info Yiews

2861 MB
[Z7] My Miews N
m
— I

My Surmmmary 190.7 MB

k= save This Yiew. .,
@ reate a New View, ., B

v Create aView Group, ..

| RIS SIS U TN ST S I AN U SIS T RO

=]
m

Note: Be sure to hold the pointer over the View bar, and not over the icon
for a view.
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The Save This View dialog box opens.

Save This View

3 The View Group list lists all the view groups that are eligible to contain
custom views.

a Select a view group from the list.
b Type a name for the view, and click OK.

The view that is currently displayed is saved, and an icon for the new view is
displayed in the custom view group.

Creating a New View

You may assemble various combinations of one or more existing views to
create a completely new view. By creating a new view, you can put the
standard views and custom views that you use regularly together in one
view, allowing you to see the performance metrics side-by-side and to drill
down to the underlying metrics just as you can in any other view in
Diagnostics.
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To create a view:

1 Click the custom view group in the view bar where you want to create a new
view.

Note: Custom views can only be created in the view group, My Views, or in
a view group that you have created.

2 Right-click the View bar inside the custom view group, and select Create a
New View.

=] Custom Infa Yiews j
286.1 MB

E] Iy Wigws o .
m i

— I 1

]

My Surnmmary 190.7 MB

1

I Save This Wiew. .. ]
|@ Create a Mew Yisw. .. MB
Lﬁ; Create a Yiew Group... .
i

06 -
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The Create a New View dialog box opens.

Create a Hew View

=
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3 Click the icon for the desired layout of the new view. The selected icon is

highlighted. Enter a name for the new view, and click OK.

An icon for the new view is added to the view group, and the selected view
layout is displayed on your screen with Drop View Here placeholders for

each of the views that make up the new view. The example below shows the
view layout for the four-feature dashboard.

MERCURY"
Drop Yiew Here Drop Yiew Here

My Wiews - Peak Operations

Standard Views

Partal Yiews

SAP MebWeaver Yiews

BEA Weblogic Yiews

IBM WebSphere Views

B My Views

A1 Morning Report

Peak Operations

mi

mz2

Exception Spike?

=

Add a view here by dragaing the icon from

the view bar on the left, and dropping it here,

Add a view here by dragaing the

the view bar on the left, and drg|

Drop Yiew Here

Drop Yiew Here
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4 Select the views that you want to appear in the custom view group.

» To add a view, select it from the view groups in the View bar, and drag it
into the Drop View Here placeholders.

» To remove a view, click the Remove from View button in the upper right
corner of the view, as shown below.

The view is deleted, and the empty Drop View Here placeholder is
displayed once more.

Four Square

Standard Views

@

@

Server Summary

e

Hosts

°»

Load

a

Probes

)

Server Requests

=

Business Process Surmmary:

Load - Top 5 by Contribution ko Application {%)

10:48:00
Fri 11/04/05

B s

ADDO

Fri 110405

A0:50:00 A0:51:00

Fri 110405

Wieb Tier B tsPetshop

Drop ¥iew Here

A0:52:00
Fri 110405

B e

i

Remaove From Yiew

A10:53:00
Fri 110405

The changes that you make to the new view are automatically saved as you

make them.
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Renaming a View

You can rename a view that you have saved in a custom view group.

Note: You can only rename views in the view group My Views or in a view
group that you have created.

To rename a view:

1 Click the view group in the View bar that contains the view that you want
to rename.

2 Right-click the icon for the view that you want to rename and select
Rename View.

E Iy Wiews

@

A1 Morning Report

@

Peak Operations

£7  Rename View —|
Delete Yiew
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3 Enter a new name for the view, and click OK.

The new name for the view appears under its icon in the View bar.

Deleting a View

You can delete a view that you have saved in a custom view group.

Note: You can only delete views from the view group My Views or in a view
group that you have created.

To delete a view:

1 Click the view group in the View bar that contains the view that you want
to delete.

2 Right-click the icon for the view that you want to delete, and select Delete
View.

E)l Iy Wiews

— -
—

A1 Morning Report

£ Rename View

3 Delete view

mi

mz2
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Diagnostics displays the Delete View warning message.

Delete Yiew E

\:{) Are wou sure wou want bo delete this viewsy This operation cannot be undone,

3 Click Yes to delete the view.
The selected view is deleted and no longer appears in the view group.

If the view that you deleted was displayed on the active Diagnostics screen,
then the view is replaced with the default view that is displayed when
Diagnostics opens.

Modifying a Custom View

When you are working with a custom view that you have saved, any
changes you make to the view are automatically saved to the custom view.
The next time you open the custom view, the changes you made the last
time you opened the view are used to display the performance metrics.

Sharing Custom Views

Diagnostics provides a way for you to share the custom views that you have
created, with other users.

When you create a custom view, the view is stored on the Diagnostics Server
in Commander mode in the directory
<diagnostics_server_install_dir>/storage/userdata/<customer name>/<user
name>. Views are stored as XML files, and are named based on the view
group and the view name. For example, the Employee Benefits Overview
view, in the Employee Application view group, is stored as Employee
Application - Employee Benefits Overview.xml.
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To share a view with another user, copy the XML file to that user's directory.

Note: The two views are completely independent, and changes to one will
not be reflected in the other.

Upgrade of Custom Views From Previous Versions

202

When you open the custom views that were created in Diagnostics 4.0 or 4.1
for the first time in Diagnostics 4.2, Diagnostics upgrades the view for any
changes that are necessary because of changes to the functionality of
Diagnostics. When Diagnostics changes your custom views it issues a
message to let you know that your custom view has been modified.

For instructions on upgrading the Diagnostics data when moving from
Diagnostics 4.0 or 4.1 to 4.2, refer to the Mercury Diagnostics Installation and
Configuration Guide.

For instructions on using individual custom views from a backup or from
another user see “Sharing Custom Views” on page 201.
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Instance Trees

This chapter provides a detailed description about instance trees and how
they are used.

This chapter describes: On page:
Introducing Instance Trees 204
Solving Problems with Instance Trees 205
Cross-VM Trees 209
When Instance Trees Are Not Sufficient 211
Aggregate Trees 212
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Introducing Instance Trees

204

Mercury Diagnostic probes work by adding instrumentation before and after
important methods in your application to provide a simplified program
trace (with elapsed times) for performance optimization and problem
diagnosis.

This information is presented in a call profile visualization such as the
following:

Call Profile

Maximum Instance Profile for festore/control/productdetails ending at 12/16/05 11:57:12 AM

[ ) 4 72 % 120 18 168 192 G Hms

lestoreicontroliproductdetails

MainServlet. doGet()
JspBase.service()
JspBase._service()

Lol G- 8 -V vpid weblogic.servlet.jsp.)spBase. service()
ayer | Wweb Tierf15P

31.3% total contribution, 1 time called
E20.0 ms kotal call latency

Total Lakency

:=ZDD% [estorefcontrolfproductdet ails Bl comisunij2ee blueprint='pet=" &
[FH100% MainServlet, doGet) 241.0 Arguments =
[=99.2% JspBase.service() 239.0 Marne festorefcon...

[=/91.3% JspBase.service() 220.0 Sigriature \"Di_d doGet...
-53.5% OracleStatement. execukeQuery) 129.0 R.oot Methad MainServiet...
Timeout? false
Exception? fFalse L
= Latency
Tatallatens 41 m b

Due to storage considerations, however, Diagnostics does not record every
captured trace.

Instead, at S-minute intervals, Diagnostics uses an algorithm to select the
most interesting instance trees for each server request. The selected instance
trees are stored to disk and the trees that were not selected are discarded. For
each server request on each probe, Diagnostics saves an instance tree for:
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the fastest (or minimum) invocation of that server request

the slowest (or maximum) invocation of that server request

the second slowest invocation of that server request

a very close approximation of the median instance tree (in other words, a
tree for a server request invocation that took an average amount of time)

when the server request makes external calls (across two or more virtual
machines) such as RMI, a randomly selected end-to-end complete trace of the
entire cross-VM tree, including the trees of the remote systems (as long as
the remote system was also instrumented).

Solving Problems with Instance Trees

To allow detailed analysis of your application's performance, you can
display the average, minimum, maximum, and standard deviation response
times on the same graph. The following image is an example of the Server
Requests view:

200 ms

Latency

50 ms

Server Requests [on Tagus2 for Default]
Average Latency, Min. Latency and Max. Latency

T T T T T T T T
12:00 13:20 13:40 A4:00 14:20
Fri 1211605 Fri 1211605 Fri 1211605 Fri 1211605 Fri 1211605
L Auerage Latency .ﬁ. hdin. Latancy .‘?. Max. Latencw
Statuc | Calar [ Chart? Server Request E Probe et il 2 Countyc
e Laterncy
») [] |festorefcontralfcommitorder Tagusz -73%| 274.9ms 0.1 A
] [ ] |festarefcantralfcart Tagus2 -90%| 104.5 ms 0.1
] [ ] |festare/controlipraductdetails Tagusz -91% 91,7 ms 0.1
L) 0

<

Time Range
Freviaus hawe

Graph ¥
Custai

Probe Group ¥
Dobaudt

Metrics Inspector 2

=l festore/control;ve...

Arguments
Mame Jestar...
Signature void d...
Root Method — Mains...
Counk 389
Count / Sec 0.1
Exceptions 1]
Timeauts 0

= Latency
Min, 60 ms

I

fverage al... &3
Standard D, 26,3 ms
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You can see that the response time for the /estore/control/verifysignin
server request generally varies between about 60 ms and 140 ms, and
sometimes spikes above 250 ms.

The following image is less noisy, without the minimum and maximum
trends:

Server Requests [on TagusZ for Default]
Average Latency Time Range ¥

300 ms Frewiaus haw
_---“ Graph ¥

2D me ] A Custait
200 ms_' Probe Group ¥
g ] Defauil
z ] Py
150 mz | Metrics Inspector &
4 H & ¥
] 8 | = oml
100 ms—_ = festore/control;/ve...
ik Argurients
1 Mame Jestar...
B0 ms ; ; ; ; vl ; .V T Signature void d...
12:00 12:20 12:40 14:00 14:20 Root Method — Mains. ..
Fri 12/16/05 Fri 121605 Fri 121605 Fri 121605 Fri 12M6/05 Counk 389
2 Average Latercy Count [ Sec 0.1
. Exceplions 1]
Status | Color | Chart? Server Request 2 Probe Ll g Countfs Timeauts o
et Lakency = Latency
] [ ] |festarefcantralfcommitorder Tagus2 -73%| 274.9ms 01|~ Min. &0 s
] [ ] |festorefcontrolfcart Tagusz -90%| 104.5 ms 0.1 mzsg s
") [] |festorecontrolfproductdetails Tagusz -914% 0.1 fverage a1,
L Standard ... 26.3ms

You can see small icons where the fastest, slowest, and median instance trees
have been recorded:

O A median instance tree
v A slow instance tree
ﬂ A fast instance tree
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To understand why /estore/control/verifysignin is sometimes 3 times slower
than average (or 5 times slower than the best case), compare the instance
trees against one another:

Maximum (slowest) call:

Call Profile
Maximum Instance Profile for festore/controlfverifysignin ending at 12/16/05 11:51:04 A

g 15 ] 4 0 % a0 105 120 135 157n

lestorelcontroliverifysignin

MainServlet.doPost()

MainServlet.doGet()

MainServlet.doProcessi)

OraclePreparedStatem ent.executeUpdate(

Minimum (or fastest) call:

Call Profile
Minimum Inskance Profile for festorefcontrolfverifysignin ending at 12/16/05 11:51:06 AM

ms § 12 18 u n % Il 4 54 8 i
lestorelcontroliverifysignin

MainServlet.doPost()
MainServlet.doGet()

MainServlet.doProcess()

Average (or median) call:

Call Profile
fverage Instance Prafile For festare/controlverifysignin ending at 12/ 16/05 11:54:57 AM

fms 8 16 u 2 4 '] 5 [ 1 0 in
lestorelcontroliverifysignin

MainServlet.doPost()
MainServilet.doGet()

MainServlet.doProcess()
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208

In the above example, in the slow case, the database
(OraclePreparedStatement.executeUpdate) is slowing down the server
request. Note that there is not much difference between the fastest and
average calls in terms of application behavior.

Clearly, it is not always true that the average profile will look the same as the
minimum profile. For example, consider a server request that queries
information out of an EJB. There are at least three basic execution time
profiles for this operation:

» The EJB is cached in the application server memory and the retrieval is
nearly instantaneous (minimum profile).

» The EJB must be retrieved from the database (depending upon usage
statistics, this could be the average case).

» The server request must wait a significant amount of time for a pooled
database connection prior to requesting the EJB data (maximum profile).
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Cross-VM trees are collected to help you quickly understand average
application behavior when multiple virtual machines are involved.

The goal is to help you triage the problem to a particular virtual machine so
that you can examine the situation in more detail. This can be done, for
example, by pulling up application JMX metrics, or looking at system
metrics such as CPU utilization or disk I/O on the problematic machine.

The following image is an example of a trend for a server request that makes

cross-VM calls:

Server Requests - Top 5 by Latency %o Over Threshold [on WL81_Cross¥M_¥M1_Tyne for Default]

Average Latency

1.4=
8= =——— !

Latency

w
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; Awerage Latency
Status | Calar | Chart? Server Request e Probe (et =) s Caunt/s
et Laterncy

JCallChain

‘ebapp/CallChain

WGl _C...

964, 2 ms

Time Range ¥*
FPrewiaus § amimutes
Graph ¥

Tap FfLatercy % Ovar
Theeshald)

Probe Group ¥
Ciefatilt

s

Metrics Inspector *

=] /CallChainWebApp/ ...

Arguments
Marne JCallc...
Signature vaoid d...
Root Method — CallCh,.,
Count 223
Count / Sec 0.7
Exceptions 1]
Timeouts 0

= Latency
Mir, 05 ms
Ma, 1.3s
Average 6, B
Standard ... 31.8ms
% Ower Thr... -4%
Contribution.,, 100%
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210

The cross sign, indicates a Cross-VM call tree. The color of the cross
corresponds to the color of the server request trend line to which it relates.
When you click it, a complete cross-system call profile opens:

Call Profile
Cross WM Instance Profile for fCallChainwebapp/CalliChain ending at 12/16/05 11:59:35 AM

g a7 104 FL | 388 45 582 670 76 &3 4135

ICallChainWebApp/CallChain

CallChainServlet.doGet()
CSessionBean.callMethods()
CSessionBean.a()
CSessionBean.b()
CSessionBean.c()

CSessionBean.remoteCall()

yre.lab performant.com

Beanhi)

The red nodes are on the origination system, and the blue nodes are on the
child system (tyne.lab.performant.com).

The above call tree indicates that over half of the elapsed time for this server
request is due to the child system (in this case, tyne.lab.performant.com).
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When Instance Trees Are Not Sufficient

For some applications, three types of instance trees are not sufficient to
distinguish possible application behaviors. For example, a common
enterprise pattern is to have a single point of entry into a J2EE application (a
"controller" servlet) that dispatches between completely different
commands (with completely different performance behavior).

A URL for such a server request may appear inside Diagnostics as follows:

/controller

where the actual URLs used by customers to access the system may look like
this:

/controller?action=checkout&userld=43a893c43&itemld=889fe
/controller?action=browseltem&userld=43a893c43&itemld=889fe

/controller?action=listCategory&userld=43a893c43&categoryld=438

In this case, a maximum, minimum, and average tree for /controller are
clearly insufficient to diagnose application problems—the profile will be
extremely different for each type of action processed.

For these cases, slightly customize the probe instrumentation for the
/controller servlet in order to pick up the equivalent of the 'action'
parameter as part of the Diagnostics server request. This is a minor change
that Mercury Customer Support can help you make for your application.

In this case, you would see three distinct server requests inside Diagnostics:

/controller?action=checkout
/controller?action=browseltem

[controller?action=listCategory

Each of these three server requests would have minimum, maximum, and
average instance trees to assist in your problem diagnosis.
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Aggregate Trees

212

Previous versions of Diagnostics used aggregate trees instead of instance
trees. In fact, the Mercury Diagnostics Profiler still supports both types of
trees. this section discusses the benefits of instance trees over aggregate
trees.

About Instance Trees

An instance tree call profile is a visual representation of what your
application actually did in response to a particular request. Instance trees
have exact start times (such as 5:09:33 PM on Tuesday), as do the methods
within them.

To handle the large number of instance trees that can be generated for a
heavily used server request, Diagnostics selects the most interesting instance
trees to keep.

About Aggregate Trees

An aggregate tree is an amalgamation of all of the instance trees that have
occurred during that 5-minute period. This ensures that no data is lost.

As nothing is ever thrown away (it is all averaged together) this overcomes
the potential for losing some interesting data.

Resolving Problems with Instance and Aggregate Trees

Aggregate trees amalgamate data, but the visualized trees do not represent
what actually occurred in the system.

For example, an aggregate tree will show a cache being both hit and missed
(when in reality, for any particular invocation, only one of the two will
occur). This can be confusing and even lead to misunderstandings when
reports are passed on to others.

Another disadvantage is that while aggregate trees do well for general
performance tuning (such as what occurs during a load test), they tend to
hide information about relatively infrequent slow cases. Unfortunately, it is
often these cases that cause problems for the customer.
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The following examples from the Diagnostics Profiler (which has both
instance and aggregate trees) demonstrate this problem:

First, consider the following two 'slowest' instance trees recorded on the
medical records J2EE application.

213



Part Il ¢ Using Mercury Diagnostics

214

Example Instance Tree #1

The following slowest instance tree quite clearly shows that the majority of
the 2.3 seconds spent responding to the /patient/medicalrecord.do server
request was spent waiting for a JDBC connection to the database. (Is the
application server's database connection pool too small for this workload?)

Z Instance Profile for fpatient/medicalrecord.do ;Iglll
Instance Profile

s 1 11

Ipatient/medicalrecord.do
ActionServ-Iet.doGet(}
ActionS erviet.process()
BaseAction.execute()
RecordSessionEJE.getRecordsSummaryi)
RecordS essionEJB. getRecords()

RmiDataSource.getConnection()

DataSource.connect()

DataS ource.getConnection()

Awg time [me] : fpatient/medicalrecord. do
= 0 0 1
E100% ActionServet.doGel]) 1| Min. Time:_ 2,328.0 mz
5100% ActionS erviet process() 23280 1 | Awverage Time: 23280 ms
: . ) May Time: 2,328.0 ms
EH:l]l]/. Basedction.execute() 23280 1 | Standard Deviation: 0.0 me
F196.6% RecordSessionEJB. getRecordsS ummarny() 22500 1 | Count: )
£196% RecardSessionEJE.getRecards) 2290 1 || TetalExceptions: 0
: ] . Total Timeouts: 1]
= 78.5% RmiD atas ource.getConnection() 18280 1
| B78.5% DataSource.connect]) 1.8280 1
i 78.5% DataSource getConnection]) 1.828.0 1
I:E}2.?Z #ACaonnection. preparaStatenent]) E3.0 1
=2.7% jdbcConnectionH andle. prepareStatement) E3.0 1
: 27% net)DBCConnection. prepareStatement() B30 1
7. 4% net)DBCPreparedStatement. enecutelusny() 1720 1
E61% RecordS essionEJB. toRecordCollection() 141.0 1
“27% RecordEJB.getRecordLitel) E3.0 1
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Example Instance Tree #2

This second slow instance tree from the same application shows a different
call path: time spent reading records and prescriptions from the database. (Is
the database overloaded? Are the SQL queries run by these methods
optimal?)

Z Instance Profile for medicalrecord.do i ] B

Instance Profile

s 1 z 168

Ipatient/medicalrecord.do

ActionServlet.doGet()

ActionServietprocess()
BaseAction.execute()

RecordSessionEJB.getRecordsSummary()

RecordSessionE JB.getRecords() JE.getPr

Pt e 1. g P e ).

-

Call Avg time [mnz) CoLint : Jpatient/medicalrecord.do

00%  ActionSerdet doGet]) 2E03.0 Min. Time: 26090 ms
EH: 0oz fctionServlét.process[] 2E09.0 ':1\:([??5; me: ggggg m:
EH:'?.3/. Basedction.execute() 2016.0 Standard Deviation: 0.0 ms
=54.5% HRecordSessionEJB.getRecordsSummary() 14220 Count: }
E1269% RecordSessionEJB. getRecardsl) 7020 Total Exceptions: 0
Tatal Timeouts: i]

-3.B% net)DBCPreparadStatement. executeluery() 930
20.4% RecordSeszionEJE. toRecordCollection|) 531.0

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

E"'4.8°/o FiecordEJB. getR ecordLite() 125.0

IEEH 2% RecordEJB.getRecordLite]) H20

i Loz niet) DBCPreparedStatement. executaluen) E20
IEE|2?_B°/. FecordSessionEB. getPrescriptions() 7130

L 7.2% RecordSessionEJE toR «Callection() 188.0
=21.5% _ viewrecaords._jspServicel) BE2.0
LT __header._jzpService() 187.0
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Aggregate Tree Example

The instance trees in the previous two examples show distinctly different
problems for the /patient/medicalrecord.do server request. The following
aggregate tree was produced:

# Aggregate Profile for /patient /medicalrecord. do

Ipatient/medicalrecord.do

ActionServiet.doGet()
ActionServiet process()
BaseAction.execute()
RecordSessionEJB.getRecordsSummary()
RecordSessionEJB getRecords()

o o

Cal | &vgtimems) | Count |1 weblogic.idbe jta.DalaSouwce. getl:
= 100E Apatient/medcabecond do 1430 9527 || onnectionl)
ET00E ActionServet doG et 1430 9527 | M. Time: B0 ms
E99.9% AcknServel rocess) 1429 8507 | o Time g:ggﬂs"‘*
=95.6% Baredctionevecute]) %8 9527 | Max Time: 1E280 me
=67.6% RecordSessionE B getR scords Summand) LcA 9,35 | Standard Devestion: 5180 ms
S09% RecordSessionE 8, getPresciiptions) N8 5 m,m o
0% retlDBCPeparadStalement executelluend) & 24 | Total Timeouty: o
0% RecoedSessionk B, loRxColection]) 1720 2 | Totd Exchesive Time: 2,635 ma
EHL1% XAConnection.prepaeSiatsment) 00 3| Lager EEANEC Comnec
E01% ibeConnectionHandle peapaisSiatemert() 2500 3
01% net)DECConnechion peapaieSiatemert) 200 3
S 446.3% RecordSessionEJB gelRecords]) (=13 [3:E]
03% nelDBCPIsparadstatement executeGuery() 1005 ki
=02% RmiDataSource. getConnection]) 736 10
=10.2% DataSouce connmct]) 796 10
=10% waDataSousce get<AConnection() 1100 1
=0% xaDataSouce getAConnectionl) 1100 1
0% pbclinnversallmves. connect) 820 1
(% rethDBCDver connect]) B20 1
=19% RecodSessonE B o ecoedCollecton]) B0 088
[525% RecoidEJB. getReccedLital) 1050 330
|- 08% netDBCPrepsiedSistement cxscutelisyl) 1309 CH
BE01% HACornection prepassStatemsnt]) 2854 7
E01% jdbeConmmctiont andis prapaseStalsmnl]) 2854 7
1% reUDBCConnmction prapaaStal st 2158 [
=% HACornection pepansSiatement]) 1330 2
=0% jdbcCormectionH snde. prepaneStatemen]) 630 1
0% netl DB CCornaction prepanaStatement]) L] 1
E0A% _ viewwecoids_jrpSenica]) M5 2
L handar iznCarvical 1Mas >
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Several things can be deduced from this example:

» The aggregate tree is much larger. As it combines multiple possible
execution paths into a single tree, it is more difficult to understand what
the application is doing.

» If you want to improve the overall performance of your application, the
aggregate tree does indicate that you should concentrate on the common
case (that the database connection was quickly retrieved from the pool).

» The aggregate tree does not identify that occasionally this server request
stalls because it cannot obtain a database connection from the pool.
DataSource.getConnection() contributes only 0.2%, approximately the
same as other methods that have never caused a problem (such as
RecordE]B.getRecordLite).
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Using the J2EE Diagnostics Profiler

This chapter provides an overview of the processing of the Mercury
Diagnostics Profiler for J2EE, descriptions of the screens, and instructions for

using some of the global user interface controls.

Controls

This chapter describes: On page:
Accessing the Mercury Diagnostics Profiler for J2EE 222
Mercury Diagnostics Profiler for J2EE Processing 223
Common J2EE Diagnostics Profiler Tab Navigation and Display 225

Note: The Mercury Diagnostics Profiler for J2EE operates in an unlicensed
mode with load restrictions until the probe is able to connect to a
Diagnostics Server that has been properly licensed. In unlicensed mode, the

Profiler is limited to capturing data from 5 concurrent threads.

For more information about licensing, refer to the Mercury Diagnostics

Installation and Configuration Guide.

If you installed the probe from the Mercury Web site and you want to use it

with a Diagnostics Server, contact Mercury Support.
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Accessing the Mercury Diagnostics Profiler for J2EE

222

The J2EE Diagnostics Profiler is installed as part of the Mercury Diagnostics
Probe for J2EE (J2EE Probe).

Once you have installed and configured the J2EE Probe and you have started
the application that is being monitored, you can access the J2EE Diagnostics
Profiler from your browser and view Diagnostics data. You can also access
the J2EE Diagnostics Profiler by drilling down from the Mercury Diagnostics
screens.

To view Diagnostics data from the J2EE Diagnostics Profiler:

In your browser, go to the J2EE Diagnostics Profiler URL:
http://<probe_host>:<probeport>/profiler.

The probes are assigned to the first available port beginning at 35000.

Note: You can find the port that a particular probe is using in the probe's
probe.log file located in <probe_install_directory>/log/<probe_id>
directory. In the probe.log file, find the line that begins with the words
webserver listening on, for example: webserver listening on 0.0.0.0:35003
The port is the number after the colon, in this example 35003.

Type your username and password.

You are prompted to enter a username and password. The default username
is admin. The default password is admin. You may be prompted again to
enter a username and password. Re-enter the same details.

For more details about usernames and passwords, see the Mercury Diagnostics
Installation and Configuration Guide.

To drill down to the Diagnostics Profiler from Mercury Diagnostics:

From any Status screen in Mercury Diagnostics, right-click the probe entity
and select Open Mercury Diagnostics Profiler from the menu.

Alternatively, in the standard Probes view in Mercury Diagnostics, right-
click the probe entity in the detail table and select Open Mercury
Diagnostics Profiler from the menu.
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If the Profiler fails to open when performing the drill down, ensure that you
have set a default browser within your operating system.

Mercury Diagnostics Profiler for J2EE Processing

This section describes the way in which the J2EE Probe monitors your
application and how this data is displayed in the J2EE Diagnostics Profiler.

Monitoring Method Latency and Call Stacks

The Mercury Diagnostics Probe for J2EE (J2EE Probe) monitors your
application and keeps track of the metrics for all of the instrumented
methods that your application calls. As it is monitoring, it captures the call
stack for the three slowest instances of each server request. It also captures a
call stack representing the aggregated latency of all call instances for a type
of service request.

When a new server request instance is encountered that is slower than one
of the currently captured instances for the server request, it replaces one of
the previously captured instances.

The J2EE Diagnostics Profiler displays metrics for all of the instrumented
methods. You can drill down to the instances of the methods that were
included in one of the four server request call stacks that were captured
when you accessed the J2EE Diagnostics Profiler user interface. While you
are analyzing the information displayed on the various tabs of the J2EE
Diagnostics Profiler, you are working with the methods and call stacks
captured from the time that the user interface was started. In the meantime,
to minimize performance impacts, the J2EE Probe continues to monitor
your application, capture method metrics, and capture call stacks.

For more information on monitoring method latency with the J2EE
Diagnostics Profiler, see Chapter 11, “Analyzing Method Latency with J2EE
Diagnostics Profiler Screens.”
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Monitoring Application Memory

The J2EE Diagnostics Profiler allows you to monitor your application’s
memory usage using one of the following methods:

» Light Weight Memory Diagnostics
» Heap Breakdown

By default, both of these methods are disabled. Light Weight Memory
Diagnostics allows you to monitor the collections that your application has
created, and to identify the largest collections and the fastest growing
collections. With Heap Breakdown you can monitor the heap generation
breakdown and the objects that are stored in heap. This helps you to
identify objects that may be leaking.

For more information about Light Weight Memory Diagnostics, see
“Analyzing Memory Using the Collections Tab” on page 257.

For more information on Heap Breakdown, see “Analyzing Memory Using
the Heap Breakdown Tab” on page 262.
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Common J2EE Diagnostics Profiler Tab Navigation
and Display Controls

This section describes the following features and controls that are common
to all of the J2EE Diagnostics Profiler tabs:

Refresh  Reset

Help | Garbage
Collection

MERCURY" Diagnostics Home Page  Help
All SQL I a Collections I & Exceptions #.. Server Requests | (7> Heap Breakdown
fat Summary | = Hokspaks = Metrics = all Methods
Methad Mame Toka... | Awgti.. | C... |Exce... La...
org.apache, struts, action, ActionServiet . doPost() 359.2 1197 3.0 0.0[Web Tier... :l
com.bea.medrec, actions. PhysBaselookupDispatchaction. executel) 343.0 343.0] 1.0 0.0)web Tier,.. ]
com.bea.medrec. actions. BaseLookupDispatchackion. executed) 343.00  343.0] 1.0 0.0fw'eb Tier...
org.apache. struts, actions, LookupDispatchAction. execute() 343.0, 343.0] 1.0 0.0web Tier...
com.bea.medrec. contraller. PhysicianSessionE JB. searchPatients() 528.00  328.0/ 1.0 0.0[Business ... ;I
Double-click a method ko view that method in Aggregate Call Profile(s).

Refreshing Metrics

If you would like to work with more current performance metrics, click the
Refresh button on the top right corner of the screen to refresh the
information displayed with the latest metrics and call stacks. The system
does not refresh itself automatically.

Resetting Metrics

You can force the J2EE Diagnostics Profiler to use new baselines for the
calculation of instance counts, average latency, and slowest latency, and to
force-drop all captured call stacks, by clicking the Reset button.

Note: You may want to do this after your system has warmed up so that the
metrics represent processing that takes place when your application is
running in a more steady state.
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Garbage Collection

When you want to deallocate used memory, you can forcibly perform
garbage collection inside the JVM by clicking the Garbage Collection button
@ on the top right corner of the screen

Accessing Help

When you click Help, on the top right hand corner of the screen, you access
the on-line help manual for the Mercury Diagnostics Profiler for J2EE.
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Analyzing Method Latency

with J2EE Diagnostics Profiler Screens

This chapter provides a detailed description of the screens, graphs, and
tables that are used to present the J2EE performance metrics for the

application that is being analyzed.

This chapter describes: On page:
Analyzing Performance Using the Summary Tab 228
Analyzing Performance Using the Hotspots Tab 232
Analyzing Performance Using the Metrics Tab 234
Analyzing Performance Using the All Methods Tab 236
Analyzing Performance Using the All SQL Tab 240
Analyzing Performance Using the Exceptions Tab 242
Analyzing Performance Using the Server Requests Tab 244
Analyzing Performance Using the Call Profile Window 247
Analyzing Performance Using the Web Services Tab 254
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Analyzing Performance Using the Summary Tab

228

The Summary tab consists of graphs that display information about the
memory in use and reserved by your application, the load for each layer of
your application and the slowest requests made to your application server.

@alsq | & Collections I £ Exceptions . Server Requests
£ay Summary | & Hotspots BB Metrics |
286.1 MB
£190.7 MB
5
= 954 ME
4

la# Load

Slowest Requests

e
09:45:00 09:53:20

10:01:40 10:10:00 10:18:20

Ipatientmedicalrecord.do

{> Heap Breakdown
£ All Methads

This chart shows the amount
of memory in-use and
reserved by your application.

You can also drill into the
contents of the heap

This chart shows a
breakdown of the load far
each layer of your
application,

Hower the mouse over a
layer ko see its name,

This chart shows the
requests (the top level of
instrumentation, often the
web tier) that are taking the
longest time o complete.

Click a bar to examine a cal
rpFile e i all g

Last refresh: Thu Dec 15 156:49:26 GMT+02:00 2005 Connected to ldg@absent:35001 (Jawa HotSpolt(Thi) Client Whi 1.4.2_04-b0S 26 Wfind o
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Understanding the Summary tab

The Summary tab is divided into the following sections:

Memory Graph

The Memory graph shows the amount of memory allocated in your
application and the amount of memory reserved by your application.

This chart shows the amount
of memoary in-use and
reserved by your application,

You can also drill into the
contents of the heap

10:18:20 Sample every |3 szconds |

09:45:00 09:52:20 10:01:40 10:10:00

You can see more details about the exact amount of allocated memory or
reserved memory in your application, by holding your pointer on different
sections of the graph and viewing the tooltip.

Load Graph

The Load graph shows the breakdown of the load for each layer of your
application.

16
This chart shows a
12 brealdown of the load for
= each layer of your
2 =8 application
= ;
i | 4 Hover the mouse over a
layer to see its name.
]
11:33:20 11:41:40 11:50:00 11:58:20 12:06:40 12:15:00 12:23:20 _

Note: The performance metrics for classes and methods are grouped into
layers based upon the resources that the application invokes to perform the
processing. The J2EE Diagnostics Profiler displays the layers on one level and
does not split them into sublayers.
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You can see the name of each layer by holding your pointer on different
sections of the graph and viewing the tooltip.

To view a legend of the graph that displays the names of all the layers, click
Show Legend.

16
8 This chart shows a
0 brealsdown of the load For

11:33:20 11:50:00 12:06:40 12:23:20 =l ]
application,

Hover the mouse over a
layer to see its name,

- B

Slowest Requests Graph

The Slowest Request graph shows the server requests that are taking the
longest time to complete.

ICallChaimWebAppiCalliChain This chart shows the

requests (the top level of
instrumentation, often the
web tier) that are taking the
longest time to complete.

Iphysicianfmedicalrecord.do

Iphysicianisearchresults.do

fphysicianirecord.do i i Click a bar ko examine a call
LI P B L B A T profile, or view all server
0 1,000 2,000 3,000 requests

Mean Latency (ms)

¥4 Slowest Requests

Note: To view the aggregated call profile for a server request in the Slowest
Request graph, click the relevant bar. For more information about the call
profile window, see “Analyzing Performance Using the Hotspots Tab” on
page 232.
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Information Pane

The information pane at the bottom of the window displays the following
information:

» The date and time of the last time you refreshed the system.
» The JVM details.

» The Operating System details

» The probe ID.

Last refrash: Thu Dec 15 16:40:26 GMT+02:00 2005 Connected to |dqi@absent25001 (Java HotSpotTM) Client Wi 1.4.2_04-b0S :26 Wind o 2003
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Analyzing Performance Using the Hotspots Tab

The Hotspots tab displays bar charts of the significant metrics that have
been captured during the monitoring of your application.

& Collections | 1. Exceptions | . Server Requests | 5 Web Services I {7 Heap Breakdown

2% Summary £ Hotspots = Metrics | Sl alvethoss | @ alsoL
" API_InvokeServiet.doPost()
1= This chart shows the method
g BaseStatementexecuteQuery calls that are taking the most
= time exclusively in that
5 API_ByteArrayServietdoPost) methad.
-4}
E BaseStaternent execute() Click a bar to examine a call
7] ——T7— — profile from that methed, or
o Oms 40 ms a0 ms 120ms  view all methods.

Total exclusive latency

Nopazitopaz_apifapi_invoke.asp
w i i i i i i i 2
= i i H ' i i i This chart shows the
2 BaseStaternent. execute Query) i i i i i i i methods that are using the
g i | . ; ! ! ' most CPU,
=
E Click a bar ko examine a call
= profile from that methad, or
l0g e e T e R e e e e Ul wiew all methods.

0ms 40 ms g0 ms 120 ms
Total exclusive CPU time
SELECTACUSTOMER_ID...SERVICE_ID = Sve.lD [
- Teegag Ty
8 SELECTE.ID ,ERUMN_...=5.1D AND MAME = ? Lo This chart shows the SQL
= _— statements that are taking
£ UPDATE SYSTEM SET SV... SYSTEM.SYS_NAME = 2 [ T
2
6 SELECT D, NAME , S..P_ID FROM HA_SERVICES [J] You can also view &l SGL.
Oms Bms 12 ms18 ms

Note: You can view the details of any of the graph metrics by holding your
pointer over the relevant bar and viewing the tooltip.
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Understanding the Hotspots Tab

The Hotspots tab contains the following three sections:

Slowest Methods Graph

This chart shows the method calls that are taking the most time exclusively
in that method. To view the call profile for a method call in the Slowest
Methods graph, click the relevant bar. For more information about the call
profile window, see “Analyzing Performance Using the Call Profile Window”
on page 247.

If the method is part of more than one server request, when you double
click the method, the following dialog box opens and asks you to select the
relevant server request.

ZJ Please select one {or more) ...

[physician/medicalrecord. do 9z1,104.2
[patient/lagin, do 234,979.5
[phvsicianrecord.do 207,876.5
[patient/medicalrecard. do 173,887.5
/patient/record.do 143,893.9
[adminviewrequests, do 140,619.2
adminviewpatientrequest.do 100,050.3
fadminlogin, do 3z,229.9

Double-click the appropriate server request row to view the call profile.

CPU Hotspots
This chart shows the methods that are using the most CPU.

To view the call profile for a particular method, click the relevant bar. For
more information about the call profile window, see “Analyzing
Performance Using the Call Profile Window” on page 247.
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Slowest SQL Graph
This chart shows the SQL statements that are taking the most time.
To view the SQL statement details for a selected statement in the Slowest

SQL graph, click the relevant bar. For more information about SQL

statement details, see “Analyzing Performance Using the All SQL Tab” on
page 240.

Analyzing Performance Using the Metrics Tab

The Metrics tab displays information about the Operating System, the JVM
and the application server.

a Al S0 I & Collections | 1. Exceptions | . Server Requests I {’> Heap Breakdown
£33 Summary | 5 Hokspots B Metrics | 1 Al Methods
E=-System CPU

~fverage: 70,15
#-ContextSwitchesPersec
[#1-DiskBytesPersec
[#]-DiskIOPerSe:
---MemoryUsage
[#]-MetworkBytesPerSec
---NetworkIOPerSec : : ! : ! ! i

- PagelnsPerSec a0 e vt st peomsmses e asasasa
#1-PageutsPersec i f i g i g !
---VirtualMemoryUsage
[+ 20%
---WebLogic

T T T T T T T
09:63:20 10:10:00 10:26:40 10:43:20 11:00:00 11:16:40 11:33:20

Understanding the Metrics Tab
The Metrics tab is divided into two panes:

» The Tree Pane. displays the metrics in an expandable tree.

» The Graph Pane. displays a graph of the selected metric from the tree
pane.
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The top three levels displayed in the tree are:

> System. metrics about the Operating System
» JVM. metrics about the JVM

> <application server>. metrics about the application server. The
application servers that will be displayed are Weblogic, Websphere or
SAP.

Note: When more than one probe is running on the same host, the System
metrics only appear for one of the probes.

When you expand each of the top levels, the tree displays the associated
metrics for each top level. As you further expand each metric, you arrive at a
minimum, a maximum and an average numerical value for each metric.

When you click on a specific metric in the tree, the graph pane displays a
graph representing the selected metric. You can select more than one metric
to display in the graph pane using the Control key.

The X-axis in the graph represents time. The Y-axis in the graph represents
the numerical value of the metric. Metrics are displayed for the last five
minutes unless the probe is part of another Mercury Diagnostics product, in
which case they are displayed for three hours.
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Analyzing Performance Using the All Methods Tab

236

The All Methods tab lists the method calls that your application makes
according to the instrumentation in the auto_detect Points file.

ﬁ Collections I 1. Exceptions I . Server Requests | = Web Services | (™ Heap Ereakdown
{at Sumrmiary | & Hatspots | = Metrics & all Methods | @ alsaL

[ Show Only Outbaund Method Calls

Diouble-click a method to wiew that method in Aggregate Call Profile{s), Al times shown are exclusive (not including time spent in profiled chil. ..

Method Name Total timefms) | Awg time{ms) | Count | Exceptions | Total CPU{ms)| Avg CPUEMs) Laver
com.sun.j2ee.blueprints.pet... 1,596,1 66.5 24.0 0.0 Web Tier/Servlet  |&
wehblogic.servlet jsp. JspBas... 1,135.1 126.1 2.0 0.0 web Tier/J5P
com.sun.j2ee.blueprints.pet... 642.6 214.2 3.0 0.0 Web Tier/Serviet
com. sun.j2ee.blueprints.pet. .. 419.8 419.8 1.0 0.0 web Tier/Serviet
weblogic.servlet FileServiet, ... 3125 0.9 353.0 0.0 Web Tier/Serviet
weblogic, servlet.internal Se... 216.2 0.3 7730 0.0 2200 0.3|'Web Tier/Session
$Proxey0.getProfileMard) 111.3 111.3 1.0 0.0 Business Tier/El...
com.sun.j2ee.blueprints.pet... 1111 11,1 1.0 0.0 Business TierfEL...
$PraxyD.handieEvent) 1106 110.6 1.0 0.0 — Business Tier/EL...
com.sun.j2ee.blueprints.pet... 110.3 110.3 1.0 0.0 (0.3 Business Tier/EJ...
oracle jdbc.driver.OraclePre... a7.0 97.0 1.0 0.0 DatabasefIDBC] .., =
$Proxy2.getOrderDetails() 1.7 91.7 1.0 0.0 Business Tier/EJ...
com.sun.j2ee.blueprints.cus... a1.4 a1.4 1.0 0.0 Business TierfEL...
com.sun.j2ee.blueprints.per... 744 74.4 1.0 0.0 Business Tier/EL... ﬂ

Understanding the All Methods Tab

The All Methods tab displays a table that contains the following columns:

» Method name. The name of the methods that were called. The Method
name has the following syntax: <package name>.<class name>.<method

name>.

> Total Time. The aggregate latency for all of the calls to the method. The

total latency is shown in milliseconds.

» Avg Time. The average latency for all of the calls to the method. The
average latency is shown in milliseconds.

» Count. The number of times that the method was invoked.

Exceptions. The number of times that the method generated an
exception.
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» Total CPU. The total amount of CPU time that all invocations of the
listed method used.

The CPU Time Java metric relies on CPU timestamping which is
supported on the following platforms:

e Windows
e Solaris 8+
o AIX 5+

Use caution when enabling the collection of CPU timestamps because of
the increase in Diagnostics overhead. The increased overhead is caused
by an additional call for each method that is needed to collect the
timestamp.

The capture of CPU Time is controlled by two properties:

e The use.cpu.timestamps property in the capture.properties file
located in <probe_install_directory>\etc must be set to true

e The cpu.timestamp.collection.method property in
<probe_install_dir>\etc\dynamic.properties must be set to one of the
following valid values:

e 0-No CPU timestamping
e 1 - CPU timestamps will be collected only for server requests
e 2 - CPU timestamps will be collected for all methods

The default value is 1, which means that CPU times can be reported at
the server request level but not at the transaction level.

If you want to turn off all CPU timestamping so that CPU time will
not be gathered and reported for server requests, set the property to 0.
If you want to gather CPU timestamping for all methods so that CPU
time will be gathered and reported for all methods, set the property to
2.

For BPM transactions, the cpu.timestamp.collection.method property is
ignored. CPU timestamping will always be collected for all methods for a
BPM transaction.
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> Avg CPU (not enabled by default). The CPU time that the method used
during an average invocation.

The Avg CPU metric is not enabled by default. To enable it, set the
property use.cpu.timestamps in the capture.properties file located in
<probe_install_directory>\etc to true.

Note: CPU time is supported on Windows, Solaris 8 and above, and AIX
5 and above.

» Layer. The Layer associated with this method according to the
instrumentation in the auto_detect Points file. The layers are displayed
on one level and there is no distinction made between layers and sub-
layers.

Note: All of the metrics in the All Methods tab are counted from the time
you enter the system or click the Reset button.

To view the call profile for a method call, double-click the appropriate row.
For more information about the call profile window, see “Analyzing
Performance Using the Call Profile Window” on page 247.
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If the method is part of more than one server request, when you double
click the method, the following dialog box opens and asks you to select the
relevant server request:

ZJ Please select one {or more) ...

/physician/medicalrecord, do 9z1,104.2
patientlogin, do 234,979.5
/physician/record,do Z07,876.5
[/patient/medicalrecord do 173,887.59
[/patient/record.do 143,593.9
fadminvievrequests, do 140,619.2
Jadmin,vievspatientrequest, do 100,050.3
admin/login, do 32,229.9

Double-click the appropriate server request row to view the call profile.

To create call profiles from more than one server requests select the first
server request with a single click and select subsequent server request using
control click. When you have finished making your selections, click OK to
instruct the Profiler to create the call profiles. The call profile for each
selected server request is displayed in a separate window.
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Analyzing Performance Using the All SQL Tab
The All SQL tab displays the SQL statements in a table.

3% Summary | = Hotspots I i Metrics I E All Methods
@ ansaL | & Collections | 1. Exceptions | #.. Server Requests | ("> Heap Breakdown
SELECT WLO.record_date , WLO.diagnosis , WLO0.id , WL0.notes , WLO.pat.., 32,978.9 1963 168 ]
SELECT WLO.id , WLO.record_date , WLO,pat_id , WLO,symptoms , WLO.re, .. 31,882.2 1483 Z15 u]
SELECT WLO.id , WLO.date_prescribed , WLO.dosage , WLO,drug , WLO fre, ., 24,339 1466 166 u]
SELECT WLO.id , WLO.city , WLO,country , WLO.skate , WLO.streekl , WLO.... 22,025.8 1083 204 u]
SELECT WLO.id , WLO,address_id , WLO.dob , WLO.email , WLOFirst_name ... 19,609.3 121 162 u]
SELECT WLO.id , WLO.date_prescribed , WLO.dosage , WLO.drug . WLO.Fre. .. 14,297.3 143 100 0
SELECT WLO.id , WLO.record_date , WLO.diagnosis , WLl0.notes , WlO.pat... 14,105.6 134.3 105 u]
SELECT WLO.username , WO, password , WO, skatus FROM medrec_user ... 13,345.7 158.9 34 u]
SELECT PASSWORD FROM medrec_user WHERE username = 7 AMD status ... 11,608.7 124.8 93 u]
SELECT WLO.id , WLO.address_id , WLO.dab , WL0.email, WLO.first_name ... 10,575.7 112.5 94 0
SELECT WLO0.id , WLO.blood_pressure , WLO.height , WLO.pulse , WLO.term... 9,656.,4 106.1 a1 0
SELECT group_name FROM GROUPS GROUPS 'WHERE groups, usetnanme = @ 9,2949.7 123.3 75 u]
SELECT WLO.id , WL0,address_id , wLO.dob , WL0.email , WLO.first_name ... ,682,7 118.9 73 0
SELECT COUNT {* ) FROM MedRecIMSState 488 61 3 a

Understanding the All SQL Tab

The All SQL tab displays the SQL Statement table, which contains the
following columns.

» SQL. The name of the SQL statement that was invoked by the application
server.

> Total Time. The total latency of all invocations of the SQL statement.
» Avg Time. The average latency of all invocations of the SQL statement.

» Count. The number of times the SQL statement was invoked by the
application server.

» Exceptions. The number of times that the statement generated an
exception.
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Viewing SQL Statement Details

To view the SQL statement details, double-click on the relevant statement.
The SQL statement details dialog box opens, displaying all the information
shown in the SQL table for each statement.

FELECT WLO.id , Wl0.record_date , WLO.diagnosis , WLO.notes , WLO.pat_id , WlLO.phws_id,

LO.symptoms , WLO.vital_id FROM record WLO WHERE ( WLO.id =7

The SQL statement details dialog box enables you to view the full string of
the SQL statement and to copy the text.
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Analyzing Performance Using the Exceptions Tab

The Exceptions tab displays all the exceptions that were generated in the
application server for methods that have been instrumented.

{2t Surmmary I = Hotspats | B Metrics I =] all Methods I all soL
& Collections & Exceptions #.. Server Requests | (™ Heap Breakdown
Diouble click on aree exception to see the Full stack krace.
Skack, Counk
jawva.lang. ArithmeticException: | by zera a
at com.mercury.qa.callchain.ejb. CSessionBean. ExceptionThrower(CSessionBean. java: 495
at com.mercury.qa.callichain.ejb. CSessionEean. e{CSessionBean. java: 330 145,341

com.bea.content . NoSuchhodeException: Invalid unique id:
at com.bea.content.manager.internalModeOpsEean. getMode(NodeOpsEean. java: 473)
at com.bea,content.manager.internal ModeOpsEJE_e40s0j_ELOImpl.getModeiMNodeOpsE] 6, 580

rom.bea.content . RepositoryException: Invalid unique id: o
at com.bea.content.manager.internal,ModeOpsEean. validateFulld{ModeOpsEean. java: 32
at com.bea.content.manager.internal ModeOpsEean. getMode(MNodeOpsEBean. java: 469) 6,580

rom.bea.content. manager . MoSuchRepaositaryConfigException: Error Finding repositary: Wirtual
at com.bea.content.managet.internal RepaositoryOpsBean, getRepositaryCanfiglRepasitar
at com.bea,content.manager.internalRepositaryOpsEIE_yw9bnjx_ELOImpl.getRepositoryd3, 190 LI

Reminder: The exceptions reported are only For those methods which have been instrumented.
If a non-inskrumented method throws an exception which was caught and handled, that exception will not be
reported,

Note: If a non-instrumented method throws an exception which was caught
and handled, that exception will not be reported
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Understanding the Exceptions Tab

The Exceptions tab displays the Exceptions table which contains the
following columns:

» Stack. Shows the first three lines of the exception stack trace.
» Count. The number of times the exception was generated.
To see the full stack trace of the exception, double-click the row containing

the exception to open the Exception dialog box.

~Exception details

Thrown: 6,380 times

com. bea, content. MoSuchModeException: Invalid unique id: -

at com.bea.content.manager.internal NodeOpsEean. getMode(ModeOpsBean, java: 47,

at com.bea,content.manager internal NodeOpsEJE_e40s0j_ELOImpl.getNodelModeOp

at jsp_servlet._framewark, _skeletons. _beatools,_nav_content_editor, _jspService(n:

at wehblogic,servlet. jsp, JspBase. service( JspBase. java: 33)

at wehblogic, servlet. internal, ServietStubImplServietInvacationAction. runiServigtStubl

at wehblogic, servlet internal, ServletStubImplinvokeServlet{Servlet StubImpl. java:419)

at wehblogic, servlet. internal, ServletStubImpl invokeServlet{Servlet StubImpl.java: 315)

at weblngic.servlet.internal.RequestDispatcherImpI.include(RequestDispatcherlmpl.jivlll
»

Kl |
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Analyzing Performance Using the Server Requests Tab

The Server Requests tab displays information about the server requests
made to the application server.

ﬁ Summary I = Hatspats I B2 Metrics I a All Methods I . All SoL

& Collactions I & Excephions g Server Requests = Web Services | (> Heap Breakdawn

Filter by Server Request Type &l Types |_

=)
estore/contralfcammitarder 390.1 390.1 1.0 270.0

Static Content 351.8 1.0 353.0 0.3
[estore/contralfproductdet ails 2429 242.9 1.0 100.0

weblogic, servlet.internal. ServletRequestImpl.ge. .. 216.2 0.3 778.0 0.3|Web Tier/Session
Jestorefcontrolfcart 165.2 165.2 1.0 110.0

estore/contral/product 76.1 76.1 1.0 40.0

estore/contralfsignout 59.1 59.4 1.0 20.0

Jfestare/controlflanguage 53.7 58.7 1.0 40.0

trstaretrnnkenl fieheckank 49.Nn 49.0 1.0 4.0

Double click one of these Slow Instances to see a call prafile

JestarefcontrolfveriFysignin 051806 10:25...| 05/18/06 10:2... 419.9

Understanding the Server Requests Tab

The aggregated server request table at the top of the tab lists the aggregated
performance information for all instances of the server requests.

When you select a server request in this table by clicking the row, the table
at the bottom of the tab is populated with the three server request instances
that have the worst total time.

When you double click on a server request in this table, the Profiler displays
the call profile for the selected aggregated server request in a new window.
For more information about the call profile window, see “Analyzing
Performance Using the Call Profile Window” on page 247.
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The aggregated Server Requests contains the following columns:

Server Request. The URI or the root method for the server request.

Note: The URI parameters are trimmed. To break down server requests
according to URI parameters, contact Mercury Customer Support.
(http://support.mercury.com)

» Total Time. The total latency of all invocations of the server request.

» Average Time. The Average latency of all invocations of the server
request.

» Count. The number of times this server request was invoked.

> Avg CPU (not enabled by default). The CPU time that the method used
during an average invocation.

The Avg CPU metric is not enabled by default. To enable it, change
use.cpu.timestamps in the capture.properties file located in
<probe_install_directory>\etc from false to true.

Note: CPU time is supported on Windows, Solaris 8 and above, and AIX
5 and above.

» Layer. Displays the layer for server requests that were invoked by root
methods that are not part of an HTTP request. HTTP server requests do
not have a layer.
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Viewing the Slowest Instances for a Server Request

When you click on a server request, the bottom section of the window
displays a table containing the three slowest instances of the server request.

To view the instance call profile for an instance of a server request, double-
click a server request instance. For more information about the call profile

window, see “Analyzing Performance Using the Call Profile Window” on
page 247.

@aisol | & Colections |« Exceptions B Server Requests | > Heap Breakdawn
Iphysicianisearch.do ZZ,499,9 5.8 629
fphysicianylogin.do 17,9559 23,5 630
com.pointbase, net,netJDECPreparedStatement, executeuery) 365 50,9 17 DatabaselIDBCS,,,
findex. jsp 43.9 0.2 315

Double click one of these Slow Instances ta see a call profile
com.pointbase. net.netIDBCPY. .. 12/07/05 10:02:44.046 12/07/05 10:02:44.171 125
com.pointbase . net.netIDBCPY. .. 12/07/05 09:42:44,062 12/07/05 09:42:44,155 94
com.pointbase, net.netIDBCPY. .. 12/07/05 09:37:44,078 12/07/05 09:37:44,217 140

The table contains the following columns:

> Server Request. The name of the server request.

» Start Timestamp. Point in time when the server request instance was
invoked.

» End Timestamp. Point in time when the server request ended.
» Total Time. Total amount of time the server request took to execute.

» Threw Exception. Indicates whether or not an exception was thrown
during the processing of this server request instance.
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Analyzing Performance Using the Call Profile Window

The Call Profile Window displays a graphical representation of the method
call stack for a selected server request. The depicted server request can be an
aggregation of all of the calls made to the selected server request or a single
instance of the server request depending on the server request on which you
drilled down to open the call profile window. The metrics depicted in the
graphical representation of the call stack are also depicted in the Call Tree
Table on the same tab.

Types of Call Profile Windows

There are two types of call profile windows that are displayed depending on
the how you navigated to the tab:

» The Instance Call Profile window displays the method calls that were made
during the processing of the server request on which you drilled down.

» The Aggregate Profile window displays an aggregation of all of the method
calls that were made during the processing of all of the server requests that
were the same as the one on which you drilled down.

Description of Call Profile Window

The Call Profile Window is made up of three areas:

» Call Profile Graph graph
> Call Tree Table

» Metrics Inspector
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The following image is an example of an Aggregate Call Profile Window
showing all three of these areas:

& Mercury Diagnostics - /estore/control/productdetails

s 5 118 1 2% 205 35 43 412 53 Gadns

lestorelcontrollproductdetails

MainServiet.doGet()
JspBase.service()
JspBase.service()

InventoryEJB.egjbFindByP rimaryK ey()

OracleStatement.executeQuery()

. =i - 1 0.0 NS Jestore/control/productdet...
=100 ainServiet, doGet() 1 Application Narme
E99.4% IspBase.servicel 1 Arguments
IEEI92.4% JspBase.servic 1 hame festorejco...
; . Signakure
EIE:I]A% InwventoryE> z T
+30.4% OracleSts z Type
LRI lestorefco...
Fvcention n

The three areas of the Call Profile Window work together to provide you
with the information that you need to diagnose performance issues in your
applications. When you click a call box in the Call Profile graph, the
corresponding row is selected in the Call Tree table and the metrics for the
selected call are displayed in the Metrics Inspector. When you click on a row
in the Call Tree table the corresponding call box in the Call Profile graph is
selected and the metrics for the selected call are displayed in the Metrics
Inspector.

Note: There are differences in the layout and the metrics that are displayed
in the Call Profile Window depending on the type of call profile that
Diagnostics is displaying. These differences will be noted as each of the areas
of the window are described.
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Call Profile Graph

The following image is an example of an instance call profile graph.

i Mercury Diagnostics - festore/control/productdetails

lestorelcontroliproductdetails

MainServiet.doGet(

JspBase.service()
JspBase.service()
InventoryE JB.gbFindByPrimaryKey()

OracleStatement.executeQuery()

The horizontal axis of the Call Profile represents elapsed time, where time
progresses from left to right. For aggregated call profiles, the scale across the
top of the profile denotes the total time.

For instance call profiles, the calls are distributed across the horizontal axis
based upon the actual time when they occurred and so their positions help
to show the sequence of each call relative to each other. The scale across the
top of the instance call profile denotes the elapsed time since the server
request was started.

The vertical axis of the call profile depicts the call stack depth or nesting
level. Calls that are made at the higher levels of the call stack are shown at
the top of the call profile and those made at deeper levels of the call stack
are shown at the lower levels of the profile.

Each call box in the instance call profile represents a method call. The left
edge of the box is the start time of the method call and the right edge is the
return time from the call. The duration of the call is therefore represented by
the length of the box. The position of the call box along the horizontal axis
indicates the actual time when the call started and ended. The call boxes
that appear directly beneath a call box are the child calls that are invoked by
the parent call above them.
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The gaps between the call boxes on a layer of the instance profile indicate
one of the following processing conditions:

The processing that took place during the gap occurred in code that is local
to the parent at the previous higher level in the call profile and not in child
calls in a lower layer.

» The call was waiting to acquire a lock or mutex.

» The processing that took place during the gap occurred in a child call that

was not instrumented or included in a capture plan for the run.

The Critical Path in the Call Profile Graph

The path through the call profile that has the highest total latency is the
critical path. Call boxes that are part of the critical path are colored red so
that you can identify the methods that make up the critical path. Call boxes
that represent calls that are not a part of the critical, high-latency path are
colored grey.

Call Profile Graph Teletypes

If the duration of a call is very short or if the call appears further down in
the call stack, the size of the call box can cause the name of the method that
the call box represents to become too small to read. You can view the name
of the method along with other details for a selected method by holding
your pointer over the call box to cause the tooltip to be displayed. You can
also see the details for a method selected from the call profile in the Metrics
Inspector.

The tooltip contains the following details for the selected call box:

Method Detail Description L C
Type
Method Name Name of the method represented by the call | Aggregate
box Instance
Layer Name The name of the Diagnostics layer where the | Aggregate
call occurred. Instance
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Method Detail Description Window
Type

Total Contribution | The percentage contribution to the total Aggregate
latency of the server request that the Instance
methods processing contributed.

Call Count The total number of times that the method Aggregate
was called during the execution of the
aggregated server requests instances.

Total Latency The cumulative latency attributed to the Aggregate
processing of the method. Instance

Average Latency The average latency that can be attributed to | Aggregate
each of the method executions for the
aggregated server request instances.

Call Tree Table

The Call Tree table appears directly below the Call Profile. This table shows
the same information that is represented in the Call Profile. The following
image is an example of a Call Tree table for an aggregate profile.

Call Average Latency Count Tokal CPU Anvg CPL
100% [estorefcontraolfverif 268 13,860.0
999.9% MainZerylet. doPo 4.8 263 950.0 3.5
:E"]g.ﬁ% MainServlet.do 34.7 265 950.0 35
I;E}BE.E% MainJerylet. 73.6 263 330.0 31
| B0%  $Prowy.getf 0.0 11

=0%  ShoppingCli 0.0 10
0% FrofileMg 0.0 6

Eomed el non 2

The first row in the table contains the root of the call stack which is the
server request on which you drilled down when the Call Profile Window was
displayed. The children rows in the tree are the method calls that were made
as a result of the server call. The method calls that are parents in the call
stack have the expand / collapse control in front of them so that you can
control whether the parent’s children are displayed or not.
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Note: When you click on a row call in the Call Tree table, the corresponding
box is selected in the call profile graph and the metrics for the selected call
are displayed in the Metrics Inspector.

The Call Tree Table contains the following columns:

Window

Column Label Description
Type

Call The name of the Server Request or Method Aggregate
Name. The percentage contribution of
the method call to the total latency of
the service request precedes the name.
The percentage is colored red for those
calls which are on the call tree's critical
path.

Instance

Average Latency The average latency that can be attributed to | Aggregate
each of the method executions for the
aggregated server request instances.

Count The total number of times that the method Aggregate
was called during the execution of the
aggregated server requests instances.

Total Latency The cumulative latency attributed to the Instance
processing of the method.

Total CPU The total amount of CPU time used by the Aggregate
processing for the selected method or server
request.

Instance

Average CPU The average amount of CPU time used by Aggregate
each of the aggregated method calls
included in the selected method or server
request.
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Note: The Total Latency for a parent call includes not only the sum of the
latency of each of its children but also the latency for the processing that
the method did on its own.

Metrics Inspector

The Metrics Inspector lists the metrics related to the server request or
method selected in the Call Profile Graph or in the Call Tree Table. The
following example shows the Metrics Inspector for the aggregated call
profile.

= festore control/cart
Application Marme
Argurnents
Marme lestare/contraljcart
Signature
Rook Method
Tvpe
LRI lestare/contraljcart
Exceptions 0
Counk 1
Tirmeouks 0
= Latency
Tokal CPU 30.0 ms
Exclusive Total Latency 0.1 ms
Mazx, Latency 258.4 ms
Min. Latency 258.4 ms
Skandard Deviation 0.0 ps
Tokal Lakency 253.4 ms
Average Latency 258.4 ms

To view the details of a particular call in the Metrics Inspector, select the call
from the Call Tree Table or in the Call Profile Graph.

The metrics that are included in a metric category can be hidden or
displayed by expanding or collapsing the list of metrics using the plus sign
(+) and minus sign (-) next to the category name. Alternatively, you can
double-click the category name to expand or collapse the list of metrics.
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Analyzing Performance Using the Web Services Tab

The Web Services tab contains graphs displaying the slowest Web service
operations (inbound Web service calls) received and processed in your
monitored environment and the slowest outbound Web service calls made
from within your monitored environment.

ﬁ Summary I = Hotspaots | i [Metrics | 1 all Methods I g Al 0L
& Collections | 1 Exceptions | #. Server Requests £ web Services ("> Heap Breakdown

MedRecWehSerices getRecordsSummary

T T EEEEET e |

MedRecWehSemwices getRecord o
This chart shows Web
Service operations that are
taking the longest time to
complete,

MedRec\WehSerdces . atientByLastMamewild [

mMedRecWebServices: indPatiemByS S ]

Click a bar to display a call
profile, or view all web
service reguests,

I
0ms 40 ms 80 ms
Mean Latency

#2 Slowest Web Service Operations

This chart shows the
invocations of outbound Web
Service operations that are
taking the most time,

Click a bar to display a call
profile from that outbound
Web Service call, or view all
outbound Web Service calls,

T T | T ] 1 T
0ms 40 ms 80 ms 120 ms

Slowest Outhound Weh Service Calls

=
=
=

Mean Exclusive Latency

Web service operations and calls are displayed in the graphs, in the
following format:

<Web-service-name>::<operation-name>.

For example, MedRecWebServices::getRecordsSummary.
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Understanding the Web Services Tab

The Web Services tab contains the following two graphs:

Slowest Web Service Operations Graph

The Slowest Web Service Operations graph displays the slowest Web service
operations (inbound Web service calls) received and processed in your
monitored environment.

The J2EE Diagnostics Profiler displays Web service operations as a type of
server request.

You can view the call profile for a Web service operation displayed in the
graph, by clicking the bar representing the relevant Web service operation.
For more information about the call profile window, see “Analyzing
Performance Using the Call Profile Window” on page 247.

You can view a list of all the Web service operations in the Server Requests
tab, by clicking the view all web service requests link to the right of the
graph. For more information about the Server Requests tab, see “Analyzing
Performance Using the Server Requests Tab” on page 244.

Slowest Outbound Web Service Calls Graph

The Slowest Outbound Web Service Calls graph displays the slowest
outbound Web service calls made from within your monitored
environment.

The J2EE Diagnostics Profiler displays outbound Web service calls as remote
calls within a server request.

You can view the call profile for the server request containing a particular
outbound Web service call displayed in the graph. To view the call profile,
click the bar representing the relevant Web service call. For more
information about the call profile window, see “Analyzing Performance
Using the Call Profile Window” on page 247.
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Note: If the remote call is part of more than one server request, when you
double click the method, a dialog box opens and asks you to select the
relevant server request. Double-click the appropriate server request row to
view the call profile.

You can view all the outbound Web service calls in the All Methods tab, by
clicking the view all outbound Web service calls link to the right of the
graph. For more information about the All Methods tab, see “Analyzing
Performance Using the All Methods Tab” on page 236.



12

Analyzing Memory with
J2EE Diagnostics Profiler Screens

This chapter provides a detailed description of the screens, graphs, and
tables that are used to present the J2EE memory diagnostics metrics for the
application that is being analyzed.

This chapter describes: On page:
Analyzing Memory Using the Collections Tab 257
Analyzing Memory Using the Heap Breakdown Tab 262

Analyzing Memory Using the Collections Tab

The J2EE Diagnostics Profiler can monitor your applications’ memory usage
using Light Weight Memory Diagnostics (LWMD). LWMD monitors the
memory used by your applications by tracking collection objects.

Accessing the Collections Tab

By default, LWMD is disabled so that the J2EE Probe will not impose the
additional overhead on its host when you do not need the memory
diagnostics metrics.

To enable LWMD and the Collections tab:

In the auto_detect.points file located in <probe_install_directory>\etc,
uncomment the following 2 lines:

;[Light-Weight Memory Diagnostics]
;keyword = lwmd
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Understanding the Collections Tab

The Collections tab displays the memory metrics in a graph and a
corresponding table that display the collections that are growing the fastest
and that have become the largest.

MERCURY"
£5t Summary | = Hotspats | & Mettics I 1 all Methads
. All S0L 5 Collections | 1. Exceptions I ’ﬂg Server Requests I = Web Services | (3> Heap Breakdown
300 This screen shows the Top M collections by

size or by growth since last baseline talken
by the probe., The chart to the left shows

2 200 L -

= the history of the size or growth Faor the

2 selected collection instances in the lower

2 100 8 e e s e e R R e table. History will only be retained while the

b profiler is running.

S 04

§ Show Top M |By Growth Since Last Baselinei

B 00

= ! To dynamically adjust the number of top

g ! ! ! h collections tracked by probe, change the

I -200 —phetateaaani e bt b property 'lwm.diagnostics.top.n' in the

5’ probes etcjdynamic. properties file.

] -300 T T T T T : ) : .

1508:20 151640 152500 153320 154140 155000 Collections which show a continous size or
growth increase may be a sign of a memory
w java,util. Hashtable ® java.util.Properties leak.

jawa. uhl Ha.. I|r||J'|| AN

You can choose to display the top collections according to either size or
growth since the last baseline by selecting either By Size or By Growth in
Last Baseline in the Show Top N box.

The Collections tab is divided into the following sections:
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Collection Description Table

java.util, Hashtable  [weblogic, serviet.internal... weblogic, servlet.internal sess.,.| 06/11/06 11:4%:,.,| 06/13/06 1...
jawva.util.Hashtable  |java.util. Vector weblogic, servlet.internal Htkp,.. | 06/12/06 11:18:...| 06/13/05 1... 158
jawa.util.HashMap  fweblogic, utils. collections. .. weblogic,utils.collections. Soft. .. | 06f11/06 11:49:,..| 06/13/06 1... -140
java.util, Treeset java.io.File weblogic,servlet.logging.Log... | 06f11/06 16:55:,..| 06/11f06 1...

=

The Collection Description table contains the following columns:

» Collection. The collection type.

» Classes Contained. The type of the objects contained within the collection.
If there are multiple types of objects found within the collections, the value
in the table appears as Unknown.

» Allocation Point. The location where the collection is allocated in the code.
» Allocation Timestamp. The time at which the collection was allocated.

> Last Size Increase Timestamp. The last time that a size increase was
captured.

» Growth Since Last Baseline. The increase or decrease in the number of
objects within the collection since the last baseline.

» Size. The number of objects in the collection.
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Collection Display Graph
When you click a collection in the Collection Description table, the
Collection Display graph shows either the size or the growth of the
collection since the last baseline, depending on what you selected in the
Show Top N box to the right of the graph.

300

200

100

-100

-200

& By Growth Since Last Baseline

-300 4 ; ; . . i
15:08:20 151640 152500 153320 154140  1550:00

@ java.util.Hashtable ® java.util.Properties

Note: You can select more than one collection to display on the graph using
the Control key.

Setting a New Baseline

The baseline determines the time from which the growth is going to be
measured. You can view the time that the last baseline was set at the bottom
of the Collections tab window.

You can force a new baseline by clicking Manual Baseline.

By default a new baseline is set automatically every hour. You can change
the automatic baselining interval in the dynamic.properties file.
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Note: There is no need to stop the application server when you change the
automatic baselining interval.

To change the automatic baselining interval

In the <probe_installation>\etc directory, in the dynamic.properties file,
locate the following line:

Iwm.diagnostics.auto.baseline.interval=60m

In that line, change the time interval according to your needs, as explained
in the file.

Note: If you want to stop automatic baselining, enter 0 for the time interval.
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Analyzing Memory Using the Heap Breakdown Tab

The J2EE Diagnostics Profiler can monitor your applications’ memory usage
by performing Heap Breakdown analysis. The Heap Breakdown tab displays
the memory metrics in a table and in a corresponding graph.

ﬁ Summary I = Hokspots I E Ietrics | ] all Methods
&l SoL | & Collections | v, Exceptions | #.. Server Requests (> Heap Breakdown
289,000 B 937

w 287,000 To the left is a chart showing

] the change in instance counts

é 285,000 of the selected class,

£

5 283,D§§q T T T T Click @t to sample naw.,

17:47:35 17:47:40 1747445 17:47:50
= char[] Don't auto-zample LI

Class Bytes Count +J- Last +/- First

java.lang. String 6,353,152 256,798 4678

Chiject[] 9,984,344 [162,393 15906

java, util. HashMap$Ertry 2,503,176 104,299 676

iava, utkil, Arravlist 1,556,736 64,564 189

com. mercury,opal, capture.inst, MethodData 3,364,144 60,074 ] ]

java.lang. Integer 706,000 44,125 514z 12031

weblogic, management.internal WeblLogicAttribute 535,680 335,480 5580 13020 ;I

Accessing the Heap Breakdown Tab

By default, Heap Breakdown is disabled so that the J2EE Probe will not
impose additional overhead on its host when you do not need the memory
diagnostics metrics.

To enable Heap Breakdown and display the Heap Breakdown tab:

1 Add the files in the directory <probe_installation>\lib\<platform> to the OS
environment path.

2 Add ‘-Xrunheapdump’ to the command line that starts the JVM and the
application server.
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Understanding the Heap Breakdown Tab

The Heap Breakdown tab is divided into the following sections:

Heap Metrics Table

i

8,203,572

java.lang.String 341,528
Chject[] 10,839,416 |149,283
java.util. Hashiap$Entry 3,139,416 130,309

java, ukil Arrawlist

1,780,824 |74,201

com. mercury.opal capture.inst. MethodData

3,578,960 63,910

com. mercury.opal capture LWMDC apturedgent$L\WwMDDat a

1,976,920 [22,465

1] 1}
u] 0
o] 0
o] 0
u] 0
u] 0
u] 0

java,util. HashMap

55,640 71,391

The Heap Metrics table contains the following columns:

» Class. The name of the class.

» Bytes. Actual amount of memory, in bytes, that has been allocated or used

by objects belonging to this class.

» Count. The number of objects belonging to this class that are stored in the

JVM.

> +/-Last. The count change since the most recent time a heap snapshot was

taken.

» +/-First. The count change since the initial heap snapshot was taken

Heap Breakdown Graph

When you click a class name in the Heap Breakdown table, the Heap
Breakdown graph shows the count over time of objects belonging to that

class.
289,000 937

w 287,000 , ; ;

[=E] 1 H

2 | 3 i |

B ze50004 o T e

B H =R i kil i i

£

a 253,0864 | i T |
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Note: You can select more than one class to display on the graph using the
Control key.

Sampling

The data displayed in the Heap Breakdown tab is a snapshot of the system.
You can choose how frequently the system takes an automatic sample by
selecting one of the autosample options in the autosampling list box next to
the graph. You can manually take a sample snapshot by clicking the sample
button.

Note: The Profiler does not support Heap Breakdown in JRockit. Instead,
you can use BEA’s memory leak detector tool, which is built into JRockit, to
monitor memory usage.
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Using the .NET Diagnostics Profiler

This chapter provides an overview of the processing of the Mercury
Diagnostics Profiler for .NET, descriptions of the screens, and instructions
for using some of the global user interface controls.

This chapter describes: On page:
Accessing the .NET Diagnostics Profiler 268
Mercury Diagnostics Profiler for .NET Processing 269
Common .NET Profiler Tab Navigation and Display Controls 270

Note: The Mercury Diagnostics Profiler for .NEToperates in an unlicensed
mode with load restrictions until the probe is able to connect to a
Diagnostics Server that has been properly licensed. In unlicensed mode, the
Profiler is limited to capturing data from 5 concurrent threads.

For more information about licensing, refer to the Mercury Diagnostics
Installation and Configuration Guide.

If you installed the probe from the Mercury Web site and you want to use it
with a Diagnostics Server, contact Mercury Support.
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Accessing the .NET Diagnostics Profiler

268

The .NET Diagnostics Profiler is installed as part of the Mercury Diagnostics
Probe for .NET (.NET Probe).

Once you have installed and configured the .NET Probe and you have
started the application that is being monitored, you can access the .NET
Diagnostics Profiler from your browser and view diagnostics data. You can
also access the .NET Diagnostics Profiler by drilling down from the Mercury
Diagnostics screens.

Important! When the .NET Probe is installed to work with a Mercury
Diagnostics Server, the Mercury Diagnostics Profiler for .NET is disabled by
default. To enable the .NET Diagnostics Profiler, refer to the Mercury
Diagnostics Installation and Configuration Guide.

To access the .NET Diagnostics Profiler from your browser:

In your browser, go to the .NET Diagnostics Profiler URL:
http://<probe_host>:<probeport>/profiler.

The probes are assigned to the first available port beginning at 35000.
Type your username and password.

You are prompted to enter a username and password.

The default username is admin. The default password is admin.

For more details about usernames and passwords, see the Mercury Diagnostics
Installation and Configuration Guide

To access the Diagnostics Profiler from Mercury Diagnostics:

From any Status screen in Mercury Diagnostics, right-click the probe entity
and select Open Mercury Diagnostics Profiler from the menu.

Alternatively, in the probe standard view screen in Mercury Diagnostics,
right-click the probe entity in the detail table and select Open Mercury
Diagnostics Profiler from the menu.
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If the Profiler fails to open when performing the drill down, ensure that you
have set a default browser within your operating system.

Mercury Diagnostics Profiler for .NET Processing

This section describes the way in which the .NET Probe monitors your
application and how this data is displayed in the .NET Diagnostics Profiler.

Monitoring Method Latency and Call Stacks

The Mercury Diagnostics Probe for .NET (.NET Probe) monitors your
application and keeps track of the metrics for all of the instrumented
methods that your application calls. As it is monitoring, it captures the call
stack for the three slowest instances and the single fastest instance of each
server request. When a new server request instance is encountered that is
slower than one of the currently captured instances for the server request, it
replaces one of the previously captured instances. In the same manner the
captured call stack for the fastest instance is replaced when an instance that
is even faster is encountered.

The .NET Diagnostics Profiler displays metrics for all of the instrumented
methods. You can drill down to the instances of the methods that were
included in one of the four server request call stacks that were captured
when you accessed the .NET Diagnostics Profiler user interface. While you
are analyzing the information displayed on the various tabs of the .NET
Diagnostics Profiler, you are working with the methods and call stacks
captured from the time that the user interface was started. In the meantime
the .NET Probe continues to monitor your application, capture method
metrics, and capture call stacks.

For more information on monitoring method latency with the .NET
Diagnostics Profiler, see Chapter 14, “Analyzing Method Latency with .NET
Diagnostics Profiler Screens.”
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Monitoring Application Memory

The .NET Diagnostics Profiler allows you to monitor your application’s
memory usage using one of the following methods:

» Light Weight Memory Diagnostics
» Heap Breakdown

Light Weight Memory Diagnostics allows you to monitor the collections
that your application has created, and to identify the largest collections and
the fastest growing collections. With Heap Breakdown you can monitor the
heap generation breakdown and the objects that are stored in heap. This
helps you to identify objects that may be leaking.

For more information about Light Weight Memory Diagnostics, see
“Analyzing Memory Using the Collections Tab” on page 293.

For more information about Heap Breakdown, see “Analyzing Memory
Using the Heap Tab” on page 301.

Common .NET Profiler Tab Navigation and Display Controls

270

This section describes the following features and controls that are common
to all of the .NET Profiler tabs: Refresh now, Reset, Snapshot and Help:

Reset
Refresh Now! Snapshot Help

Mercury Diagnostics Profiler Prebe: Sallchain NET Wersion: 4,0,1004,133 Restricted: (5)[threads, Copfright@®2004-3006 Mercury Interactive Cotp.

.
Server Requests | SQL | Methods | Call Tree | Exceptions | Collections | Heap Bafimehincal | B"“t| Snzechol

Sampled: Monday, February 06, 2006 10:16:43 AM
Baselined: Monday, February 08, 2006 9121107 AM
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Refreshing Metrics

Click Refresh Now to refresh the information displayed on the tabs with the
latest metrics and call stacks.

Refresh Mow!

After you refresh the metrics, the .NET Diagnostics Profiler continues to
monitor and collect metrics using the same baseline for the calculations of
instance counts, average latency, and slowest latency. It also continues to
use the captured call stacks as a basis of comparison for finding new call
stacks to capture.

Resetting Metrics

You can force the .NET Diagnostics Profiler to use new baselines for the
calculation of instance counts, average latency, and slowest latency, and to
force-drop all captured call stacks, by clicking Reset.

Reset

After you reset the metrics, the .NET Diagnostics Profiler begins collecting
data with new baselines and starts processing the instance trees as though
the profiler had just been started.

Note: You may want to click Reset once your system has warmed up so that
you can do your performance analysis using metrics that are more
representative of the processing that takes place when your application is
running in steady state.

271



Part IV e Using the Mercury Diagnostics Profiler for .NET

272

Taking a Snapshot

You can capture a snapshot of the data from your profiler session into an
.xml formatted file, by clicking Snapshot.

Snapshot

The resulting snapshot can be used, for example, as a report that is
distributed to your colleagues or as a point of reference when you are about
to make changes to your applications. The snapshot includes the profiler
tabs so that you can review and analyze the data in the snapshot in the same
way that you would view it in the Profiler.

The Profiler displays a dialog box that indicates the path to where the .xml
file is stored. When you open the snapshot, the saved profiler data is
displayed in your browser.

Accessing Help

When you click Help, on the top right hand corner of the screen, you access
the on-line help manual for the Mercury Diagnostics Profiler for .NET.
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Analyzing Method Latency
with .NET Diagnostics Profiler Screens

This chapter provides a detailed description of the screens, graphs, and
tables that are used to present the .NET performance metrics for the
application that is being analyzed.

This chapter describes: On page:
Analyzing Performance Using the Server Requests Tab 274
Analyzing Performance Using the SQL Tab 279
Analyzing Performance Using the Methods Tab 281
Analyzing Performance Using the Exceptions Tab 284
Analyzing Performance Using the Call Tree Tab 286
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Introducing the Server Requests Tab

The .NET Diagnostics Profiler keeps track of all of the method calls made by
your application. The Server Requests tab displays information about the
server request methods. The server request methods are listed in a table that
shows the number of times that each method was executed, along with the
average latency and the slowest execution time for all of the calls to the
method. You can expand each server request listed in the table, to reveal the
latency for the three slowest instances of the server request along with the
single fastest instance.

Note: The .NET Diagnostics Profiler captures call trees for the three slowest
instances and the single fastest instance of each server request. The .NET
Diagnostics Profiler lets you drill into the captured call trees from the Server
Requests tab.
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The Server Requests Tab at a Glance

The Server Requests tab is divided into the following sections:

» Server Request Method Table
» Layer Breakdown Table

» Layer Breakdown Graph

Server Requests | SQL | Methods | Call Tree | Exceptions | Collections | Heap LR ‘ Reset St

Web Tier/ASP,NET 55.3% 41,215
MSPetshop, Web 20.6% 15,381
MSPetShop SQLEeverDAL | 9.4% 7,011
MSPetShop.BLL €.4% 4,736
Diatabars/ADO/Execute 4.6% 3,460
MSPetShop, DAL 2.7% 2,005
Datsbase/ADO/Connection | | 6% 452
MsPetshop, Model 3% 244

+ Systern. Web.HttpRuntime. ProcessRequestMon [/ MsE 249 37,862 3,679,104
+ Systern. Web. HttpRuntirne, ProcessRequestMaw(/MsF 253 17,811 2,812,649
+ Systern.Web.HitpRuntime. ProcessRequestlow(/MzR 248 44,166 1,718,636
- Systern.web HttpRuntirne ProcessRequesthow(/MSP 498 17,662 1,422,978
113,338
74,384
+ Systemn. Web.HttpRuntime. Proces sRequestMow [/ MsE) 498 31,821 1,120,537
+ Systemn. Web.HttpRuntime. ProcessRequestHow(/Msk 249 15,735 379,335
+ Systern. Web. HttpRuntirne, ProcessRequestMaw(/MsF T4E 17,512 727,709
+ Systern.Web. Hi#tpRuntime. ProcessRequestlow(/MsF 243 14,908 703,048
+ Systern. Web. H#tpRuntjme. Proces sRequestlow(/MsF 243 15,578 645,701
+ Systern.Web. HttpRunt|rne, Proces sRequestlow(/MSF 236 4,342 25,967
+ PetShop, BLL Orderlnsgrt, ctor 4 1,502 2,293
Server Request Layer Breakdown Layer Breakdown
Method Table Table

Graph
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Server Request Method Table

The Method table lists the server requests that have been called. You can sort
the table by clicking the column headers.

+ Svstermn. Wweb.HHpRuntime,ProcessRequestiow(fMsPets 249 27,862 2,679,104
+ Svstern. Wweb.HitpRuntinne, ProcessRequestlow(/MzPets 253 17,911 2,913,649
+ Svstermn. Wweb.HHpRuntime,ProcessRequestlow(/ MsPets) 248 44,166 1,718,696
- Systern.Web HtpRuntirne, PracessRequestlow(/MSPets 498 17,662 1,422,973
113,398

74,584

+ Svstern. Wweb.HitpRuntime, ProcessRequestiow(/MzPatS) 498 21,821 1,120,537
+ Svstermn. Wweb.HHpRuntime,ProcessRequestiow(fMsPets 249 15,735 779,335
+ Svstern. Wweb.HitpRuntinne, ProcessRequestlow(/MzPets 746 17.512 F27,70%9
+ Svstermn. Wweb.HHpRuntime,ProcessRequestiow(fMsPets 249 14,908 FO3,048
+ Svstern. Wweb.HitpRuntinne, ProcessRequestlow(/MzPets 249 13.578 545,701
+ Svstermn. Wweb.HHpRuntime,ProcessRequestow(f MSPets 236 4,342 25,967
+ PetShop.BLL Orderlnsert.. ckar 4 1,502 5,295

The following columns are included in the table:

» Method. The server request methods that were called.

If a server request method was called more than once, the method name
is preceded by a plus sign (+) or a minus sign (-) to indicate that the
instance specific latency information is available for the server request.

» Calls. The number of times that the server request method was invoked.

» Average. The average latency for all of the calls to the server request
method. The average latency is shown in microseconds.

> Slowest. The response time of the instance with the longest latency. The
slowest response time is shown in microseconds.
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Layer Breakdown Table

The Layer Breakdown table shows the amount of processing time that was
spent in each layer while executing a selected instance of a method call. The
table can be sorted by clicking the column headers.

Web Tien/ASP.HET 55.3% 41,215
MSPetShop.Web 20, 6% 15,381
MSPetShop. SQLServerDal 9,49 7,011
MSPetShop. BLL 5,49 4,786
Database/ADO/Execute 4.6% 3,460
MSPetShop. DAL 2,79 2,005
Database/ADO/ Connadion 6% 452
MSPetShop.Model Rk 244

The following columns are included in the table:

» Legend. The color that is used in the Layer Breakdown graph to depict
the processing that took place in the layer.

» Layer Name. The name of the layer where the processing for the server
request took place.

> %. The percentage of processing time that was spent in each layer, for a
selected server request.

» Time. The latency measured for the processing that took place in the
layer, for a selected server request. The time is shown in microseconds.

Layer Breakdown Graph

The Layer Breakdown graph shows the amount of processing time that was
spent in each layer while executing a selected instance of a method call. It is
a graphical representation of the information shown in the Layer
Breakdown table.

The graph is divided so that each layer is depicted as an area on the graph
that is proportional to the percentage of processing that was performed in
the layer. Each layer is displayed in a different color, as shown in the Legend
column in the Layer Breakdown table.
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Viewing Instance Information for Server Requests

If a server request method was called more than once, the method name in
the Server Request Method table is preceded by a plus sign (+) or a minus
sign (-). When you click the plus sign, the entry is expanded to reveal the
three slowest instances of the method along with the single fastest method.
Click the minus sign to the collapse instances shown.

If a server request method was called only once, the entry listed on the
Server Request Method table is not preceded by a plus or minus sign and the
entry itself represents the single instance of the method call. The value in
the Slowest column is the instance’s latency.

Viewing the Layer Breakdown for a Server Request Instance

You can view the Layer Breakdown for a server request instance listed in the
Server Request Method table by moving the mouse pointer over any row
that contains an instance of a server request method call. (A row that does
not have a plus sign (+) or a minus (-) sign before the method name, or that
only has a latency value, is a server request instance.)

When you move the mouse pointer over a server request instance, the
Profiler shows the layer breakdown information for the indicated instance
in both the Layer Breakdown table and Layer Breakdown graph.

Viewing the Call Tree for a Server Request Instance

You can view the call tree for a server request instance listed in the Server
Request Method table by clicking on any row that contains an instance of a
server request method call. (A row that does not have a plus sign (+) or a
minus (-) sign before the method name or that only contains a latency value
is a server request instance.)

When you click on a row with a server request instance, the Profiler switches
to the Call Tree tab and displays the call tree for the selected server request
instance. The method call for the selected server request is highlighted in
blue in the call tree.

For more information on the Call Tree tab, see “Analyzing Performance
Using the Call Tree Tab” on page 286.
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Analyzing Performance Using the SQL Tab

The .NET Diagnostics Profiler keeps track of all of the method calls that your
application makes. The SQL tab displays the SQL methods only. The SQL
methods are listed in the Method table which shows the number of times
that each method was executed, along with the average latency and the
slowest execution time for all of the calls to the method. The Method table
also shows the actual SQL statement when it was included in the SQL
method call.

Each SQL method listed in the table can be expanded to reveal the latency
for each instance of the method that was included in a captured call tree.

Note: The .NET Diagnostics Profiler captures call trees for the three slowest
instances and the single fastest instance of each server request. You can drill
down to the captured call trees from the SQL tab.

SQL Method Table

The SQL tab contains the SQL Method table.

1
Collections | Heap Refresh Now! _!

Server Requests | SQL | Methods | Call Tree | Exceptions
+ PetShop. SQLServerDAL S LHE kL] 4,403 1,401,536
+ Svstern.Data. Sqlclient.5qlCon 249 7.505 1,400,624 | SELECT Account.Emak L.,
- Systermn.Data.SglClient. SqlCom 498 1,996 85,143 | SELECT Itern.Itermnldte...
1,327
1,203
1,149
233
Sustern.Data. Sqlclient.5qlCon 1 41,436 41,496 | SELECT Productld, Mategory...
+ PetShop. SQLServerDAL S LHE 249 2,340 28,950
+ Svstern.Data. Sqlclient.5qlCon 249 1,276 21,954 | SELECT Qv FROM Iremld
+ Svstermn.Data.SqlClient. SglCon 249 1,461 16,101 | SELECT Account Firstoun...
Sustern.Data. Sqlclient.5qlCon 1 1.55% 1,555 | SELECT IternId, Attrl IN...

This table lists the SQL methods that have been called, and displays latency
information for instances of the SQL method calls that were included in the
captured call trees. The table can be sorted by clicking the column headers.
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The following columns are included in the table:

» Method. The SQL methods that were called. If an SQL method has two or
more instances in the captured call trees, the method name is preceded
by a plus sign (+) or a minus sign (-) to indicate additional instance
specific latency information can be viewed for the SQL call.

» Calls. The number of times that the SQL method was invoked. This count
includes all instances, whether or not they are included in the captured
call trees.

> Average. The average latency for all of the calls to the SQL method. The
average latency is shown in microseconds.

» Slowest. The response time for the instance with the longest latency. The
slowest response time is shown in microseconds.

> SQL. The first part of the SQL statement that was executed by the SQL
method call.

Note: You can display a tooltip containing the entire SQL statement by
holding the mouse pointer over a row in the SQL column.

Viewing Instance Information for SQL Method Calls

The latencies for instances of SQL methods can be displayed if they are
included in one of the captured call trees.

If two or more instances of an SQL method are included in the captured call
trees, that method’s name is preceded by a plus sign (+) or a minus sign (-) in
the Method table. The plus sign indicates that the entry can be expanded to
reveal the latency for each of the captured instances for the selected
method. Click the minus sign to collapse the visible instances.

If only one instance of an SQL method was included in the captured call
trees, the method name in the SQL Method table is not preceded by a plus
sign or minus sign. In this case the table entry itself represents the single
instance of the method call, and the value in the Slowest column is the
instance’s latency.



Chapter 14 » Analyzing Method Latency with .NET Diagnostics Profiler Screens

If no instances of a SQL method were included in the captured call trees, the
method is not preceded by a plus sign or minus sign, and when you click
the method, you get a message indicating that although this method was
called there is no data captured for it.

Viewing the Call Tree for an SQL Method Instance

You can view the call tree for an SQL method instance listed in the SQL
Method table by clicking on any row that contains an instance of an SQL
method call. (A row that does not have a plus sign (+) or a minus (-) sign
before the method name, or that only contains a latency value, is an SQL
instance.)

When you select a row with an SQL method instance, the Call Tree tab
opens, and displays the call tree for the selected SQL method instance. The
method call for the selected SQL method is highlighted in blue in the call
tree.

For information on the Call Tree tab, see “Analyzing Performance Using the
Call Tree Tab” on page 286.

Analyzing Performance Using the Methods Tab

The .NET Diagnostics Profiler keeps track of all of the method calls that your
application makes. The Methods tab is used to list all of the methods. The
methods are listed in the Method table, which shows the number of times
each method was executed, along with the average latency and the slowest
execution time for all of the calls to the method. The methods listed in the
Methods tab include the server requests methods listed in the Server
Requests tab, the SQL methods listed in the SQL tab, and the methods that
generated exceptions shown in the Exceptions tab.

Each method listed in the table can be expanded to reveal the latency for
each instance of the method that was included in one of the captured call
trees. The .NET Diagnostics Profiler captures call trees for the three slowest
instances and the single fastest instance of each server request. The .NET
Diagnostics Profiler lets you drill down to the captured call trees from the
Methods tab.
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The Method Table
The Methods tab contains the Method table.

Server Requests | SQL ,m‘ Call Tree | Exceptions | Collections | Heap Refresh Now! | Beset |
+ System, Web,HitpRuntime.ProcessRequestiow 3475 21,627 3,679,104 =
+ PetShop. Wweb.Global. Application_Error 248 14,396 1,701,324
+ PetShop.Web.OrderProcess. OnLoad 248 23,314 1,556,395
+ PetShop. Web.ProcessFlow. CartController. PurchazeCart 248 23,061 1,550,664
+ PetShop.Web. SignIn. Submitclicked 249 11,543 1,405,137
+ PetShop.Web.ProcessFlow. AccountController, ProcessLogin 249 10,951 1,404,444
+ DetShop.BLL.Account.SignIn 249 10,094 1,403,582
+ PetShop. QLS erverDAL Account, Signln 249 9,545 1,403,022
+ PetShop. SQLServerDAL SQLHelper ExecuteReader 9985 4,403 1,401,536
+ Systemn.Data. Sqlclient. SglCommand.ExecuteReader 998 3,351 1,400,624
+ PetShop BLL Cart GetOrderlinelterns 248 2,466 720,331 .

This table lists the methods that have been called, and displays latency
information for instances of the method calls that are included in the
captured call trees. This table can be sorted by clicking the column headers.

The following columns are included in the table:

» Method. The name of the methods that were called. If a method has two
or more instances included in the captured call trees, the method name is
preceded by a plus sign (+) to indicate additional instance specific latency
information can be viewed for the method call.

> Calls. The number of times that the method was invoked. This count
includes all instances, whether or not they are included in the captured
call trees.

» Average. The average latency for all of the calls to the method. The
average latency is shown in microseconds.

> Slowest. The response time for the instance with the longest latency. The
slowest response time is shown in microseconds.
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Viewing Instance Information for Method Calls

You can view the latency for instances of methods if they are included in
one of the captured call trees.

If two or more instances of a method are included in the captured call trees,
the method name in the Method table is preceded by a plus sign (+) or a
minus sign (-). The plus sign indicates that you can expand the entry to
reveal the latency for each of the captured instances for the selected
method. Click the minus sign to collapse the visible instances.

If no instances of a method were included in the captured call trees, the
method is not preceded by a plus sign or minus sign, and when you click
the method, you get a message indicating that although this method was
called there is no data captured for it.

Viewing the Call Tree for a Method Instance

You can view the call tree for a method instance listed in the Method table
by clicking on any row that contains an instance of a method call. (A row
that does not have a plus sign (+) or a minus (-) sign before the method
name, or that only contains a latency value, is a method instance.)

When you click a row with a method instance, the Call Tree tab opens and
displays the call tree for the selected method instance. The method call for
the selected method is highlighted in blue in the call tree.

For information on the Call Tree tab, see “Analyzing Performance Using the
Call Tree Tab” on page 286.
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The .NET Diagnostics Profiler keeps track of all of the method calls that your
application makes. The Exceptions tab is used to list only the methods that
generated exceptions. The calling methods that generated exceptions are
listed in a table that shows the number of times that each method threw an
exception. This information allows you to quickly determine if your
application is throwing exceptions, and exactly what those exceptions are.

If the exception was included in one of the captured call trees, the exception
class will also be listed in the table along with the latency for each instance
of an exception.

Note: The .NET Diagnostics Profiler captures call trees for the three slowest
instances and the single fastest instance of each server request. You can drill
down to the captured call trees from the Exceptions tab.

Exception Table
The Exceptions tab contains the Exception Method table.

Server Requests | S0L | Methods | Call Tree | Exceptions | Collections | Heap

- PetShop. BLL.Orderlnsert. Insert 245
Svstern, Runtime, InteropServices, COME=ception | 1
- PetShop. 5QLServerDAL Order. Insart [ 245
Svstern, Runtime, InteropServices, COME=ception | 1
- Systern.Data. Sglclient. SqlConnecion. Open | 245
Svstern, Runtime. InteropServices, COMException | 1

This table lists the methods calls that generated exceptions and allows you
to view latency information for instances of the exceptions that were
included in the captured call trees. The rows in this table can be sorted by
clicking the column headers.
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The following columns are included in the table:

» Method. The name of the methods generated exceptions. If a method
generated two or more exceptions and they were included in the
captured call trees, the method name is preceded by a plus sign (+) or a
minus sign (-) to indicate that additional instance-specific latency
information can be viewed for the exception.

» Exceptions. The number of times that the method generated an
exception. This count includes all instances of all classes of exceptions,
whether or not they are included in the captured call trees.

Viewing Instance Information for Exceptions

The latency for instances of exceptions are available to be displayed if they
are included in one of the captured call trees.

If an instance of an exception for a particular method call was included in
one of the captured call trees, the method name in the Exceptions table is
preceded by a plus sign (+) or a minus sign (-). The plus sign indicates that
when you click on the row in the table, the entry expands to reveal
additional rows with the exception class for each of the captured instances
of the exception. The minus sign indicates that when you click on the row
in the table, the entry contracts so that the exception class row is hidden.

If two or more instances of an exception class were included in the captured
call trees, the exception class name in the Exceptions table is preceded by a
plus sign (+) or a minus sign (-). The plus sign indicates that when you click
on the row in the table, the entry expands to reveal the latency for each of
the captured instances for the selected exception class. The minus sign
indicates that when you click on the row in the table, the entry contracts so
that the latency for the captured exception class is hidden.

If only one instance of an exception class was included in the captured call
trees, the exception class in the Exceptions table is not preceded a plus sign
or minus sign. In this case, the table entry itself represents the single
instance of the exception class and the value in the latency for the
exception can be determined from the Call Trees tab.
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Viewing the Call Tree for an Exception

You can view the call tree for an exception listed in the Exceptions table by
clicking on any row that contains an instance of an exceptions class. (A row
that does not have a plus sign (+) or a minus (-) sign before the exception
class or that only contains a latency value is an exception class instance.)

When you click on a row with an exception class instance, the profiler
switches to the Call Tree tab and displays the call tree for the selected
exception instance. The method call that generated the exception for the
selected exception class is highlighted in blue in the call tree.

For information on the Call Tree tab, see “Analyzing Performance Using the
Call Tree Tab” on page 286.

Analyzing Performance Using the Call Tree Tab

286

Introducing the Call Tree Tab

The .NET Diagnostics Profiler captures call trees for the three slowest
instances and the single fastest instance of each server request. The captured
server request call trees are displayed on the Call Tree tab, in the Call
Breakdown graph and in the Call Tree table.

As you analyze the methods presented on the Server Requests, SQL,
Exceptions, and Methods tabs, you navigate to the Call Tree tab to
understand the context of the processing associated with particular
instances of the method’s execution. The call tree allows you to see the
calling and the callee methods for the method of interest as well as the
contribution of those methods to the measured latency.

Accessing the Call Tree Tab

You can access the Call Tree tab directly by clicking the tab or by clicking
one of the method instances listed on the Server Requests, SQL, Exceptions,
and Methods tabs. For information on accessing the Call Tree tab from one
of the other tabs, see the description for the tab in this chapter.
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The Call Tree Tab at a Glance
The Call Tree tab is divided into the following sections:

» Call Breakdown Graph
> Call Tree Table

1
Server Requests | SQL | Methods | Call Tree | Exceptions | Collections | Heap Refresh Now!

- System,Web,HtpRuntime, ProcessRequestlow(/MSPetShops/Signin. aspx]) [41,215 / 74,984 uSec]
PetShop. Web. Signln..ckor [138 / 1358 uSec]
PetShop. Web. Contrals, MavBar,. ctar [06% / 06% uSec]

- PetShop.Web.Contralz, NavBar.Onlnit [124 / 216 uSec]
FetShop.web,Controls. NavBar InitializeCompornent [092 / 092 uSec]

- PetShop, Web. Contrals, MavBar.Page_Load [156 / 225 uSec]
FPetshop.web,.Controls.MavBar. ShowLoggedInArea [069 / 069 uSac]

- PetShop.Web. Signln SubrnitClicked [2,227 / 22,721 uSec]
PetShop.web,WebComponents, CleanString. InputText [124 / 124 uSec]
FPetShop.web.wWebComponents, CleanString. InputText [079 / 079 uSec]
FetShop.web,ProcessFlow. AccountController, . ckor [071 / 071 uSec]

- PetShop.Wweb,ProcessFlaw, AccountCantroller. ProcessLagin [10,632 f 28,620 uSet]
PetShop BLL Account, . ckor [123 / 123 uSec]
- PetSheop.BLL Account. Signln [4,662 F 17,265 uSec]
- PetShop.DALFactory. Account. Create [2,005 F 2,119 bwSec]
Petshop 5QLServerbAL Account, ctor [114 f 114 dSec]
+ PetShop. SQLServerDAL Account, Signln [4,220 F 11,083 uSec]

Call Tree Call Breakdown
Table Graph
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Call Breakdown Graph

The Call Breakdown graph shows the processing time that was spent at each
level of the call tree hierarchy.

Each level in the graph represents the processing at the corresponding level
in the call stack. The length of the bar is proportional to the length of time
spent in performing the methods at that level of the call stack. The positions
where a bar starts and stops indicates the relative time, in relationship to the
other levels, that the processing for the level began and ended. A gap in a
bar, where the bar ends and then resumes again, indicates that the
processing returned to a higher level in the hierarchy before once again
proceeding at the lower level.

There are two ways that you may identify the method associated with a
particular location on the Call Breakdown graph as you mouse over the bars
in the graph.

> As you slide the pointer along a bar in the graph, a tooltip is displayed
with the name of the method associated with each segment of the graph
bar.

» As you slide the pointer along a bar in the graph, the Call Tree table
scrolls so that the method associated with the selected location in the
graph is displayed in the table. The row that contains the selected
method is highlighted in gold.
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Call Tree Table

The Call Tree table lists method calls that are part of a captured server
request call tree in a hierarchical structure.

- Swstem.Web HttpRuntime,ProcessRequestMow(/MSPetShop/Signln.aspx) [41,215 f 74,584 uSec]

PetShop.Web.Signln.. ctor [138 / 138 uSec]

PetShop.Web, Controls. NavBar.. ctor [069 § 069 uSec]

PetShop.Web, Controls, NavBar, Onlnit [124 / 216 uSec]

PetShop, Wweb.Contralz.MavBar. InitializeComponent [092 / 092 uSec]

PetShop.Web, Controls NavBar.Page_Load [156 / 225 uSec]

PetShop Wweb.Contrals.MavBar, ShowLoggedIndrea [069 / 069 uSec]

- PetShop.Web Signln, SubrmitClicked [3,827 / 22,721 uSec]

PetShop Wweb.WebCormponents, CleanString, InputText [124 / 124 uSec]

PetShop Wweb.WebZormponents, CleanString, InputText [075 / 079 uSec]

PetShop Wweb.ProcessFlow, AccountContraller., ctor [071 / 071 uSec]

- PetShop. Wweb.ProcessFlow. AccountContraller.ProcessLogin [10,632 / 28,620 usSec)

PetShop BLL Account..ckar [123 / 123 uSec)

- PetShop. BLL Account. Signln [4,663 f 17,865 uSac]

- PetShop.DALFactory, Account, Create [2,005 / 2,119 uSac]

PetShop SQLServerDAL Account., ctor [114 / 114 uSec]

+ PetShop. SQLServerDAL Account, Signin [4,250 / 11,0832 uSec]

Call Tree Methods

Each method in the call tree is depicted on a separate line containing two
parts: the method name and the latency.

The latency for each method is shown in brackets following the method
name. There are two numbers in the brackets separated by a slash: the
exclusive latency and the total latency.

» Exclusive Latency is the amount of latency that is attributable to just the
processing in the selected method.

» Total Latency is the amount of latency that is attributable to the selected
method and all of its callee methods.

For the method in the following example, the exclusive latency is 156 and
the total latency is 225.

| - PetShop.Web, Controls.NavBar Page_Load [156 f 225 uSec] |
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Method of Interest in the Call Tree

To see a captured call tree on the Call Tree tab you must select a method
instance from one of the other .NET Diagnostics Profiler tabs. When you
select an method instance from a tab the Call Tree tab opens with the call
tree that contains the selected instance scrolled so that the selected method
is visible. The selected method instance is highlighted in blue as shown in
the following example:

- PetShop.BLL.Product GetProductsByCategory [3.502 / 456,258 uSec]
- PetShop.DALFactary, Praduck. Create [63,361 / 63,4658 uSec]
PetShop. SQLServerDAL Product,  char [107 / 107 ufec]
- PetShop. 5QLServerDAL Produck GetProducksBeCategaory [41,0258 / 387,288 uSec]
PetShop. SQLServerDAL SGLHelper. cotar [6,847 f 6,847 uSec]
- PetShop.5QLServerDAL S LHelperExecuteReader [21,379 f 335,257 uSec]
Systern.Data.Sglclient. SqlConnection.set_ConnedtionString [27,044 / 27,044 uSec]

The method of interest will remain highlighted until a different method is
selected on one of the other tabs.

Call Breakdown Methods in the Call Tree

You may identify the method associated with a particular location on the
Call Breakdown graph by mousing over the bars in the graph. As you slide
the pointer along a bar in the graph, the Call Tree table scrolls so that the
method associated with the selected location in the graph is displayed in the
table. The row that contains the selected method is highlighted in gold, as
shown in the following example:

[ PetShop. Web, Controls, SimplePager . OnLoad
1

PetShop.Web. Controls, NavBar, ShowloggedIndrea [092 f 092 uSec]

- PetShop.Wweb.Controls.SimplePager.Onload [3,778 f 535,386 uSec]

- PetShop.Web, Controls. SimplePager SetPage [2,139 / 531,608 uSec]

- PetShop.Web, Controls. SimplePager. &nPagelndexChanged [3,393 f 529,469 uSec]

- PetShop.Wweb.Category.PageChanged [13,318 / 526,076 uSec]

PetShop.Web. Controls, SimplePager. set_CurrentPagelndex [091 / 091 uSec]

The row remains highlighted until another location in the Call Breakdown
graph is selected.
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Critical Path Methods in the Call Tree

The path through the call tree that has the longest latency is called the
critical path. Methods in the Call Tree table that are on the critical path are
written using a red font as shown in the following example:

- PetShop.Web, Controls.NavBar Page_Load [2.061 f 2,153 uSec)
PetShop Wweb.Contrals.MavBar.ShowLoggedIndrea [092 f 092 uSec]
- PetShop.Web, Controls. SimplePager. Onload [3,778 / 535,386 uSec]
- PetShop.Wweb.Contrals.SimplePager. SetPage [2,139 / 531,608 uSec]
- PetShop. Wweb,Contrals.SimplePager.OnPagelndexChanged [3.393 f 529,469 uSec]
- PetShop.Web, Categaory. PagecChanged [13,315 / S26,076 uSec)
PetShop. Wweb.Contrals.SimplePager.set_CurrentPagelndex [091 / 091 uSec)
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Analyzing Memory Using
.NET Diagnostics Profiler Screens

This chapter provides a detailed description of the screens, graphs, and
tables that are used to present the .NET memory diagnostics metrics for the
application that is being analyzed.

This chapter describes: On page:
Analyzing Memory Using the Collections Tab 293
Analyzing Memory Using the Heap Tab 301

Analyzing Memory Using the Collections Tab

Introducing the Collections Tab

The .NET Diagnostics Profiler can monitor your applications’ memory usage
using Light Weight Memory Diagnostics (LWMD). LWMD monitors the
memory used by your applications by tracking the collections. The metrics
from LWMD are displayed on the Collections tab. The memory metrics are
shown in a graph of heap usage, and in tables that list the collections that
are growing the fastest and that have become the largest. The Collection tab
displays these problems, enabling identification of memory issues.
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Accessing the Collections Tab

By default, LWMD and the Collections tab are disabled so that the .NET
Probe will not impose the additional overhead on its host when you do not
need the memory diagnostics metrics.

To enable LWMD and the Collections tab:

1 Edit the probe configuration file, <probe_install_dir>/etc/probe.config.xml.
The lwmd enabled property must be set to true, as shown in the following
example:

<probeconfig>

<lwmd enabled="true" sample="1m" autobaseline="1h" growth="10"
size="10"/>

</probeconfig>

2 Edit the points file, <probe_install_dir>/etc/ASP.NET.points. The LWMD
section in the points file must be uncommented, as shown below:

[LWMD]
keyWord =Ilwmd
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The Collections Tab at a Glance

The Collections tab is divided into the following sections:
» Heap Usage Graph

» Sample and Collection Detail Table

» Collections by Growth Table

» Collections by Size Table

Server Requests | SQL | Methods | Call Tree | Exceptions | Collechions | Heap

Sarnpled: Sunday, MNovernber 27, 2005 5:20:02 PM
Baselinad: Sunday, Movermber 27, 2005 4:55:08 PM
Caontains: ProduckInfo
Allacated In: Systermn VoidPetShop Web, Contrals SirnplePager. OnDataBinding(Systern. Evantirgs)

4 Sustern. Colleckions. Arravlizt 4 Svstern. Collections. Arravlist

4 Swsterm. Collections. Arraylist [ 4 Swstem. Collections. Arraylist

4 Sustern. Colleckions. Arravlist bt 4 Svstern. Collections. Arravlist

4 Swsterm. Collections. ArrayList 4 Swstem. Collections. ArrayList

4 Sustern. Collections. Arraylist 4 Sustermn. Collections. Arravlist

4 Sustem. Collections. Arravlist 4 Svwstem. Collections. Arravlist

4 Sustern. Collections. Hashtable 4 Sustermn. Collections.Hashtable

2 Sustern. Colleckions. Arravlizt 2 Svstern. Collections. Arravlist

2 Systerm, Collections, ArrayList 2 Systemn. Collections, ArrayList

2 Systern. Collections, ArrayList 2 Systern.Collections, ArrayList

CS;:mf'le agdt Collection by Collection by Heap Usage

oflection Lata Growth table Size table graph

table
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Heap Usage Graph

The Heap Usage graph shows the memory that was committed and used at
periodic sample intervals. (The default sample interval is 1 minute.) For each
sample interval, a bar is displayed on the graph.

» The height of the bar indicates the total amount of heap that was
committed when the sample was taken.

» The red portion of the bar indicates the amount of the heap that was
committed and used when the sample was taken.

» The green portion of the bar indicates the amount of the heap that was
committed, but not used, when the sample was taken.

The Heap Usage graph controls the information displayed in the Sample
and Collections detail table and in the collection tables.

To see the details for a Heap Usage sample:

In the Heap Usage graph, hold the mouse pointer over that sample’s bar.

A tooltip is displayed showing the size of the heap that was used, followed
by the size of the heap that was committed for the selected sample.

The information displayed in the Collections by Growth table and the
Collections by Size table changes to reflect the collection information for
the selected sample.
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Sample and Collection Detail Table

The Sample and Collection detail table displays additional information
about the sample selected in the Heap Usage graph, and about the collection
selected from the collection tables.

Sampled: Sunday, Movember 27, 2005 5:20:0% PM
Bazelined: Sunday, Movermber 27, 2005 4:55:06 PM
Contains: ProductInfo
Allacated In: Systern.WoidPetShop, Web, Contrals, SirmplePager. OnDataBindingl(Systern, Eventirgs]

It contains the following information:

» Sampled. The date and time when the selected Heap Usage sample was
taken.

> Baselined. The date and time of the last baseline prior to the sample
being taken.

» Contains. The type of object contained in the selected collection.

» Allocated In. The method that allocated the selected collection.
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Collections by Growth Table

The Collections by Growth table lists the top ten collections in relation to
the growth in the number of objects contained in the collection since the
last baseline. The top-ten list of collections changes from sample to sample
as the growth rates for each collection fluctuate. When a new baseline is
established, the growth rate is calculated in relation to the new baseline, so
the list of collections can change significantly.

Swstern. Collections. ArrayList
Swstern. Collections. Arraylist
Swstern. Collections. ArrayList
Swstern. Collections. Arraylist
Swstern. Collections. ArrayList
Swstern. Collections. Arraylist
Sustern. Collections.Hashtable
Swstern. Collections. Arraylist
Swstern. Collections. ArrayList
Swstern. Collections. Arraylist

P b | [ | [ | [ | e

The table contains the following information:

» Growth. The number of objects that were added to the collection since
the last baseline.

» Class. The class name for the collection.
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Collections by Size Table

The Collections by Size table lists the top ten collections relative to the size
of the collection for the selected Heap Usage sample. The size of a collection
is based upon the total number of objects in the collection.

Svstern. Collections. Arravlist
Sustern. Collections. Arravlizt
Svstern. Collections. Arravlist
Sustern. Collections. Arravlizt
Svstern. Collections. Arravlist
Sustern. Collections. Arravlizt
Svstern, Collections. Hashtable
Sustern. Collections. Arravlizt
Svstern. Collections. Arravlist
Sustern. Collections. Arraylizt

(X9 (SN [X] EN S EY S Y F

The table contains the following information:

> Size. The total number of objects in the collection at the end of the
sample period.

» Class. The class name for the collection.

Viewing Details for a Selected Collection

To view the details for a collection listed in the Collection by Growth table
or the Collections by Size table, hold the mouse pointer over the row for
that collection in the table. The row is highlighted in pink, and the details
for the collection are displayed in the Samples and Collections details table.
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Setting a New Baseline

By default, the LWMD process establishes a new baseline for measuring the
growth of collections every hour. You can force a new baseline to be set by
clicking the Force Baseline link at the upper-right corner of the Heap Usage
graph.

When the .NET Diagnostics Profiler establishes a new baseline, a green line
is inserted between the last sample of the previous baseline and the first
sample of the next baseline to mark the point where the baseline was set.

u (S
X
Baseline [Sunday, Movember 27, 2005 5:22:46 FM]

The calculation for the growth of collections that is used to determine
which collections are included in the Collections by Growth table, is based
on the number of collections added since the last baseline.
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Analyzing Memory Using the Heap Tab

The .NET Diagnostics Profiler can monitor your applications’ memory usage
by performing Heap Breakdown analysis. The metrics from the Heap
Breakdown are displayed on the Heap tab. The memory metrics are shown
in a graph that breaks down heap usage by generation, and in a table that
shows objects that are stored in the heap during the last sample. Using the
Heap tab you can get an understanding of how the heap is being used by
your application, and if memory is being leaked.

Accessing the Heap Tab

By default, Heap Breakdown and the Heap tab are disabled so that the .NET
Probe will not impose additional overhead on its host when you do not
need the memory diagnostics metrics

To enable Heap Breakdown and display the Heap tab:

Edit the probe configuration file, <probe_install_dir>/etc/probe.config.xml,
to add an attribute named monitorheap to each of the processes for which
you want to monitor the heap.

Add the monitorheap attribute to the relevant processes, as shown in the
following example:

<probeconfig>
<process name="ASP.NET" monitorheap="true">

</probeconfig>
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Server Requests | 5L | Methods | Call Tree | Exceptions | Collections | Heap

The Heap Tab at a Glance

The Heap tab is divided into the following sections:

» Heap Breakdown by
» Heap Metrics Table
» Heap Sample Object

Generation Graph

Detail Table.

Gen 0 277140 20334536

Gen 1 2010 18902812

Commitked | e---e---a- 293221500

Sustern, Byte[ ] 5352 851103908
System. String 74570 S922332
Systerm, Collections.Hashtable. bucket]] 2605 745032
Systern, Object] ] 17632 674332
Systern. Int32 30091 261092
Sustern. Char[] 2751 3I3FE2E
Systermn. Collections. ArrayLlist 9789 234936
Systern. Int32[] Fiza zz1144
Systern. Inte4[ ] 1405 717492
Svstern. Collections. Hazhtable 2524 153245
Swstern, String[] E845 165340
Systermn, WeakReference 9972 159552
Systern, Met. Sackets, QverlappedAsyncResplt 1252 150240
Svstern. Collections. Specialized MarmeObjgctCollectionBaze. NarneObjactEntry £116 97856
System, Met. ConnectStream Q05 94224
Systerm, Met. HitpWebRegquest 453 22412
Systern. Web, Configuration. CapabilitiesAslsignment 4275 £5500
Systern Web, Configuration. CapabilitiesPdttern 4946 7136
Svstern. Web, UL LiteralCantral 599 £5324
Systemn.Met.'WebHeaderColledion 46 SEFED
Microsoft, Win3 2, MativeMethods, PERF_COWNTER_DEFINITION 1171 SEZ208
Mercury, Capture, Data, SyrmbalTable, Syrnblal 32158 51455
Svstern. Collections. Specialized MarmevalyeCollection o946 49192
Systern, Met.MestedSinglefsyncResult SE7 47625
Systerm, Met.LazyAsyncResult 210 47320

Heap Metrics Heap Sample GC Heap
table Object Detail Breakdown by
table Generation graph
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Heap Breakdown by Generation Graph

The Heap Breakdown by Generation graph shows the memory that was
committed and used at periodic sample intervals. (The default sample
interval is 1 minute.)

11111115t tttttttn

For each sample interval, a bar is displayed on the graph. The height of the
bar indicates the total amount of memory that was committed during the
sample period.

The bars in the chart are aligned so that the amount of memory committed
to the Heap is shown extending upwards towards the top of the graph, and
the amount of memory committed to the Large Object Heap is shown
extending downwards towards the bottom of the graph.

The color of the bars is used to indicate the portion of the committed and
used memory that is allocated to each generation of the heap. The legend in
the Heap Metrics table describes the meaning of each color in the graph.

The Heap Breakdown by Generation graph controls the information
displayed in the Heap Metrics table. To see the details for a Heap Breakdown
sample, hold the mouse pointer over the bar for that sample in the Heap
Breakdown by Generation graph.

Force Garbage Collection

When you want to deallocate used memory, you can forcibly perform
garbage collection inside the application server by clicking the Force GC link
at the upper-right corner of the Heap Breakdown by Generation graph.
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Heap Metrics Table

The Heap Metrics table displays the details for the sample selected from the
Heap Breakdown by Generation graph.

Gen O 277140 20994836
Gen 1 2010 12902812
Committed | emm-e-e-oo 29321500

The table contains the following information:

» Sample Heading. The date and time when the selected Heap Breakdown
sample was taken.

> Section. Indicates the area of memory that is applicable to the metrics
that are reported in the table row.

» Count. The number of objects that are stored.

» Size. Actual amount of memory, in bytes, that has been allocated or used.
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Heap Sample Object Detail Table

The Heap Sample Object detail table lists the objects that were found in the
heap when the most recent sample was taken. This table does not show
objects for earlier samples. The table can be sorted by clicking the column
headers.

Systern.Byte[] 6352 55110908
Syskern. String F4570 S922332
Systern. Collections. Hashtable.buck et[] 2605 745032
Systern. Object] ] 12692 674332
Systern. Int32 20091 261092
Systern. Charf] 2731 337628
Sustern. Collections. Arraylist 9789 234936
Systern. Int32[] F1z4 221144
Systern. Int64[] 1405 217492
Systern. Collections.Hashtable 3524 183248
Sestern.String[] 5846 165240
Systern.WeakReference 3972 159552
Systern.Met Sockets, QverlappedAsyncResult 1252 150240
Systern. Collections. Specialized. NameOhbjectCollectionBase, Name ObjectEntry 6116 97856
Systern.Met. ConnedStream Q06 94224
Systermn.Met HitpWebRequest 4532 92412
Systern.Web, Configuration. CapabilitiesAssignment 4275 85500
Susktern.Web, Configuration. CapabilitiesPattern 4946 79136
Sestern.Web, UL Literal Contral 899 68324
Systermn.Met.WebHeaderCallection 946 SEFE0

The table contains the following information:
» Class. The class name for the objects that were found in the heap.
» Count. The number of objects of the specified class found in the heap.

» Size. The amount of memory, in bytes, that has been used storing the
objects of the specified class.
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Viewing Diagnostics Data in

Mercury Business Availability Center

This chapter explains how to view Diagnostics performance data from

within Mercury Business Availability Center.

Availability Center Reports

This chapter describes: On page:
About Viewing Diagnostics Data in Mercury Business Availability 310
Center

Accessing the Diagnostics Screens 311
Monitoring Diagnostics Performance Data from Dashboard 311
Drilling down to Diagnostics from Dashboard 319
Diagnostics Performance Reports in Mercury Business Availability 323
Center

Drilling down to Diagnostics Data from Mercury Business 327

309
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About Viewing Diagnostics Data in
Mercury Business Availability Center

310

Before viewing Diagnostics data in Mercury Business Availability Center,
you need to configure the Diagnostics Server and the relevant Mercury
Business Availability Center components according to the guidelines set out
in the Mercury Diagnostics Installation and Configuration Guide.

From within Mercury Business Availability Center, you can actively track
the performance status of your applications that are being monitored by
Mercury Diagnostics. The Diagnostics integration with Mercury Business
Availability Center allows you to:

» access the Mercury Diagnostics screens from within Mercury Business
Availability Center.

» drill down to Diagnostics data from specific Mercury Business Availability
Center configuration items and reports.

» generate high level reports in Mercury Business Availability Center about
the performance of applications and Business Process Monitor (BPM)
transactions that are monitored by Diagnostics.
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Accessing the Diagnostics Screens

You can access the Mercury Diagnostics screens in one of the following
ways:

> Select Applications > Diagnostics.

> On the Site Map, click the Diagnostics link.

You can also drill down to Diagnostics from specific configuration items and
reports. For more information, see:

» “Drilling down to Diagnostics from Dashboard” on page 319

» “Drilling down to Diagnostics Data from Mercury Business Availability
Center Reports” on page 327

Note: Mercury Business Availability Center displays Diagnostics by means of
a signed applet. The Java version that runs the applet is J2SE Runtime
Environment 1.4.2 or later. If the Java version is not installed on the
machine, Mercury Business Availability Center opens the J2SE Runtime
Environment installation wizard. Follow the instructions in the wizard to
install the J2SE Runtime Environment.

For detailed information about using the Mercury Diagnostics screens, see
Part 11, “Using Mercury Diagnostics.”

Monitoring Diagnostics Performance Data from Dashboard

From Mercury Business Availability Center’s Dashboard, you can actively
track the performance status of your applications that are being monitored
by Mercury Diagnostics.
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Monitoring Performance Status Using KPIs

You track performance status in Dashboard, using Key Performance
Indicators (KPIs). The Dashboard KPIs provide quantifiable measurements
that help you monitor how well your application is achieving its objectives.
The KPIs provide real-time assessment of the present status of you
application, enable you to track critical performance variables over time,
and help assess the impact of problems in the application.

A color-coded icon (LED) is displayed in Dashboard for each KP],
representing the performance status assigned to that component for its
current performance level.

Diagnostics related KPIs are known as Application KPIs. Application KPIs
reflect the status of:

» Diagnostics probes and probe groups.

» Business Process Monitor (BPM) transactions that are monitored by
Diagnostics.

In the following example of a screen in a BPM related view in Dashboard,
the KPIs in the Application column display the Diagnostics performance
status for each transaction:

Top Wiew I Console Filters | Geographical Map Custom Map Topology Map | Reports |

diagnostics_tests « ﬂﬂﬂﬂ

Performance @ ®  Availability @ ®  Application @ *

CI Name Performance Awvailability [Application
@ buy cat » @ ° @ ° @ °
H (D buy dog ~ o - o - @ -
@ buy parrot * @ ° @ ° o °
@checkout he Q * Q * o *
(T login [ [ [
D penzony » Qo Qo L
@ zearch bird @ ° @ ° @ °
15 st e e L U

Last Update - 01:14:36 PM
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Understanding Application KPI Status Information

The status reflected by the Application KPI is defined by specific thresholds,
which you set in the Mercury Diagnostics application.

» For Diagnostics probes and probe groups, the Application KPI status is
defined by all the probe related thresholds, including the server request
thresholds and probe metrics thresholds.

» For BPM transactions that are monitored by Diagnostics, the Application
KPI status is defined by the average latency of transaction thresholds.

When you hold your pointer over an Application KPI, a tooltip is displayed
with details about the KPI status.

In the following example of a screen in a BPM related view in Dashboard, a
tooltip displays the Application KPI status information for a specific BPM
transaction.

Top Wiew Console Filters Geographical Map Custom Map Topology Map Reports

MedRec BPM profile - ﬂjjﬂ

Performance @ %  Availability @ #®  Application @ +*  ack ]

Mame Performance Awvailability Application Ack
Bl Cladmin login ™ - R ~ K * KA ]
e admin_login * @+? Qs+2 1{¢' ]

[+

[ edit o

Details - Application

CIname: admin_lagin
) physici| Status: oK
5 = ___ | talculation Rule: Diagnostics for J2EE/ . Met General
Descripton: Mo threshaold vialations
Platform: UNLSED
Server ime! 0,218294 sac
Server Requests
count: L0
Exceptions count: a
Timeout count: u]

Last Update - 10:57:50 &AM

313



Part V e Integration with Other Mercury Products

314

The Application KPI status is explained in the following tooltip fields:

» Status. Can be defined as OK, Warning or Critical.

» Description. Describes the reason for the status.

For example, a Critical status for a transaction, may be explained in the
Description field as follows: 15% violation on latency. This would indicate
that the average latency of the transaction exceeded the threshold that was
set in Diagnostics by 15% and therefore the status of this transaction is
defined as critical.

Note: The Description field in the Application KPI tooltip appears in
Mercury Business Availability Center 6.1 and later.

The Application KPI tooltip also includes the following fields:

» Server Time (BPM Transaction tooltips only). The average time taken for
the server to process the transaction.

» Average Time (probe tooltips only). The average latency of all the server
requests on the VM monitored by the probe over the last five minute
period.

> Exceptions Count. The amount of exceptions generated over the last five
minute period.

» Timeout Count. The amount of timeouts that occurred during the last
five minute period

For information about setting thresholds in Mercury Diagnostics, see
“Setting Metric Thresholds” on page 53.

For more information about working with KPIs in Dashboard, refer to the
section on “Understanding KPI Status” in Using Dashboard in the Mercury
Business Availability Center Documentation Library.
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Note: In Mercury Business Availability Center 6.1, you need to enable
Application KPIs for BPM related views, before you can start using them to
view the status of BPM transactions monitored by Diagnostics. For more
information, refer to the Mercury Diagnostics Installation and Configuration
Guide.

Monitoring Diagnostics Probe Data from Dashboard

In the Diagnostics View in Dashboard, you can view the status of your
applications that are being monitored by Mercury Diagnostics Probes. You
can view the status of an individual Diagnostics probe or of a group of
Diagnostics probes known as a probe group.

Note: Mercury Diagnostics Probes are assigned to probe groups as part of the
probe installation procedure. For more information, refer to the Mercury
Diagnostics Installation and Configuration Guide.

You monitor the status of Diagnostics probe data using the Application Key
Performance Indicators (KPIs). For more information, see “Monitoring
Performance Status Using KPIs” on page 312.

315



Part V e Integration with Other Mercury Products

To view the status of Diagnostics Probes in Dashboard:
1 Select Applications > Dashboard to open Dashboard.
2 Click the Console tab to present the available views.

3 In the left pane, in the View box, select Diagnostics View to open the
Diagnostics View. The Application KPI displays the status of the Diagnostics

probe group.
" " " I 1 | a7 Og*
View: |D|agnostlcs View Diagnostics View fa| P
CI MName Application
1, Q@
5 19 Disgnostics view 4 PETWORLD P ... LABMIDOECOL v 1{\3
.F PETWORLD_Probedroup
Details - Application
. petworld_probegroup-
CHlsis rmediator-labrldoc0l
Status: (=19
Held status since: 10/30/05 03:36:44 PM
Historical worst: Critical
P Last Update - 032:432:52 PM
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You can expand each probe group to view the status of each individual

probe.
Diagnostics View i) 5 A
CI Name Application
E i PETWORLD P .. LABMIDOCOL v 9=

@ *
@ pen.mercur .., ZEE_probel < ¢

Note: From the Diagnostics View in Dashboard, you can also drill down to
the Diagnostics screens that display data about your applications that are
being monitored by Diagnostics probes and probe groups. For more
information, see “Drilling down to Diagnostics from Dashboard” on

page 319.
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Monitoring Transactions from Dashboard

From Business Process Monitor (BPM) related views in Dashboard, you can
actively track the performance status of transactions that are monitored by
Diagnostics. You use BPM data collectors to generate these transactions on
your monitored application.

Introducing Business Process Monitor (BPM) Data Collectors

If a BPM data collector is deployed in your Mercury Business Availability
Center environment, you can create new Business Process Profiles to collect
performance data from the application server that you wish to monitor. The
Business Process Profile includes transaction monitors (scripts) containing the
transactions that you want your data collectors to run.

For more information about creating Business Process Profiles and adding
transaction monitors in Mercury Business Availability Center, refer to the
section on “Managing Business Process and Client Monitor Profiles” in
Monitor Administration in the Mercury Business Availability Center
Documentation Library.

Enabling Diagnostics Viewing for Transactions
Before viewing Diagnostics data for transactions included in a transaction
monitor, you need to enable Diagnostics breakdown.

To enable Diagnostics breakdown for a transaction monitor:

In Mercury Business Availability Center, select Admin > Monitors to open
the Monitor Administration page.

In the Monitors tab, select the relevant transaction monitor from the
monitor tree, and click the Properties tab.

Under the Transaction Breakdown Settings section, select Enable
diagnostics breakdown.

Viewing the Status of Transactions in BPM Related Views

After you have enabled Diagnostics breakdown, you can monitor the
performance status of transactions From BPM related views in Dashboard.
You monitor the status of these transactions using the Application Key
Performance Indicators (KPIs). For more information, see “Monitoring
Performance Status Using KPIs” on page 312.
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To view the status of transactions in Business Process Monitor (BPM)
Related Views:

1 Select Applications > Dashboard to open Dashboard.
2 Click the Console tab to present the available views.

3 In the left pane, in the View box, select a BPM Related View, such as End
User Monitors View.

4 Click the Business Process Profile that you created to view the status of each
transaction included in the profile. The Application KPI shows the status of
the BPM transaction from the server perspective, according to thresholds
which you set in the Mercury Diagnostics application.

Top View | Console Filters | Geographical Map | Custom Map | Topology Map | Reports |

diagnostics_tests « ﬂﬂﬂﬂ

pParformance @ ?  Availability @ *  Applicaton @ *

CI Name

Performance Availability Application
@ b G J [ ] J L] J L]
ﬂ] buy dog * o - o - o -
) buy parrct ¥ Q ° o * @ °
@ checkout * Qo ° o * o *

Note: From BPM related views in Dashboard, you can also drill down to the
Diagnostics screens that display Diagnostics data about each specific

transaction. For more information, see “Drilling down to Diagnostics from
Dashboard,” below.
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Drilling down to Diagnostics from Dashboard

The Diagnostics drilldowns differ, depending on which version of Mercury
Business Availability Center you are using.

Mercury Business Availability Center 6.1

In Dashboard, you can drill down from specific Configuration Items (ClIs) to
the Diagnostics screens displaying data about that item.

To drill down to Diagnostics screens from Dashboard:

1 In the relevant view (Diagnostics View or any BPM related view), in the
Console tab, choose the CI from which you want to drill down.

Note: In the BPM related views, you drill down to Diagnostics from the BPM
Y Transaction CI. Click the Expand All button to expand the Business Process
Step CIs and to view the individual BPM transaction ClIs.

In Diagnostics View, you either drill down to Diagnostics from a Diagnostics
Probe Group CI or from an individual Diagnostics Probe CI.

2 Click the down arrow to the right of the CI name to access the menu
options and select Drill to Diagnostics to open the appropriate screen in the
Mercury Diagnostics application.

Diagnostics Wiew

CI Name

Bl <} pETWORLD P ... LABMIDOECOL T
L

@ pen.rercur ... 2EE_prabe Gota [
Filters 3
Show in Top Yiew

Drill To Diagnostics
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Alternatively, you can right click the CI name in the left pane, and choose
Drill to Diagnostics from the menu.

Wigw: |Diagnnstics View J

= 1..: Diagnostics View
Bl %7 PETWORLD_ProbeGroup-rnediz

Goto 2

Filkers 3

Show in Top Wiew
Crrill Tn@iagnostics
Show RElated Cls

Properties

Mercury Business Availability Center 6.2

In Dashboard, you can drill down from selected Cls (Configuration Items) to
the Diagnostics views displaying data about that item. You can drill down
from the following Dashboard views:

> BPM related views. From selected CIs in BPM related views, you can drill
down to the Diagnostics Transactions view, which displays performance
metrics for the transactions that are being executed by your applications.
You can also drill down directly into the view displaying the layers for
the selected transactions.

For more information about the Diagnostics Transactions view, see
“Using the Transactions View” on page 126.

» RUM related views. From selected ClIs in RUM related views, you can drill
down to the Diagnostics Server Requests view, which displays the
performance metrics for the monitored server requests in your
application.

For more information about the Diagnostics Server Requests view, see
“Using the Server Requests View” on page 115.
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» The Diagnostics view. From Diagnostics probe Cls in the Diagnostics
view, you can drill down to the Probe Summary view or into the Load
view for that particular probe. From Probe Group ClIs, you can drill down
to the Probe Group Summary view or into the Load view for that
particular probe group.

The load view displays the performance metrics for the Diagnostics layers
where processing has taken place in your application. For more
information about the Diagnostics Load view, see “Using the Load View”
on page 103.

The following table displays the Diagnostics drilldown options for CIs in
each of the relevant Dashboard views

Dashboard View Cl Type Diagnostics drilldown options
BPM related view Business Process e Transactions View

Group

Business Process e Transactions View

Step

e Transactions Layers View

BPM Transaction e Transactions View

from Location e Transactions Layers View

RUM related view End User e Server Requests
Management
Application
Related Group

Business Process e Server Requests
Step

RUM Page Monitor | e Server Requests

Diagnostics view Diagnostics Probe e Probe Group Summary

Group e Load View

Diagnostics Probe e Probe Summary

e Load View
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To drill down to Diagnostics screens from Dashboard:

1 In the relevant view in Dashboard, in the Console tab, choose the CI from
which you want to drill down.

2 Click the down arrow to the right of the CI name to access the menu
options and select Drill to Diagnostics to open the Diagnostics drilldown
submenu.

Top View | Console Filters | Geographical Map | Custom Map | Topology Map |

Plants in Spurs =

Performance @ 9 Availability @ +? Application @ +? ack B

Mame Performan
En;ﬁddto cart * -
CJ Add to Cart Aspen v @-=°
E=: African Crehid = -
':::Asnen - Go to Report 3 @+
E=: Continue Aspen e . CI' L
E=: Continue Shopd Top View ' @-=°
E=: Dogbert = Ackrnowledgrment ] @+
[=: I Find Vizible and Hidden Child CIs =
E=: oo in Drill to Diagnostics k| Transactions View =‘—

Tr;nsactions Lagers View =

m -

(3 starting Flants ~

From the submenu, select the Diagnostics view into which you want to drill
down.
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Alternatively, you can access the Diagnostics drilldown menu option (Drill
to Diagnostics) by right clicking the CI name in the left pane.

o — = N] Brawse|Search Top View Console Filters Geogra
o |E E - [Creere | Feeen

wiew: |[End User Maonitars Wies Eal Add to cart -

Performance @ +* Availability @ ¢
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]
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H H
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- v v

Continud Ackrowledgrnent

Continud Find visible and Hidden child cIs
Doghert

[+

]

Drill to Diagnostic k| Transactions View
Flawers {j:?

[+

Show Related CIs Transactions Layers Yiew

[#
SR EE X R R EE N R

]

Log Inm - -
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Diagnostics Performance Reports in Mercury Business
Availability Center

From Dashboard, you can generate the high level reports about the
performance of your Diagnostics components and of specific transactions.

KPIs Over Time Report

KPIs Over Time reports show the status or value, over time, of selected Cls
and KPIs that are accessible from the Dashboard application. You can
generate KPIs Over Time reports to show the status during a certain period
of time, of applications or specific transactions that are being monitored by
Mercury Diagnostics.
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Note: In Mercury Business Availability Center 6.2, you can drill down to
Diagnostics data from KPI Over Time reports. For more information, see
“Drilling down to Diagnostics Data from KPI Reports” on page 332

In the following example of a screen in Mercury Business Availability
Center, a KPIs Over Time report has been generated for a Diagnostics probe

Group:
View as Graph
Wiew: Ipast day 2l Frem: 11/5/05 5145 am To: 11/6/05 243 AM Pacific Standard Time 4»
Configuration Iterns: Default-rmediator-PERFUME  KPIs: Application
Feport type: lc Statuses e Walues
Configuration Ttem = KPI Status
. iDefault-medistor-PERFUME  Application _
T T L T
11/5/2005 11/5/2005 11/5/2005
S 49 AN 2149 PM 9149 PM

In the above example, the report displays the status of the Diagnostics probe
group as reflected by the Application KPI, over the past day. The Application
KPI monitors the status of Mercury Diagnostics related data according to
thresholds which you set in the Mercury Diagnostics application.

For more information about using Application KPIs to monitor performance
of Diagnostics related variables, see “Monitoring Performance Status Using
KPIs” on page 312.

For more information about KPIs Over Time reports, refer to the section on
“KPIs Over Time Report” in Using Dashboard in the Mercury Business
Availability Center Documentation Library.

Note: For instructions on how to generate Diagnostics related reports in
Mercury Business Availability Center, see “Generating Diagnostics Related
Reports” on page 326.
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Configuration Item Status Alert Report

Mercury Business Availability Center allows you to create Configuration Item
Status alerts that proactively inform you when predefined performance
limits are breached. For Diagnostics related items, you can attach alerts to
probes, probe groups or to specific transactions.

For more information about creating CI Status alerts refer to the section on
“Configuring CI Status Alerts” in Application Administration in the Mercury
Business Availability Center Documentation Library.

In Mercury Business Availability Center, you can view a report of all the
alerts that occurred during a specified period of time by generating a
Configuration Item Status Alerts report.

Below is an example of a Configuration Item Status Alerts report generated
in Mercury Business Availability Center:

Uiew:lpastdal,l 'I From: 12/11/05 11:35 AR Tor 12112/05 11:38 AR Greenwich Mean Time ﬂ % Q 'L% E!’
i

Confiquration Iterns: MedRec Cluster Eremerer e
EFPIsz: Application

Status Tine = Alert Mame  Configuration Itemn  KPI Alert Action Details
~Warning  12/12/05 2:47 AM worsen alert %MedRec Cluster Application  Send E-rnail to: Udi §
~Warning 12711705 11:12 PM worsen alart «;}MedRec Cluster Application  Send E-rnail to: Udi S

sy Critical 12/11/05 10:59 PM worsen alert 2 MedRec Cluster Application  Send E-mail to: Udi §

.,.;cCritical 1211405 2:14 PM worsen alert %MedRec Cluster Application  Send E-mail to: Udi 5§

iy Critical 12/11/05 2:04 PM worsen alert -e}MedRec Cluster Application  Send E-mail to: Udi

For more information about Configuration Item Status Alert reports, refer to
the section on “Configuration Item Status Alerts” in Using Dashboard in the
Mercury Business Availability Center Documentation Library.

Note: For instructions on how to generate Diagnostics related reports in
Mercury Business Availability Center, see “Generating Diagnostics Related
Reports,” below.
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Generating Diagnostics Related Reports
You can generate the reports either by drilling down from the relevant CI in
the Dashboard or by configuring the reports in the Dashboard Reports tab.

To generate Diagnostics related reports from Dashboard:

In the relevant view (Diagnostics View or any BPM related view), choose the
Diagnostics related CI from which you want to generate the report.

Click the down arrow to the right of the CI name to access the menu
options.

ProbeGroup_new_petworld-mediator-LABM1DOCOL -

Application ' #

CI Mame

=] pen.rmercury, co.ilpen_new ¥

Goto

b

Configuration Item Status Alerts
Filkers

b

KPIz olf_l_er Tirme Report
Show in Top Wiew U

Drill To Diagnostics

From the Goto menu, select either KPIs Over Time Report or Configuration
Item Status Alerts to generate the report.

Alternatively you can select Application > Dashboard and then select the
appropriate report in the Reports tab. You then have to configure the report
according to your specific requirements.
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Drilling down to Diagnostics Data from Mercury Business
Availability Center Reports

From certain Mercury Business Availability Center Reports, you can drill
down to Diagnostics data.

Drilling down to Diagnostics Data from Transaction
Breakdown Reports

In Mercury Business Availability Center you can generate transaction
breakdown reports. Transaction breakdown reports enable you to assess
whether poor transaction response times are caused by network or server
problems, or by client delays, and to pinpoint exactly when the problems
are occurring. Transaction breakdown reports, include the Breakdown over
Time report and the Breakdown Summary report.

From certain measurements in the transaction breakdown reports, you can
drill down to Diagnostics screens to further analyze the source of slow server
time or download times. You drill down to Diagnostics screens from the
following measurement categories (where available) in the transaction
breakdown reports:

» Server Time to First Buffer. This measurement displays the average amount
of time that passes from the receipt of ACK of the initial HTTP request
(usually GET) until the first buffer is successfully received back from the Web
server.

» Download Time. This measurement displays the time from the receipt of the
first buffer until the last byte arrives.

For information about transaction breakdown reports and how to generate
them, refer to the section on “Understanding the Transaction Breakdown
Reports” in Using End User Management in the Mercury Business Availability
Center Documentation Library.
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To drill down to Diagnostics screens from a transaction breakdown report:

1 Generate a transaction breakdown report in Mercury Business Availability
Center (either the Breakdown over Time report or the Breakdown Summary
report).

In the following example of a screen in Mercury Business Availability
Center, a Breakdown Summary report has been generated from a Business
Process Profile containing Diagnostics data.

Business Process > Breakdown Surmmary

‘ Vigw: IPast day 'I Frorn: 11/1/05 11:01 AM To: 11/2/05 11:01 AM GMT[+02:00] ﬂﬂ

| View as Graph | Yiew as Table
Profile(s): diagnostics_tests Wiew By ITransactions 'I % % ’Lﬁi
Active Filters: Transactions: All , Locations: All , Groups: All [Clear All General
Size TBD Raw
(KB) Brealdown Errors Data O client Time
_— B pownload Time
penyOol | 45.6 I = O Server Time...irst Buffer
O MNetwork Tim...irst Buffer
) ==
l=gin sS4 - Iu O s5%L Handshaking Time
- C 4 Ti
e | 7 | E | O grectonmme
bordos | 200 | | O RetyTme

ot bve| 4.5 |

) Mt =
sign out 3.7 || [Download Time (ms) : 436.86] =
200 00 600 500 1000 1200

2 In the View as Graph tab, click on the segment in the graph that represents
Download Time, or click on the segment that represents Server Time to First
Buffer.

The appropriate screen opens in the Diagnostics Transactions view. For more
details about interpreting data in the Diagnostics Transactions view see
“Using the Transactions View” on page 126.
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Alternatively, if you display the report as a table using the View as Table tab,
you can drill down to Diagnostics screens by clicking the Server Time to
First Buffer or Download Time data.

View as Graph View as Table l
Profile(s): diagnostics_tests Wiew By ,_ % @ 'L% E
Active Filters: Transactions: all , Locations: All , Groups: All [(Clear All Generate

Network
SSL [l i [1 Awg.
Connection . Time to - i Download )
Handshaking - Response
First Buffer Time (ms)
Time (ms) (ms) Time (ms)
s

Time (ms)

pen7001 45.688 o 5,938 9.837 S 120,265 1.271 S .26 12,382 156,253
lagin 51.45 © © o o £2.056 1.265 o 100,423 1.26 166,764
buy cat 27,131 - - - - 125,955 15.68 - 517.713 5.438 964,787
buy deg 29,089 - - - - 101,933 0,612 - 531,579 =) 1039,719
search bird 4,527 o o S S 12.685 2,404 S 291,792 2,551 210,432
buy parrot 20,22 o o o o E8.135 D.612 o 851.77 2,843 923,36
checkout 18,579 - - - - 299,253 14 89 - 437,922 9,298 554,022
sign out 2,71 © © o o £3.287 3.2 o 126,524 2,146 205,292

The appropriate screen opens in the Diagnostics Transactions view. For more
details about using the interpreting data in Diagnostics Transactions view
see “Using the Transactions View” on page 126.
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Drilling down to Diagnostics Data from Real User Monitor
Reports

Note: This drill down option is available in Mercury Business Availability
Center 6.1 and later.

The Real User Monitor is a Mercury Business Availability Center data
collector that monitors real user traffic. You use Real User Monitor reports to
view data collected by the Real User Monitor. These reports enable you to
monitor the experience of real users that access your application.

From certain Real User Monitor reports that display server-related
performance data, you can drill down to the Diagnostics Server Requests
view to view a detailed breakdown of the worst performing server requests
for a particular page. You can drill down to Diagnostics from the following
Real User Monitor reports.

» Real User Monitor Page Summary report (from the Server Performance tab)
» Page Summary Over Time report

> Global Statistics report (from the Pages with Slowest Server Time table)

To drill down to Diagnostics Data from Real User Monitor Reports:

Click the View Diagnostics Data button in the row of the page for which you
want to view the Diagnostics data. Diagnostics opens, displaying the Server
Requests view.

In the following example of a Global Statistics report in Mercury Business
Availability Center, the View Diagnostics Data button is displayed next to
each page in the Pages with Slowest Server Time table.

(&) Pages with Slowest Server Time (GMT +2) Asia/Jerusalem 1,/18/06 1:48 PM - 1/25/06 1:48 PM
Page URL Server Time (sec.) = Download Time (sec.) Hits

http:ffizeel/adminflogin.da 0,42 0.57 432 ﬂ@
http:ffizeelfphysician/login. do 0.33 0.34 43 ﬂ@
http:ffizeelpatient/login.da 0,29 0,24 432 ﬂ@




Chapter 16 ¢ Viewing Diagnostics Data in Mercury Business Availability Center

Note: If the application server handling a particular page is not monitored
by a Diagnostics probe, there will be no data displayed when you click the
View Diagnostics Data button.

Real User Monitor Report Drill Down Limitations in Mercury Business
Availability Center 6.1

The following limitations apply when you drill down to Diagnostics from
Real User Monitor reports in Mercury Business Availability Center 6.1:

» If the URL of a page you have configured for monitoring in Monitor
Administration has passed through a Web server that uses URL rewriting,
the URL in Real User Monitor will differ from the corresponding URL in
Mercury Diagnostics and a match will not be found when drilling down.

» If an application is installed on multiple servers working behind a load
balancer, the URL of a page in Real User Monitor will have multiple
corresponding URLs in Diagnostics. In such a case, when you drill down
to the Server Requests view in Diagnostics, all the corresponding URLs
will be selected, and one of them will be opened in the current view.

» When you drill down to the Server Requests view in Diagnostics from a
Real User Monitor report, you will only view server requests that are
included in the slowest 100 server requests in Diagnostics.

» Parameters aggregation is enabled by default in the Diagnostics probe
points file. If you have turned off parameter aggregation in the probe
points file, and the URL that you are drilling down from in the Real User
Monitor report includes a parameter, an exact match will not be found
when drilling down and you will have to manually locate the server
request in the Server Requests view in Diagnostics.

For more information about Real User Monitor reports in Mercury Business
Availability Center, refer to the section on “Real User Monitor Reports” in
Using End User Management in the Mercury Business Availability Center
Documentation Library.

For more information about the Mercury Diagnostics Server Requests view,
see “Using the Server Requests View” on page 115.
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Drilling down to Diagnostics Data from KPI Reports

Note: This drill down option is only available in Mercury Business
Availability Center 6.2.

In Mercury Business Availability Center, you monitor the status of
Diagnostics related data using the Application Key Performance Indicators
(KPIs). For more information, see “Monitoring Performance Status Using
KPIs” on page 312.

You can generate KPIs Over Time reports to show the status during a certain
period of time, of applications or specific transactions that are being
monitored by Mercury Diagnostics.

In KPIs Over Time reports that include Application KPIs, you can drill down
to Diagnostics from selected ClIs. The following table displays the
Diagnostics drilldown options for CIs in KPIs Over Time reports:

Cl Type Diagnostics drilldown options

DIagnostics Probe Group e Summary View (Probe Group Summary)

e Layers View (Load)

Dlagnostics Probe e Summary View (Probe Summary)

e Layers View (Load)

Business Process Step e Transactions View

e Layers View

For more information about the Diagnostics views, see “Using Mercury
Diagnostics” on page 15.

To drill down to Diagnostics from KPIs Over Time Reports:
1 Generate a KPIs Over Time report for one of the following Cls:
» Diagnostics Probe CI

» Diagnostics Probe Group CI
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» BPM related Business Process Step CI

For more information about generating KPIs Over Time reports from
Dashboard, see “Generating Diagnostics Related Reports” on page 326.

2 Click the down arrow to the right of the relevant CI name to access the Drill
to Diagnostics menu options and select the Diagnostics view into which

you want to drill down.

View: I Past day -I Fram: 5/30/06 S:11 AM To: 5/31/06 5:11 AM AmericaLoz_aAngeles

Confiquration Iterns! spurs.rercury, co, ibSPURS_WASE2  KPIs: All
Feport tppe: (% Statuses () values
Configuration Item KPIL Status
o spurs. mercury, co i SPURS WASEZY Application H_Hl-tu:tm:m:u:uu:
L] L]
Surnmary Wiew 5f§DiiD§|§; EJ‘IE?i

Layers Yiew {E}

. (o] |:| Warning |:| Minaor |:| Major . Critical . Downtirne |:| Mo Data |
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Viewing Diagnostics Data in LoadRunner

This chapter provides instructions for configuring Diagnostics parameters in
LoadRunner before you run a load test scenario and explains how to view
Diagnostics data from within LoadRunner, during and after the load test.

Analysis

This chapter describes: On page:
About Viewing Mercury Diagnostics Data in LoadRunner 8.1 335
Configuring LoadRunner Scenarios to use Mercury Diagnostics 336
Drilling Down to Diagnostics Data During a Load Test Scenario 340
Analyzing Offline Diagnostics Data Using Mercury LoadRunner 343

About Viewing Mercury Diagnostics Data in
LoadRunner 8.1

Setting Up LoadRunner to Use Mercury Diagnostics

Before you can use Mercury Diagnostics with LoadRunner, you need to
ensure that you have specified the Diagnostics Server details in LoadRunner,
according to the guidelines set out in the Mercury Diagnostics Installation and

Configuration Guide.

Before you can view Mercury Diagnostics data in a particular load test
scenario, you need to configure the Diagnostics parameters for that
scenario, as described in “Configuring LoadRunner Scenarios to use Mercury

Diagnostics” on page 336.
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Viewing Diagnostics Data in LoadRunner

During a load test scenario, you can drill down to Mercury Diagnostics data
for the whole scenario or for a particular transaction. For more information,
see “Drilling Down to Diagnostics Data During a Load Test Scenario” on
page 340.

After you have run your scenario, you can use Mercury LoadRunner Analysis
to analyze offline Diagnostics data generated during the scenario. For more
information, see “Analyzing Offline Diagnostics Data Using Mercury
LoadRunner Analysis” on page 343.

Configuring LoadRunner Scenarios to use Mercury
Diagnostics

336

Each time you want to capture Mercury Diagnostics metrics in a load test
scenario, you need to configure the Diagnostics parameters for the scenario
and select the probes that will be included in the scenario. You configure
your scenario for Diagnostics from the LoadRunner Controller.

Note: If you have saved a scenario with the Diagnostics settings already
configured, you do not need to reconfigure the Diagnostics parameters each
time you run that scenario.

To configure the Mercury Diagnostics parameters for a load test scenario:

Before configuring your scenario for Diagnostics, ensure that the application
server that you are monitoring has been started.

Select Start > Programs > Mercury LoadRunner > Applications > Controller
to launch the Mercury LoadRunner Controller.

Open the relevant load test scenario (Flle > Open) or create a new scenario
(File > New).

From the LoadRunner Controller menu bar, select Diagnostics >
Configuration.
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The Diagnostics Distribution dialog box opens.

Diagnostics Distribution

5 Select Enable the following diagnostics.

6 Set the percentage of Vusers to participate in the Mercury Diagnostics
(J2EE/.NET Diagnostics) monitoring.

The maximum percentage of Vusers for which Mercury Diagnostics
(J2EE/.NET Diagnostics) data can be collected is 100%, unless you have
enabled other types of diagnostics. In this case, the percentage of Vuser
participation in Mercury Diagnostics (J2EE/.NET Diagnostics) cannot exceed
the maximum of any of the other types of diagnostics that you enabled.

For example, if you enabled Web Page Diagnostics, which has a maximum
user participation of 10%, the percentage of Vuser participation for Mercury
Diagnostics (J2EE/.NET Diagnostics) cannot exceed 10%.

The minimum amount of Vusers for which Mercury Diagnostics (J2EE/.NET
Diagnostics) data can be collected is 1% or 1 virtual user per script.
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7 In the Online & Offline Diagnostics section of the Diagnostics Distribution
dialog box, next to J2EE/.NET Diagnostics, click Configure. The J2EE/.NET
Diagnostics Configuration dialog box opens.

SPURS. mercury.co.il "WebSpherehil
BLAZER. mercun. co.il CallChain.HET
LAKERS mercun. co.il LAkERS
¥ [BLAZER. mercury.coil BLAZER

KK

Note: This dialog box is read-only while a scenario is running.

8 Select Enable J2EE/.NET Diagnostics.

9 In the Select probes list, select the probes to be included in your load test
scenario.

» Select the check box adjacent to each probe that you want to monitor.

» To disable a probe for the duration of a scenario, clear the check box.

Note: You must enable at least one probe in order to save the Diagnostics
configuration.
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If the Diagnostics Server (or a Diagnostics Server in Mediator mode in a
distributed environment) is located behind a firewall, select There is a
firewall between the mediator and the Controller, and enter the name of
the MI listener server in the Ml listener server box.

To capture a percentage of server requests which occur outside the context
of any Vuser transaction select Monitor server requests.

The server requests will be captured at the same percentage as was selected
for the percentage of Vusers in the Diagnostics Distribution dialog box.

Note: Enabling this functionality imposes an additional overhead on the
probe.

The benefit of enabling this functionality is that calls into a “back-end” VM
can be captured even in the case where:

> the probe is not capturing RMI calls

» RMI calls cannot be captured (perhaps because an unsupported
application container is being used)

> the application uses some other mechanism for communications
between multiple VMs

To investigate any issues that you have with the connections between the
Diagnostics components, click the Troubleshoot Diagnostics for J2EE/.NET
connectivity link. This will open the System Health Monitor in a new
browser window.

For details on how to use the System Health Monitor, refer to the Mercury
Diagnostics Installation and Configuration Guide.

Click OK to confirm your selections and close the J2EE/.NET Diagnostics
Configuration dialog box.

Click OK on the Diagnostics Distribution dialog box to save your settings
and complete the configuration.
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Drilling Down to Diagnostics Data During a Load Test
Scenario

During a load test scenario, you can view Mercury Diagnostics data for the
whole scenario or you can drill down to Mercury Diagnostics data from a
particular transaction.

To view a summary screen of the scenario in Mercury Diagnostics:

Click the Diagnostics for J2EE/.NET tab at the bottom of the LoadRunner
window. Mercury Diagnostics opens, displaying the LR / PC Summary
dashboard view.

B= Mercury LoadRunner Controller - Scenariol - [Diagnostics for J2EE/.NET]

LR | PC Summaty

@

Server Summary

000000 000500 0040000 001500 000000 000500 004000

g A ption_Transaction (Awerage Latencw) o fpatientfeditprofile.do (Awerage Latency)
=g |0gin (Average Latency) g (patient/login.do (Average Latency)
o surf (Awerage Latency)

Portals Load - Top 5 by Load over Whole Scenario
[5]

Web Services 5 20.11 MB
78,2 VB |

a
= m
Oracle 8 7628 MB

BEA Weblogic 74.30 MB

= 00:00:00 00:05:00 00:10:00 00:15:00 72.45 MB T T T
[Z] 18m webSphere 000000 000500 004000 00:15:00

e Alerting Business Tier
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The LR / PC Summary dashboard view displays monitoring versions of the
transactions, server requests, load, and probe views for the current run. For
more information about the Mercury Diagnostics views, see Part 11, “Using
Mercury Diagnostics.”

Note: During the load test scenario, you can navigate to other views in
Mercury Diagnostics. If you move to another tab and then return to the
Diagnostics for J2EE/.NET tab, the last screen that you were viewing is
displayed.

To drill down to Mercury Diagnostics data from a particular transaction:

In the Available Graphs list, click one of the Transaction graphs, for example
Transaction Response Time to open the graph.

Right-click the line on the graph representing the transaction from which
you want to drill down to Mercury Diagnostics data and select Show
J2EE/.NET server side. Alternatively you can right-click the relevant
transaction in the graph legend, and select Show J2EE/.NET server side.

Trans Responze Time - whole scenario

~Wzers with Errors
Tranzaction Graphs

- Trans/Sec [Pazsed]

-~ Trans/Sec [Failed,5h

- Tatal Trans/Sec [Pas
wieh Resource Graphs

~Hits per Second

o
=
L

Response Time (sec)

T T T
00:00:00 00:05:00 00:10:00 00:15:00
Elap=ed Time (Ha

vuzel_init_Transaction
login

Action_Tranzaction
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Mercury Diagnostics opens, displaying the Transactions view, which
contains performance metrics and drill down options for the relevant
transaction.

Transactions over Whole Scenario
Average Latency B 4l B P J Timerange
14 = Whale Scertavia
12= Graph
10 = —| Fuskant
S s__ Custom Filter
E b Ma Filkar
0 Bs ,
1 Metrics Insp... &
4=
@ Marne surf
w | :w Profile 11
0 ps T e e e i Count 222
00:00:00 00:02:00 00:04:00 00:06:00 00:02:00 00:10:00 00:12:00 00:14:00
Count .. 0.0
. Except... 0
Lveiign iteney ewnghvened 0 0 [meauts 0
l_l_l_lil—l—l— =l Catency
® = [ |suf 7.1s CTEBEES |ooo L
Conkti,., B6%
o) Ackion_Transackion e =T
) login 70.5 ms 0.0 3.4ms o L8, |eda e
Load 0.24

For more information about interpreting data in the Diagnostics
Transactions view see “Using the Transactions View” on page 126.
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Analyzing Offline Diagnostics Data Using Mercury
LoadRunner Analysis

Mercury LoadRunner Analysis provides offline graphs and reports with in-
depth performance analysis information. Using these graphs and reports,
you can pinpoint and identify the bottlenecks in your application and
determine what changes need to be made to your system to improve its
performance.

Analysis provides specific graphs that display Mercury Diagnostics
performance metrics that were captured during the load test scenario.

After you have completed your load test scenario run, you can use Analysis
to analyze offline Diagnostics data that was generated during the run.

There are two groups of Mercury Diagnostics graphs presented in Analysis:

> J2EE & .NET Diagnostics Graphs. These graphs show you the performance of
requests and methods generated by virtual user transactions. They show you
the transaction that generated each request.

> J2EE & .NET Server Diagnostics Graphs. These graphs show you the
performance of all the requests and methods in the application you are
monitoring. These include requests generated by virtual user transactions
and by real users.

For detailed information about using the Mercury Diagnostics graphs in
Analysis, refer to the Mercury LoadRunner Analysis User’s Guide.
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Viewing Diagnostics Data in Performance
Center

This chapter provides instructions for configuring Diagnostics parameters in
Performance Center before you run a load test and explains how to view
Diagnostics data from within Performance Center, during and after a load
test.

This chapter describes: On page:

About Viewing Mercury Diagnostics Data in Performance Center 8.1 | 346

Configuring Performance Center Load Tests to Use Mercury 347
Diagnostics

Drilling Down to Diagnostics Data During a Load Test 351
Analyzing Offline Diagnostics Data Using Mercury LoadRunner 355
Analysis
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About Viewing Mercury Diagnostics Data
in Performance Center 8.1

346

Setting Up Performance Center to Use Mercury Diagnostics

Before you can use Mercury Diagnostics with Performance Center, you need
to ensure that you have specified the Diagnostics Server details in
Performance Center, according to the guidelines set out in the Mercury
Diagnostics Installation and Configuration Guide.

Before you can view Mercury Diagnostics data in a particular load test, you
need to configure the Diagnostics parameters for that load test, as described
in “Configuring Performance Center Load Tests to Use Mercury Diagnostics”
on page 347.

Viewing Diagnostics Data in Performance Center

During a load test, you can drill down to Mercury Diagnostics data for the
whole load test or for a particular transaction. For more information, see
“Drilling Down to Diagnostics Data During a Load Test” on page 351.

After you have run your load test, you can use Mercury LoadRunner
Analysis to analyze offline Diagnostics data generated during the load test.
For more information, see “Analyzing Offline Diagnostics Data Using
Mercury LoadRunner Analysis” on page 355.
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Configuring Performance Center Load Tests
to Use Mercury Diagnostics

Each time you want to capture Diagnostics metrics in a load test, you need
to configure the Diagnostics parameters for the load test select the probes
that will be included in the load test. You provide this information on the
Load Test Configuration page of the Performance Center User Site.

To configure the Diagnostics parameters for a load test:
1 Log on to the Performance Center User Site.

2 From the left navigation menu, choose Load Tests > Create/Edit to open the
Load Test Configuration page.

MERCURY"

Performance Center User: Admin  Project: Default

Load Tests

=] Project
Status

Timeslots Mew Load Test

Wuszer Scripts

Monitar Profiles asd (0) 11-1ul-2005
Autostar Viewear 666 (0] 11-Jul-2005
Options sched1 (0} 4-Jul-z2005
Change Project 44 (0} 28-Jun-2003
[l Load Tests dashboard (2) 28-Jun-2003
Create/Edit [ empty transaction test (2) 4-Jul-2005

=] Managerment

Privilege Manager

3 Click an existing test that you want to configure in the Name (# of Runs)
column or click New Load Test to create a new test.
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4 Click the Diagnostics tab and select Enable diagnostics.

General |Design Groups | Scheduler | Monitors | Diagnostics

Select the Mercury Diagnostics tools that you want to usze to identify and pinpoint peformance problerns
in your Web, ERP/CRM, and J2EE/.NET applications.

Enable diagnostics

Perforrn diagnostics breakdown on % of all relevant Wuszers participating in the current Load Test

Offline Diagnostics

4+ Web Page Breakdown (Max. Vuser Sampling: 10%) Disable

== Sichel Diagnostics (Max, Vuser Sarmpling: 10%) Configure...
== Siebel DB Diagnostics [Max, Vuser Sampling: 10%) Configure...
== (racle 11i Diagnostics [(Max. Vuser Sarmpling: 5% Configure...
==  SAP Diagnostics (Max, Vuser Sarmpling: 100%) Configure...
== J2EE/.MET Diagnostics (Max, Yuser Sampling: 100%] Configure...

Note: You can disable diagnostics between load test runs without losing
your configuration settings by clearing the Enable diagnostics check box
(provided that you saved your settings).

5 Set the percentage of Vusers to participate in the Mercury Diagnostics
(J2EE/.NET Diagnostics) monitoring.

The maximum percentage of Vusers for which Mercury Diagnostics
(J2EE/.NET Diagnostics) data can be collected is 100%, unless you have
enabled other types of diagnostics. In this case, the percentage of Vuser
participation in Mercury Diagnostics (J2EE/.NET Diagnostics) cannot exceed
the maximum of any of the other types of diagnostics that you enabled.
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For example, if you enabled Web Page Diagnostics, which has a maximum
user participation of 10%, the percentage of Vuser participation for Mercury
Diagnostics (J2EE/.NET Diagnostics) cannot exceed 10%.

The minimum amount of Vusers for which Mercury Diagnostics (J2EE/.NET
Diagnostics) data can be collected is 1% or 1 virtual user per script.

6 In the Offline and Online Diagnostics section, click Configure to open the
J2EE/.NET Configuration dialog box.

a J2EE/ NET Configuration - Microsoft Internet Explorer

J2EE/.NET Configuration

¥ Enable 12EE/MET Diagnostics

Select Probes:

[v] ELAZER ELAZER. mraroury, oo il

[Tl There is a firewall between the mediator and the Controller.
Use the MI Listener for callating results,

p Monitor Server Requests

Troubleshoot diagnostics for 12EE/.NET connectivity

Ok Cancel Help

Note: This dialog box is read-only while a load test is running.

7 Select Enable J2EE/.NET Diagnostics.
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8

10

In the Select Probes list, select the probes to be included in your load test.
» Select the check box adjacent to each probe that you want to monitor.

» To disable a probe for the duration of a load test, clear the check box.

Note: You must enable at least one probe in order to save the Mercury
Diagnostics configuration.

If the Diagnostics Server (or a Diagnostics Server in Mediator mode in a
distributed environment) is located behind a firewall, select There is a
firewall between the mediator and the Controller.

If you are monitoring over a firewall, make sure that you have installed an
MI Listener on a machine outside of the firewall, and that you specify the IP
address of the MI Listener machine on the Performance Center
Administration Site, on the General Settings page, in the Firewall
Diagnostics Communicator field. For installation instructions, refer to the
Mercury Performance Center System Configuration and Installation Guide.

For more information about configuring Diagnostics to work with a firewall
see the Mercury Diagnostics Installation and Configuration Guide.

To capture a percentage of server requests which occur outside the context
of any Vuser transaction select the Monitor server requests check box.

The server requests will be captured at the same percentage as was selected
for the percentage of Vusers on Diagnostics Distribution dialog box.

Note: Enabling this functionality imposes an additional overhead on the
probe.

The benefit of enabling this functionality is that calls into a “back-end” VM
can be captured even in the case where:

» the probe is not capturing RMI calls

» RMI calls cannot be captured (perhaps because an unsupported
application container is being used)
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> the application uses some other mechanism for communications
between multiple VMs

To investigate any issues that you have with the connections between the
Diagnostics components, click the Troubleshoot diagnostics for J2EE/.NET
connectivity link. For details on how to use the System Health Monitor, refer
to the Mercury Diagnostics Installation and Configuration Guide.

11 Click OK to confirm your selections and to close the J2EE/.NET Diagnostics
Configuration dialog box.

12 Click Save in the Diagnostics tab to save and validate your settings and
complete the configuration.

Drilling Down to Diagnostics Data During a Load Test

During a load test, you can view Mercury Diagnostics data for the whole
load test or you can drill down to Mercury Diagnostics data from a particular
transaction.

To view a summary screen of the load test in Mercury Diagnostics:

Click View Diagnostics on the right side of the Performance Center window.

I Running Yusers: 5 Time: 00:13:24 Hits/sec: 7 (last 60 sec) Passed trans: 1588 Failed trans: 0 Ex

Group: Down|Init|Ready| Run |Rendez Exiting|Passed Run Wusers...

Total: o 2 5(0) o 0 0 Stop Test | M

rmed_rec_hblaze... ¥ s(0) ¥ Vusers,,,
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Mercury Diagnostics opens, displaying the LR / PC Summary dashboard
view.

Tast: Diagrnostics Scheduler Step: Run Rarmp Up Mext Action: Running 1 Vusers in 00:00:59 Status: Schedd

Running Yusers: 4 Time: 00:03:11 Hits/sec: 4 (last 60 sec) Passed trans: 167 Failed trans: 0 Errors: 1 Trans de

MERCURY" Change Maintenance
Standard Wiews - LR | PC Summary Scenatio Skart Time: May 15, 2006 5:27:42 PM IDT k_! & @ i.#
E Standard Yiews ransactions - Top 5 by Average Latency...JllServer Requests - Top 5 by Latency % D...
Average Latency Average Latency
= 300 ms 180 ms
\T) a = 2 mo . 190 ms
LR, | P Summary & 200 ms 8
& 150 m=— @ 00 ms
[ n
a — 100 m= ) 80 ms
froey a0 ms
SR ST Ops T 17T LI — 20/ ms =l e e ]
00:00:00 00:04:00 00:02:00 00:03:00 00:00:00 00:01:00 00:02:00 00:03:00
L
Hosts e madrec_admin_wview_request (Average La;l o fpatientflogin.do (Average Latency) ;I

== medrec_med_search (Average Latency) |0 == fpatientmedicalrecord.do (Average Laten ™
® 4] | ¥ 4| | [¥

E Partals Load - Top 5 by Load over Whole Scenario [ Probes - Top 5 by Average ¥YM Heap Use...
oz Average VM Heap Used
E Wb Services 355 MB
015
E ap - 21.1 MB
E 04 E 762 MB
T 71.5MB
[Z] oracle aEs
= 66,8 MB
| BEA Weblogic
g a GE W S ——=r———— Tl
E IEM WebSphers 00:00:00  00:01:00 00:02.00 000300 Q0:00:00 00:01:00 00;02:00 0000300
E Alerting Business Tier ﬂ == B AFER (Average WM Heap Used)
Outbound Callz
@ My Yisws GRS ;I g Y RABLE (Average Whi Heap Used)

The LR / PC Summary dashboard view displays monitoring versions of the
transactions, server requests, load, and probe views for the current run. For
more information about the Mercury Diagnostics views, see Part II, “Using
Mercury Diagnostics.”

To drill down to Mercury Diagnostics data from a particular transaction:

1 Click the drop-down graph list located above any of the graphs and select
one of the Transaction graphs, for example, Transaction Response Time -
whole Load Test.

2 Click on the graph to display measurements for the graph in the graph
legend below the graph pane.
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3 In the graph legend, click the transaction from which you want to drill
down to Mercury Diagnostics. The Transaction Breakdown link is displayed.
Click the Transaction Breakdown link.

I Trans Response Time - whole Load Test I Hosts - CPU Utilization - Last 60 sec
03 20
A 18
g 16
~p02] 14 5
E 12
= E
- 10
g 01 00 Qo0 00 a ooo oooooooo . LE
=% -7 -X-1-1-2-] o o B_
A 4
D T D T T T T
000000 00:05:00 000445 000500 000515 000530
i iiiii iii iii iiiiiiii i rn{nH Tirna (Heoe: Wi Sael
Measurement 2 JMax [avq [Min JLast [scale] JNTPCERRGEGEN
Enter 0,016 0,005 0 u} 1
- In| | 0.033 0.018 0O 0.016 1 __Scale Graphs... |
Transaction Brealkdown
Stapy |ISFANSACHCN 0.047 0,02 0016 0016 1
= %
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Mercury Diagnostics opens, displaying the Transactions view, which
contains performance metrics and drill down options for the relevant

354

transaction.
D 0 e Ole e d D
Average Latency E adadn “ & Time Ra... ¥
13 ms wWhale Scenaria
e, Graph ¥
Cuskar
i ] Custom ... ¥
= Ma Filker
& 10 ms —
3 Metrics L.. &
9 mz — =
Marne La...
B Pro... PCG
Ca... 30
S Ca.. 0.0
Q00000 a0z 00 a:04:00 00:06:00 Ex 0
m _ Tim. .. 0
i Iﬁ\retage Latency <showing threshold>| = Latency
A [
= = Co 1%
Q []  |medrec_admin_view,..| 78.. 0.0] 24.. a1
[*] [ |medrec_user_wiew_...|50... 0.0] 23... Load 0.0
QD [] |medrec_admin_login | 19... 0.0 18... Max. 1...
[ ] [0 |medrec_med_login 14....| 0.093ms :
[ ] [ |3tart Using 3.7 ms 0.0/ 14... Log In
!

For more details about interpreting data in the Diagnostics Transactions
view see “Using the Transactions View” on page 126.
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Analyzing Offline Diagnostics Data
Using Mercury LoadRunner Analysis

Mercury LoadRunner Analysis provides offline graphs and reports with in-
depth performance analysis information. Using these graphs and reports,
you can pinpoint and identify the bottlenecks in your application and
determine what changes need to be made to your system to improve its
performance.

Analysis provides specific graphs that display Mercury Diagnostics
performance metrics that were captured during the load test.

After you have completed your load test run, you can use Analysis to
analyze offline Diagnostics data that was generated during the run.

There are two groups of Mercury Diagnostics graphs presented in Analysis:

> J2EE & .NET Diagnostics Graphs. These graphs show you the performance of
requests and methods generated by virtual user transactions. They show you
the transaction that generated each request.

> J2EE & .NET Server Diagnostics Graphs. These graphs show you the
performance of all the requests and methods in the application you are
monitoring. These include requests generated by virtual user transactions
and by real users.

For detailed information about using the Mercury Diagnostics graphs in
Analysis, refer to the Mercury LoadRunner Analysis User’s Guide.
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