HP Network Node Manager iSPI Performance for Traffic

Software Version: 9.20

Deployment by Example

Table of Contents

oY (¥ Y RSB RRRPS 2
AASSUMPHONS ...ttt ettt e e oottt e e e e ettt et e e e e e ettt et e e e e sttt eeeeeas 2
INSTAIGHON ..ttt ettt ettt et et ettt nb et enee s 3
Installing the HP NNMi Extension for iSPI Performance for Traffic ..........ccoocoiiiiiiiiiii 3
Installing the Master ColleTtor...........iiiiiiiiie ettt e e aeees 5
Installing the Leaf Colletor........o.uiiiiiii ittt 7
APPIYING LICENSES ...ttt ettt ettt ettt ettt et e et e et e et e e e en 9
LT ats I (o T =T F PP PP PRSUPPR 10
Launching the NNM iSPI Performance for Traffic Configuration Form ........c.cccooviiiniiiiiniiiinie, 10
Validating InStAllGHON .....c..eii et 10
Configuring the Leaf Collector ..........c.uiiiiiiiiiieiie ettt 12
Configure the Leaf Collector SyStem ..........oiiiiiiiiiiie it 12
CONFIGUIE COlIBEIONS ...ttt ettt ettt et ettt et et e s e esb e e bt et e esbeenbeenean 13
Validate Data Collection by the Leaf Collector ..........c..coiiiiiriiiiiiiiiiiieieieee e 16
Configuring User-Defined Application MOpping.........cooieiiiiiiiiieiiesie sttt 20
CONFIGUING TOS GrOUPS ..ttt iutteuiietie ettt ettt ettt ettt et e e et e et e bt e et e et e esbeenb e et e ateeeneeanneeneens 25
CONFIGUIING SHES ..ttt ettt ettt ettt ettt ettt e et e et e et e e beeesbeesbeesbeesbeaetseesbeenseesseeseens 27
Configuring Thresholds ..........oiiiiiiiie e 28

COMMON USE ClaSES ...evniieeiieei ettt et ettt et e e e e e e e e e e eaaeeas 33



Introduction

This document describes the HP Network Node Manager iSPI Performance for Traffic (NNM iSPI
Performance for Traffic) deployment in a small test lab setup. All the steps and snapshots given below
are for the version 9.20 of the NNM iSPI Performance for Traffic. This fest exercise is done on a Linux
(Red Hat Enterprise Linux 5.8) system; however, Windows-equivalent path details are listed. This
example deployment uses the PostgreSQL database.

Key steps in this deployment are:

1. Installation of the NNM iSPI Performance for Traffic

Applying a license

Getting started

Configuring the NNM iSPI Performance for Traffic Leaf Component
Configuring The NNM iSPI Performance for Traffic Master Component
Configuring User-defined Application mapping

Configuring Type Of Service Groups
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Configuring sites and thresholds

This document does not cover:

e Upgrade of The NNM iSPI Performance for Traffic from older version to 9.20
e Configuring HA

e The NNM iSPI Performance for Traffic running with Oracle database

e Configuring GNM

NOTE: For details on these topics, see the NNM iSPI Performance for Traffic Installation Guide and
NNM iSPI Performance for Traffic Deployment Guide.

Assumptions

o NNMi is installed and running
e The Network Performance Server (NPS) is installed and running

¢ You have gone through the NNM iSPI Performance for Traffic 9.20 Installation Guide, Release
Notes, and Support Matrix documents prior to following this document

e You have gone through the first 3 chapters of the NNM iSPI Performance for Traffic 9.20
Deployment Guide prior to following this document



Installation

You must always use the following order of installation:
1. Install the HP NNMi Extension for iSPI Performance for Traffic on the NNMi management server.

2. Install the NNM iSPI Performance for Traffic Master Collector.
3. Install the NNM iSPI Performance for Traffic Leaf Collector.

The Master and Leaf Collectors can both be installed on the NNMi management server, or they can
exist on a separate server as well. Leaf and Master support running as standalone components on
different servers as well.

Best practice: In a Medium or Large scale deployment, it is recommended to have Traffic master
installed on the dedicated box or on the same box as NNMi server. However, it is not recommended
to have both Traffic master and NPS installed on the same server for a medium or large setup given
that both the applications are resource intensive applications.

Refer to the deployment guide for more information about best practices in different deployment
scenarios.

Installing the HP NNMi Extension for iSPI Performance for Traffic

This is the first component that must be installed. It must be installed on the NNMi management
server. This component enables the integration of NNMi with the NNM iSPI Performance for Traffic

by:

e Enabling the launch point of NNM iSPI Performance for Traffic workspace and reports from
the NNMi console

e Providing NNM iSPI Performance for Traffic-specific views (Inventory, Form, Analysis Panels,
Maps) in the NNMi console

You will be prompted to specify the following during the installation of this component:
e NNMi ‘system’ user password
e NNM iSPI Performance for Traffic Master server’s fully qualified domain name (FQDN)
(the FQDN of the server on which the Master Collector will be installed
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Re-start NNMi services once this component is successfully installed.




Installing the Master Collector

The Master Collector can be installed on the NNMi management server or on the different server. The
Master Collector and NNMi must use the same database type. For example, it NNMi is running with
the embedded database, the Master Collector must also be configured to run with the embedded
database only.

When installed on a separate server from NNMi, the Master Collector installs its own instance of the

embedded database.
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During the installation, you will be prompted to specify:
e Web Service Client username and password using which the Master Collector will communicate
with NNMi. This Web Service Client user must be created using the NNMi.

Caution: DO NOT use the NNMi ‘system’ user and its password here. If you have multiple iSPls
running in this setup, each iSPI must have its own Web Service Client user created in NNM,i.

e You will be asked to type the NNM iSPI Performance for Traffic password. You can type a
password of your choice. HP recommends that you chose the same password as that of the NNMi
‘system’ user.

e Select the “isSecure” checkbox if you have made the same selection for NNMi. Combination is not
recommended.



If NNMi is configured for Application Failover, select the NNMi Failover Configured checkbox on the
installation wizard and type the configuration details for secondary NNMi server as well.

T
| Primary NNMi Server: Information Required by Traffic iSPI Secandary NNMi Server: Information Required by Traffic iSPI
| NNMI FODM:  [nnmiwinG6 | NNMI FODM:
f NNMi HTTP Port: MMM HTTP Portc
NMMI HTTPS Port: NMMI HTTPS Port:
NNMi JNDI Port: NNMI JNDI Port:
Web Ser\flﬁ Cliemt User Name:| | Web Service Client User Name:
Web Service Client F | | Web Service Client Password:
Retype Password:/ T_ | Retype Password:
———— Perf SPI Data Path: Perf SPI Data Path:
t'-ﬁk Secur!‘f‘) T MMMi Fallover Cnnﬂguredh [11s Secure?
Traffic ISPl Server Information Required by NNMI
Traftic FODN:  nnmiwinGs (ﬁm: User N)m!’.\_
Traffic HTTP Port: \Traffic Passwnlfij,}! ]
Traffic HTTPS Port: Retype F |
Traffic JNDI Port: ¢ Clissecure?
| submit | Clear |

When prompted, type the FQDN of the server on which NPS is installed.
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Caution: DO NOT change the “Port Number” value give on the installation wizard from 9303 to
any other port. This port is used internally by the Master Collector to communicate with the NPS
database.




Installing the Leaf Collector

The Leaf Collector can be installed on the NNMi management server or on a dedicated server.
Typically, it is installed in the subnet from which routers forwarding netflow traffic to the Leaf Collector
The Leaf Collector and NNMi must use the same database type.
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When prompted, specify the FQDN of the server on which the Leaf Collector is going to be installed



You will be asked to type the Leaf Collector password. You can type a password of your choice. HP

recommends

that you chose the same password as that of the NNMi ‘system’ user.
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d, the administration (stop/start) of the NNM iSPI Performance for Traffic can be done

1. At the end of successful installation of each Leaf Collecto, start the traffic leaf process by running:
%NnmInstallDir%/traffic-leat/bin/nmstrafficleafstart.ovpl (Windows)
$NnminstallDir/traffic-leaf/bin/nmstrafficleafstart.ovpl (Linux)

2. While the

Master Collector runs as a standalone (not on the NNMi management server)

component on a Windows system, before starting the Master Collector for the first time after
installation, run the nmstrafficmastersetuser.ovpl command to set the Windows user with which
Master Collector should start.

a) See the NNM iSPI Performance for Traffic Installation Guide for more details on how to

create the master user.

Othe

r process administration commands include:

To check the status of the Master Collector process (to be run on the Master Collector
system):

—  $NnmlinstallDir/traffic-master/bin/nmstrafficmasterstatus.ovpl (Linux)

- %NnmlnstallDir%/traffic-master/bin/nmstrafficmasterstatus.ovpl (Windows)
To stop the Master Collector process (to be run on the Master Collector system):

- $NnminstallDir/traffic-master/bin/nmstrafficmasterstop.ovpl (Linux)

-~ %NnmlnstallDir%/traffic-master/bin/nmstrafficmasterstop.ovpl (Windows)
To check the status of the Leaf Collector process (to be run on Leaf Collector system):

-  $NnmlinstallDir/traffic-leaf/bin/nmstrafficleafstatus.ovpl (Linux)



- %NnmlnstallDir%/traffic-leaf/bin/nmstrafficleafstatus.ovpl (Windows)
+ To stop traffic master process (to be run on Traffic leaf server),

- $NnminstallDir/traffic-leaf/bin/nmstrafficleatstop.ovpl (Unix)

- %NnmlnstallDir%/traffic-leaf/bin/nmstrafficleafstop.ovpl (Windows)

« trafficextversion.ovpl (on the NNMi management server), trafficleafversion.ovpl (on
the Master Collector system), and trafficmasterversion.ovpl (on the Leaf Collctor
system) commands show the version and patch numbers of the installed NNM iSPI
Performance for Traffic component.

This tool can be located at:

%NnmInstallDir%\traffic-leaf\bin — On the Leat Collector system
%NnmInstallDir% \traffic-master\bin — On the Master Collector system
%NnminstallDir%\bin - On the NNMi management server

Applying Licenses

The NNM iSPI Performance for Traffic comes with 60-day Instant-On license, but it is recommended
that you apply the permanent license as soon as the iSPI is installed and running. The NNM iSPI
Performance for Traffic works on the iSPI Points license. The points license has to be applied on the
NNMi management server and aligned to the NNMi server IP address only.

To apply the license, run the following command on the NNMi management server:
nnmlicense.ovpl iSPI-Points —f <license file>

The NNM iSPI Performance for Traffic also requires the Traffic Collector Connection license when the
Leaf Collector is installed on a different server from the Master Collector.

This license should also be aligned to NNMi server IP address and must be applied on the NNMi
management server only. One license is required for each connection from the Leaf Collector to the
Master Collector when they both are not installed on the same server.

To apply the license, run the following command on the NNMi management server:
nnmlicense.ovpl TRAFFICCOLLCON -f <license file>



Getting Started

Tip: Make sure routers are configured to export the flow records to the Traffic Leaf system and also
these routers are seeded in NNMi discovered topology.

Launching the NNM iSPI Performance for Traffic Configuration Form

You can launch the NNM iSPI Performance for Traffic Configuration form from the NNMi console.

Single Sign-On (SSO) must be enabled explicitly for the NNM iSPI Performance for Traffic Master
Collector from NNMi. Without that, you can log on only with the ‘system’ user password that you
typed during the Master Collector installation. See the “Configuring Single Sign-On (SSO)” section in
the NNM iSPI Performance for Traffic deployment guide for more details.
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Note that the URL being launched is on the server on which the Master Collector is installed

Validating Installation
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Once the installation is successful, it is recommended that you validate the installation to ensure

correct values for parameters like Leaf FQDN, Master FQDN, NPS system name, and the PerfSPI data

directory.

To validate the installation, log on to the NNM iSPI Performance for Traffic configuration form as
shown above and click Installation Verification in the left pane. In the right pane, you can see
the values entered for configuration items during the installation. Click Validate to verify that the

values of the configuration items are correct.

DR | Vaiidate |f Help | Installation Verification

Lesf Configuration = -
L eaf Collector Systems
rLeaf Collectors Title Description Value
mLesf Remote Sources hy i Nnm.https. port The MITFS port used by the NNMi management server

eom. hp.ov.nme.spi.traffic-master. Nnm. password The administrator password for NNMi
Master Configuration
mMaster Collector PrimaryNNM  com.hp.ov.nms.spi.traffic-master, Nnm.usarmame The administratar username for NNMI
mMaster Remote Sowrces

com.hp.gv.nms.spi traffic-master. inm. hostname The fully Qualified Domain Name (FGON) for the NNMi management

server

Symmlle o i com.hp.av.nms.spi.traffic-master.Nnm.port The: HTTF Port that the NNMi management sarver uses
Hinstallation Verfication )
mTrafic Health .. av. . spl, traff Nrm, usamanme The administrator username for NIMI
MUnresobved NNM IPs

com.hp.av.nms.spi.traffic-master.Nnm.secondary. hitps. port The MTTFS port used by the NNMi management server
Site, ToS and Thresheld Conﬁ'l'gi.llaljon

" hp.ov.nms.spitradfic- H y.hastname The fully Qualified Domain Name (FQDN] for the NNMi management
server
pe Of Serdce Groups Second
i Threshold ary- UM b i N t Teue if Secondary NNM has been configured and fadover enabled
I N com.hp.ov.nms. spi.traffic-master. Nnm. secondary. port The HTT? Port that the NNMi management server uses
Filter Configuration
FFilars com.hp.ov.nms.spi.traff N rd The password for NNM
mFilter Groups
Primary- com.hp.ov.nms.spi.traffic-master Nnm.perfspidatapath The shared folder on NNMI managemant server that the Master =
Shared Drive callector and NP5 use for staring the data collected by Master of i
Mapping C Y- hy N The shared folder on NIMi management server that the Master

T Application Mappings Shared.Drive cellector and NFS use fer storing the data collected by Master
mApphication Mapping Groups:
i Top M Application Inclusion List com.hp.ov.nms.spi.traffic-master.nps.port The port that the Master collector uses to connect to NPS Sybase =
Flindefined Applications datobass server §
S " — com.hp.av.nms.spitraffic-master.nps.sybase. user The administrator username for NPS database
[Flow Forwarder and Flow Producer s
FIFTow Forwarders com.hy amis.spi.tradfi b rd The administratar password for NS database

FFlow Exporters

Updated: Monday. Apnl 08, 2012 11:41:24 AM

Once you click Validate, the right pane shows the success/failure messages as seen in the image

sesan

below. The screen gives appropriate suggestions for failures.

[ Validate | Help Installation Verification

com.hp.ov.nms.spi.traffic-master. Nnm.password

Validation e
Primary-NNM . Success com.hp.gv.nms.spi.traffic-master.Nnm.username
com.hp.ov.nms.spi.traffic-master.Nnm.hostname
com.hp.ov.nms.spi.traffic-master.Nnm.part
com.hp.ov.nms.spi.traffic-master.Nnm.secondary.username
com.hp.ov.nms.spi.traffic-master.Nnm.secondary.https.port
com.hp.ov.nms.spi.traffic-master.Nnm.secondary.hostname
secondary
Secondary-NNM nnm not S
configured com.hp.ov.nms.spi.traffic-master.Nnm.secondary.present
com.hp.ov.nms.spi.traffic-master.Nnm.secondary.port
com.hp.ov.nms.spi.traffic-master.Nnm.secondary.password
Primary- Validation | com.hp.ov.nms.spi.traffic-master.Nnm.perfspidatapath
Shared-Drive ' Success /
Secondary- secondary com.hp.ov.nms.spi.traffic-master.Nnm.secondary.perfspidatapath
: nnm not
Shared-Drive

configured

com.hp.ov.nms.spi.traffic-master.nps.port

ME= | com.hp.ov.nms.spi.traffic-master.nps.sybase.user

The administrator password for NNMi
The administrator username for NNMi
The fully Qualified Domain Name (FQDN) for the NNMi management

server
The HTTP Port that the NNMi management server uses

The administrator username for NNMi

The HTTPS port used by the NNMi management se

The fully Qualified Domain Name (FQDN) for the NNMi management
server

True if Secondary NNM has been configured and failover enabled

The HTTP Port that the NNMi management server uses

The administrator password for NNMi

The shared folder on NNMi management server that the Master
collector and NPS use for storing the data collectad by Master

The shared folder on NNMi management server that the Master
collector and NPS use for storing the data collected by Master

The port that the Master collector uses to connect to NPS Sybase
database server

The administrator username for NPS database

When a failure is detected, error message appears in the following format:

Tatal: 1

nnm

"
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EEl Mebwork Mode Manager iSPI Performance for Traffic

Configuration
Leal Configuration
mLeaf Collector Systems
FiLeaf Collectors
MLeaf Remate Sources

Master Configuration
mMastes Collector
mhaster Remate Sources

System Health
Finstallation Verification
M Trafic Health
mUnresolhed NNM IPs

Site, To5 and Threshold Configuration

©Of Senice Groups
shobd

Filter Configuration
TFiters
T Fdter Groups

Application Mapping Conliguration
P Application Mappings
mApplication Mapping Groups

P Top N Application Inclusion List

M Undefined Applications

Flow Forwarder and Flow Producer
W Forwarders
PEFlow Exporters

You can see the Traffic Health view to know more about the problem and suggested workarounds.

Validate || Help |

MNM Password

Validation
Primary: WM S0 i semame
M Hostname
WM HTTP Port
NNM SECONDARY Usamame
NNM SECONDARY HTTFS Port
NNM SECONDARY Hostname
secondary
Secondary-NNM nnm not oy
canfiguisd WM SECONDARY Prasent
NNM SECONDARY HTT® Port
NNM SECONDARY Passward
Primary- Vabidation NNM SPL Data Path
Shared-Drive  Success
Secondary “L”"“f"” HNM SECONDARY SPI Data Path
Shared-Drive """
canfigured
NPS Part
HPS Sybase Username
L1

HPS Sybase Password

Installation Verification

The admanistrator password for NNMi

The admnistrator usemame for KM

The fully Qualified Domamn Name (FQDN) far the NKMi management

server

The HTTP Fort that the NNMi management server uses

The sdmanistrator usarname for NNMi

The HTTFS port used by the NNMi management server

The fully Qualified Doman Name (FQDN) far the NNMi management
server

True if Secondary NNM has been configured ard fadover enabled
The WTT® Port that the NNM mansgement server uses

The administrator password for NNMi

The shared falder on NNMi management server that the Master
callector and NPS use far storing the data callected by Master

The shared falder on NNMi mansgemant servar that the Mastar
collector and NPS use far storing the data callected by Master

The part that the Master collactor uses to connect to NPS Sybass
database server

The admanistrator usemname for NFS database

The administrator password for NPS database

© HPS Hostname

Updated: Monday, May 14, 2012 3:01:13 PM

SinaniullyGualified Dompin Narme (FQON) for the system where NPS

and are instalied

'r‘

Once the suggested changes are made, make sure the Master Collector process is re-started for the

changes to take effect.

Note: For troubleshooting errors found in the verification stage, please refer to the NNM iSPI

Performance for Traffic Deployment guide.

Configuring the Leaf Collector

For the NNM iSPI Performance for Traffic to start receiving flow packets from the routers and
processing the records to show reports, it is mandatory to have the Leaf Collector configured first. It

involved the following two tasks:

1. Configuring the Leaf Collector system — the system on which the Leaf Collector is installed

2. Configuring the logical Leaf Collectors for each Leaf Collector system

Configure the Leaf Collector System

After logging into the NNM iSPI Performance for Traffic Configuration form, click Leaf Collector

System, and then click on the New button to add a Leaf Collector system.
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NNM iSPI Performance for Traffic -

| (D] W1 2080/ nms-spi-traffic/traffic jsp b |

[/ Network Node Manager iSPI Performance for Traffic

Configuration - . Leaf Collector Systems

|:|_ Collector System Hostname HTTP Port JNDI Port

»

=l eal -
=L eaf Remote Sources

Master Configuration
#=Master Collector
f=Master Remote Sources

System Health
#=|nstallation Verification
#=Traffic Health
#=Unresolved NNM IPs

m

Site, ToS and Threshold Configuration
f=Sites

#=Type Of Service Groups

#=Threshold

Filter Configuration
E=Filters
#=Filter Groups

Application Mapping Configuration
#=Application Mappings
#=Application Mapping Groups

#=Top N Application Inclusion List
#=Undefined Applications

Flow Forwarder and Flow Producer Updated: Wednesday, April 04, 2012 3:00:56 PM Total: 1

R/ el g a1 2080, nms-spi-traffic/traffic.jsp#

Type the FQDN of the system on which the Leaf Collector is installed. Type the password that you
chose during the installation of the Leaf Collector.
You must have one entry for each Leaf Collector system.

| Save & Close | | Save & Mew | | Help |

Collector System Details

¥ Instructions

@Ilectur System Hustna@ pevstmpet AL sial Hgp comens

Leaf Password sEsEEEEE
JMDI Port 11,099
HTTP Port 11,080

Configure Collectors
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Once the Leaf Collector systems are configured, you must configure logical Leat Collectors for each
Leaf Collector system to start receiving flows from routers.

Best Practice: HP recommends that best performance of the SPI is seen when no more than 3
logical Leaf Collectors are configured for each Leaf Collector system.

It is mandatory to have one Leaf Collector configured for each flow type. That is, nefflow, sflow, and
IPFIX type of flow traffics should have one Leaf Collector configured each.

It is a good practice to forward the same type of flow traffic from multiple routers to the same port on
the Leaf Collector system.

1. To configure the Leaf Collector, go to the NNM iSPI Performance for Traffic Configuration
form, click Leaf Collectors, and then click New.

51 Network Node Manager iSPI Performance for Traffic

Ela X e 8] Leaf Collectors

Collector Name Status P Collector Type Collector System Hostna... Listen Port

FiLeaf Remote Sources

Master Configuration

2. In the collector configuration form, type the following details:
0 Collector Name: A meaningful name to address this logical Leaf Collector

o Collector Type: Select an appropriate value for a type of flow record
o Listen Port: The port on which the router is exporting the flow records

0 IP: IP Address of the interface on which the Leaf Collector system receives flow
records from the router. Use ‘0.0.0.0’ if the routers send flow records to multiple
interfaces on the Leaf Collector system (when the system is multi-homed).

Do not to set the “Store Flow in File” option to “true” unless there is a need to export
the NNM iSPI Performance for Traffic-collected netflow data to third-party software
for reporting and analysis purpose.

0 Set the DNS Lookup of Source and Destination IPs as needed.
DNS lookup is done on the Leaf Collector system; therefore, it is required to have a
well-performing DNS configuration on the Leaf Collector system.

3. Go to the “All Leaf Collector Systems” tab and select the system which you want the leaf
collector to receive traffic data for.
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Save & Close | | Save & New | | Help

Leaf Collector Details | = Ex :' ]

= Instructions
15 All Leaf Collector Systems

AN Fiter Groups | All

Collector System Hostname  HTTP Pon JNDI Port Leal Count
Collector Name MNetFlowCollector 7| | namivinG6 11080 11099 0
Collector Type netflow -
Listen Port 9,991
P
Store Flow in File false =
»DNS
Source IP DNS Lookup false -

Destination I° DNS Lookup tue v

4. Go the “All Application Mapping Groups” tab and make sure that the
“DefaultAppMapGroup” is selected. Without this, application name will be seen as
“Undefined” on reports.

5. Click Save & Close to save this configuration.

fgve & Close | | Save & New Help

Leaf Collector Details

= Instructions

All Filter Groups | All Application Mapping Groups | All TOS Groups | All Leaf Collector Systems
Configure the leaf collector to summarize the IP flow records

[7] Application Groups Number of Application Mappings Collector Name

Collector Name NetFlowCollector DefaultAppMapGroup 302
Collector Type nefflow -
Listen Port 9,991
1]
Store Flow in File false -
~DNS

Source IP DNS Lookup false -

Destination IP DNS Lookup true -

1. Once saved, make sure the Leaf Collector is seen in the “RUNNING” state.
Wait for 2-3 minutes for the Leaf Collector to change the status to “RUNNING.”

If the status does not get changed, click Run on the toolbar above (the - 4 ] button)

(BlaX][» o [2]

Leaf Collectors

7] Collector Name Status P Collector Type Collector System Hostna...: Listen Port

[ NetFlowCollector RUNNING 2R R netflow 9991

Note: When DNS Lookup is marked as “true” for Source or Destination, the time taken for the leaf to
get into “RUNNING” state depends upon the DNS server performance. It is recommended that in
such a case, you wait for 5-10 minutes before checking the Leaf collector status.
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Validate Data Collection by the Leaf Collector

Once the Leaf collector is configured, verify that the Leaf Collector system is receiving and processing
data from the router.

Click NNM iSPI Performance for Traffic Leaf Collectors from the Configuration workspace in
the NNMi console and make sure the collectors are in the “RUNNING” state

Possible states are: RUNNING, NOTRUNNING, and STOPPEDBYUSER

] Network Node Manager

File View Toolz Actions Help

0 Incident Management ¥ | NNM ISPl Performance for Traffic Leaf Collectors

<. Topology Maps ¥ @|B|Q E":|\?|F_.E'

B2 monitoring ¥ | collector Name  Status Flow| Collector Ty Container Hostname  IP Listen Port
Y Troubleshooting ¥ | NefFlowCollector ( RUNNING @ netfow e o g 4 4 % NI S AN el

B Inventory ¥

'\‘3 Management Mode
ﬁ Incident Browsing
% Traffic Analysis

<4 Integration Module C ation ¥

»

4 Configuration

B Communication Cenfiguration... =

- = Discovery
B Discovery Configuration...

= Seeds
= Tenants
£ Overlapping Address Mappi Updated: 4/5/12 12:04:37 PM Total: 1 Selected: 0
+| 3 Monitoring |Analysis
+| (7 Incidents Summary £
B Status Configuration... No Objects Selected

E’ Global Network Management... E
+! 7 User Interface
Security
WMiBs

Object Groups

[
[
£ Device Profiles
[
= RAMS Servers

Management Stations (5.7 .x)

!
£ NNM iSPI Performance for Traffi]) |

B NNM iSPl Performance for Traffi ™

< [ | 2

Double click a collector in the view to open the Leaf Collector form.
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NNM iSP| Performance for Traffic Leaf Colectors

=B | S | E
 General

Collector Name

Status RUNNING -

Collector Type netflow @ | B | E‘“j Dc | T [ @ [1-110f11

P Last Flush Time 4  Number of Flows Number of Flushe Number of Packets

Listen Port 9991 Mon, 9 Apr 2012 12:01:44 ° 287 126 16

Flow Processing Status  Mormal Maon, 9 Apr 2012 12:02:44 139 112 5
 Start-Stop Times Mon, 8 Apr 2012 12:03.44  © 125 102 5

Mon, 9 Apr 2012 12:04.48 129 96 5

Last Start Time Mon, 9 Apr 2012 11:59:02 Mon, @ Apr 2012 12:05:51 124 06 3

= oniEe fleies el Mon, 9 Apr 2012 12:06:52 112 94 5

Last Flush Time Mon, 9 Apr 2012 12:12:28 Mon, 9 Apr 2012 1Z07:56  ° 133 101 5

Number of Flows 224 Mon, § Apr 2012 120805 138 105 5

Number of Flushed 108 Mon, 9 Apr 2012 12:10:12) 129 93 5

Number of Packets g Mon, 8 Apr 2012 121120 127 98 5
T Mon, 9 Apr201212:12:28 224 108 8

Container Hostname

HTTP Port 11080

JNDI Port 11098

NetFlow Collector

Leaf Collector

Collector Statistics History,

-

Flow

Processing Status

Review the following values to make sure the Leaf Collector is running correctly:
e “Last Flush Rime” —the last time the Leaf Collector flushed the data to the Master Collector. Make
sure this is close (1-2 mins) fo the current system time

e “Collector Statistics History” - It shows the last 10-11 samples of data (1 min samples) with the Last
Flush Time on each sample.

e “Flow Processing Status” — Shows the messages that indicate the health of the Leaf Collector

e In the NNM iSPI Performance for Traffic Configuration form, click Flow Exporters (under Flow
Forwarder and Flow Producer) and make sure the routers configured to forward the data to Leat
Collector system are seen in this list.
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Configuration

LEGI LOMECTOT SYSTETT
eaf Collectors
eaf Remote Sources

Master Configuration
#==Master Collector
#=Master Remote Sources

System Health
=Installation Verification
raffic Health
Unresolved NMNM IPs

Site, ToS and Threshold Configuration
= Sites

=Type Of Senice Groups

&=Threshold

Filter Configuration
ilters
Filter Groups

Application Mapping Configuration
= Application Mappings

Application Mapping Groups

op M Application Inclusion List
=Undefined Applications

Flow Forwarder and Flow Producer
=Flow Forwarders
#=Flow Exporters

m

[ WNetwork Node Manager iSPl Performance for Traffic

Flow Exporters
P  Flow Node  Collector Name - Number of Flows
% . . L o o MNetFlowCollector 129

Updated: Monday, April 09, 2012 12:04:53 PM Total: 1

If you see that the routers are exporting flow records but flows are not seen in the system
configuration, click Unresolved NNM IPs in the NNM iSPI Performance for Traffic Configuration

form.

If the IPs appear in this list, it means that the Master Collector is not able to get the topology object

from NNM. i for these IP addresses.
The reason could be these nodes are not discovered in NNMi as SNMP nodes or the Master

Collector is not able to communicate with NNMi.
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[ Network Node Manager iSPI Performance for Traffic

Configuration

Unresolved NNM IPs
Leaf Configuration —

#=[ eaf Collector Systems P  Interface Index i Last Attempt time
£=| eaf Collectors ) )
£=| eaf Remote Sources

[

Master Configuration
#=Master Collector
#=Master Remote Sources

System Health
e=|nstallation Verification

Site, ToS and Threshold Configuration
£=Sites

= Type Of Service Groups

#=Threshold

Filter Configuration
£=Filters
#=Filter Groups

To find out if Master and Leaf Collector health is fine, click Traffic Health in the NNM iSPI
Performance for Traffic Configuration form.

Make sure no messages exist there (or at least there are no OPEN messages).

If an OPEN message exists, open the message and look at the detail for suggestions.

[ Network Node Manager iSPI Performance for Traffic

Configuration

#=| eaf Collector Systems

#=Leaf Collectors - 0 © Severity  Start Time  End Time © Status  Message
#=Leaf Remote Sources - 8 - - -

Traffic Health

Master Configuration
| ll&=Master Collector
#=Master Remote Sources

System Health
#=|nstallation Verification

Some example traffic health messages are:
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[ Network Node Manager iSPI Performance for Traffic

Configuration Traffic Health
Leaf Configuration
Eﬂ: ED::E%W Systems 1 (Collector Saverity Start Time End Time Status Message Suggestion
Lot Aot Sources [ NetFlowCallector NORMAL 20120413002624 - INFO Current size of the L Removed 10K objects
[C] MNetFlowCallector NORMAL 2012-04-13 00:57-20 = INFO Current size of the FL._.  Removed 10K objects
- 7]  NetFlowCollector NORMAL 2012-04-13 01:27:37. - INFO Current size of the FL Removed 10K objects
"fl\sﬂ‘:;(;"cnﬂﬂ'i::"’" ] NetFlowCollector NORMAL 2012-04-13 016737 - INFO Current size of the FL_. Remaoved 10K objects
= Master Remote Sources [ NetFlowCollectar NORMAL 2012-04-13 022745 - INFO Current size of the FL . Removed 10K abjects
7]  NetFlowCollector NORMAL 2012-04-13 02:5745._.. - INFO Current size ofthe FL... Removed 10K objects
[[] MNetFlowCallectar NORMAL 2012-04-13 03-28:09 - INFO Current size of the FL Remaved 10K objects
System Health ] MetFlowCallector NORMAL 2012-04-13 03:59:09._. - INFO Current size of the FL._.  Removed 10K objects
#=Installation Verification 7]  NetFlowCollector NORMAL 2012-04-13 04:30:04 - INFO Current size of the FL Remaoved 10K objects
S Traffic Health NetFlowCollector NORMAL 20120413 050004 - INFO Current size of the FL Remaved 10K objects
T
== Unresolved NNM IPs
[[] MNetFlowCallector NORMAL 2012-04-13 05-32:56 - INFO Current size of the FL Removed 10K objects
7]  NetFlowCollector NORMAL 2012-04-13 06:02:56.... - INFO Current size ofthe FL... Removed 10K objects
S__l_le,tToS and Threshold Configuration ] MetFlowCollector NORMAL 2012-04-13 06:37:65 61 - INFO Current size of the FL. Removed 10K objects
;’:ES Of Service Groups [C] MNetFlowCallector NORMAL 2012-04-13 07-07:57 = INFO Current size of the FL._.  Removed 10K objects
hreshold 7]  MetFlowCollector NORMAL 2012-04-13 07:43:42.14 - INFO Current size ofthe FL... Removed 10K objects
[ MetFlowCollector NORMAL 2012-04-1308:1342_. - INFO Current size ofthe FL... Removed 10K objects
Filter Configuration [[] MNetFlowCallectar NORMAL 2012-04-13 08:50-26 60 - INFO Current size of the FL Remaved 10K objects
ilters NetFlowCollector NORMAL 2012-04-13 09:20:26.... - INFO Current size of the FL... Removed 10K objects
]
#=Filter Groups ] MetFlowCollector NORMAL 2012-04-13 09-56:05. - INFO Current size ofthe FL . Removed 10K abjects
[C] MNetFlowCallector NORMAL 2012-04-13 10:28:06 = INFO Current size of the FL._. Removed 10K objects

Open any message and see it in detail as follows:

Traffic Health

¥ Instructions

Problem |d 12

Collector MetFlowCollector

Severity NORMAL

Start Time 2012-04-13 00:57:20.184

End Time -

Message Current size of the FLOWRECORD object pool is 380000
Suggestion Removed 10K objects from the pool

In the message, a Leaf Collector is represented by the name of the logical Leaf Collector and the
Master Collector is represented by “Master.”

Configuring User-Defined Application Mapping

The NNM iSPI Performance for Traffic comes with 302 well-known mappings of ports and protocols
to applications (like Port 22 for SSH, 23 for Telnet, and so on). However, if you want to have your
own application mapping for applications running on non-standard ports, the iSPI provides you with a
way to define a new application mapping.

1. First, go to the “Traffic Analysis” workspace in the NNMi console and go to the “Traffic
Reporting Nodes” inventory view.
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2. Select the router forwarding traffic and look at the “Top Apps-In” or “Top Apps-Out” tab to
see the applications contributing fo ingress or egress traffic flowing through this router.
You will find some standard applications seen because of the Default Application mappings
provided by the iSPI.
You may also find an application with the name “Undefined,” which means there is no
mapping defined for this traffic.

Traffic Reporting Nodes

@B |8 R|P|E 1@ [1-101 & ol
Thee: Node Name Traffic Type Tenant Name
U ciscopefs24 Netflow Vg Default Tenant
Updated: 4/10/12 09:00:21 PM Total: 1 Selected: 1 Fitter: OFF Auto refresh: |
Analysis
Traffic Reporting Node Summary £ Top Apps-in 3 )| Top Apps-Out® || Top ToS-nE | Top ToS-OutE$ | Top IP Protocokin & | Top IP Protocol-Out§¥ | Performance £
Current Time: Tue Apr 10 21:00:23 IST 2012

Analysis Period for
Hode

Performance Data Tue Apr 10 21:00:23 IST 2012

Last 1 Hour

[HJundefined)[Jsnur [JjLor [lEce [lTenet [lCthers

3. Mouse over on the pie that shows you the absolute Volume of the traffic (in KBs) that is

‘Undefined.’

Top Apps-in 53 || Top Appe-Out &3 | Top ToS-n &3 | Top ToS-0ut €% | Top IP Protoc

| Undefined(20292KBytes) |

DUnd&ﬁned |:|5Nr.1p .LDF‘ .EIGF' .Telnet .Dthers

4. Go the “Undefined Applications” inventory in the Configuration Ul of NNM iSPI Performance
for Traffic.
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5. You can see the port undefined traffic is destined to the router name and its interface from
which traffic is being received along with the direction of the traffic (IN/OUT). Note down
the port ranges for which there is a huge volume of traffic and for these port ranges, work
with Network administrators to define this traffic.

k Node Manager iSPl Performance for Traffic

ciConhgtiog; (A8 ]l= Undefined Applications
Leaf Configuration j L=
::te-:: g;i::z:z‘fl?)‘s'?ms Destination Port Number of Bytes Node Name Interface Name Ingress/Egress
lmLaaf Remote Sources 234 7000000 ciscopessad Gt ™
1T000 4613800 ciscopeB524 Gitg N
18004 4800000 ciscopeBEad Gite M
:‘Tﬁ,?::lg“c":g:::?“ | 2132 4600000 ciscopessal Gt [
FMaster Remote Sources /7 B4B74 199836 ciscopeB524 GilN N
55052 199836 ciscopeBsaq Gitn N
50453 | 199436 ciscope6524 GitN 0]
| System Health T 61556 __ 193436 ciscopebsed éi_ih [}
Feinstallation Verfication T 103680 ciscopeB524 G ]
::‘L_’:r':;c’:z“r’;m“ - o 84872 ciscopeB52a Gile N
0 76636 ciscopesae Gitn 4]
- 2048 15384 ciscopeB524 Gitr N
i‘;:::s and Threshold Configuration ! 39623 15160 ciscopeB524 Gie N
FiType Of Senvice Groups 3333 13800 ciscopeB524 GilH N
mThreshold U3 13200 ciscopeB524 Gitit N
1967 B160 ciscopeB524. Gimn [}
Filter Configuration 1967 7380 ciscopeB5ad Gitfg (1]
mFilers 38810 4415 ciscopeBs2 Gitn N
miFilter Groups 1281 3600 ciscopehsal Gt ]
39653 2548 ciscopeB52d Gitg ]
| TR1985 2237 ciscopeB524 Gilfg N
‘Application Mapping Configuration il (N 56788 1408 C15C0peBsad Git/1 N
7816 1232 ciscopeB524 Gitn N
148 768 ciscopeB524 Gite N
768 . 720 ciscopeBs2d Gt (1]
T OT I aTar B e P e 62328 676 ciscopeb524 Githt ]
mFl Farsisrdeis e 64959 636 ciscopeBs2e G N
E0F ow Exporters 55408 | 636 ciscoped524 Gilh N
% RITEA AR rire "
Updated Tuesday. April 10, 2012 9.01:22 P { Total 50

To define traffic, you must define application mappings. These mappings can fall into one or more
groups. All the mappings will always be part of “DefaultAppMapGroup”.

Best Practice: HP recommends that you define a new Application Group first and then add the user-
defined application mappings in that group. It is not recommended to change the Default group
provided by the NNM iSPI Performance for Traffic.

6. Define a new application mapping group by launching the “Application Mapping Groups”
configuration form:
a. Add a “New” group
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A Metwork Mode Manager iSPl Performance for Traffi

Configuration @1

Leaf Configuration

=iLeaf Collector Systems [[] Application Groups . Mumber of Application Mappings : Collector Name
Leaf Collectors

= Leaf Remote Sources DefaultAppMapGroup 302 MetFlowCollector

Application Mapping Groups

Master Configuration
= Master Collector
=Master Remote Sources

System Health
Installation Verification
Traffic Health
=Unresolved NNM IPs

Site, ToS and Threshold Configuration
Sites

Type Of Senice Groups

Threshold

Filter Configuration
Filters
Filter Groups

Application Mapping Configuration
Application Mappings

Application Mapping Groups

Top N Application Inclusion List
==Undefined Applications

b. Name it, for example, “Important Applications.” For this new group, either chose the
applications from within the default group or add a “New” application.

| Save & Close | | Save & New | | Help |

Application Mapping Group Details E@j

+ Instructions

pplication Groups ‘1 ﬂ :l All Application Mappings
[] Application Name i Condition Configuration Application Groups i Collector Name
[ Telnet DstPort = 23 DefaultAppMapGroup NetFlowCallector
[C] gnutellasve DstPort = 6346 DefaultAppMapGroup NetFlowCollector
[[]  MicrosoftDSActiveDirectory DstPort = 445 DefaultAppMapGroup NetFlowCollector
[]  MATIPTypeA DstPort = 350 DefaultAppMapGroup NetFlowCollector
[7] IBMLotusMotesRPC DstPort = 1352 DefaultAppMapGroup NetFlowCollector
[ loadav DstPort = 750 DefaultApphMapGroup NetFlowCallector
[7]  FileMakerSandVWebSharing DstPort = 591 DefaultAppMapGroup NetFlowCollector

c. Inthe “New” application mapping form, provide the application name. This is the
name that will be visible in the Pie Chart of analysis pane and on the reports.

d. In the details section, define the conditions for this application by selecting an
appropriate “Flow Attribute” and “Operation.”

| Save & Close | | Save & New | | Help |

Application Mapping Details

+ Instructions

Application Name ERPApplication Application Mapping Text Configuration | All Application Mapping Groups
= Application Mapping Details DstPort >= 51000, DstPort <= 70000, App = ERPApplication
Flow Attribute Operation Operand
DstPort v = 51,000 Add Remave
AND
DstPot = <=~  |70000 | [[Add | [ Remove |

Possible Flow attributes can be seen in the image below:

23



| Save & Close | | Save & New | | Help |

Application Mapping Details
¢ Instructions
Application Name ERFApplication

- Application Mapping Details

Flow Attribute Operation

<]

DstPort

ProducerlP
SrclP

DistlP e -
IPProtocol
MESMNMPInputindex

MEFSMMP Qutputindex

TCPFlags
IPToS

51,000

Operand

Add Remove

| Add | | Remove |

e. Save and Close the application definition form and application mapping groups

form.
}.Save &C\nse-: | Save & New | | Help |
Application Mapping Group Details

All Application Mappings

» Instructions

Application Groups ImportantApplications
Application Name

DomainNameSystem

Doom
EMCADS
EMWIN

EPP
ERPApplication
ESRO

Echo

OoEooo@ood

Applying the configured application mappings

DomainNameSystemRDNCS...

Condition Configuration
DstPort = 53

DstPort = 953

DstPort = 666

DstPort = 3945

DstPort = 2211

DstPort = 700

DstPort == 51000, DstPort <=...

DstPort = 259
DstPort =7

¥ Application Groups

Collector Name

DefaultAppMapGroup NetFlowCollectar
DefaultAppMapGroup NetFlowCollector
DefaultAppMapGroup NetFlowCollectar
DefaultAppMapGroup NetFlowCollectar
DefaultAppMapGroup NetFlowCollector
DefaultAppMapGroup NetFlowCollector
DefaultAppMapGroup NetFlowCollector
DefaultAppMapGroup NetFlowCollector
DefaultAppMapGroup NetFlowCollector

Once defined, the application mappings have to be applied to the Leaf Collectors.
1. Launch “Leaf Collectors” inventory view from the NNM iSPI Performance for Traffic

configuration form.
2. Open the existing collector.

[ Network Node Manager iSPI Performance for Traffic

S EEixlrole]e]
[] Collector Name  Status LIP
EELeaf Remote Sources NetFlowCollector RUNNING i

Master Configuration
= Master Collector
#=Master Remote Sources

Leaf Collectors

: Collector Type

netflow

Collector System Hostna... : Listen Port

nnmiwin66.ind_hp.com 9991
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3. Go to the “Applied Application Mappings Groups” tab and make sure the newly defined
group ImportantApplications is checked.
4. Click “Save & Close.”

| Save & Close | | Help

Leaf Collector Details @\iﬂz
» Instructions
Collector Name NetFlowCollector 4 plied Filter Group { Applied Application Mapping Groups | TOS Groups | Flow Forwarding Destinations | Flow Exporters | Collec
Status RUNNING Application Groups Number of Application Mappings
Collector Type netfiow ~ v DefaultAppMapGroup 303
Listen Port 9991 [¥] " ImportantApplications 1
P d
Store Flow in File false ~
- DNS
Source IP DNS Lookup false -
Destination IP DNS Lookup false -

Wait for 15 mins and then look at the NNM iSPI Performance for Traffic node analysis pane to see

the newly defined application.
Traffic Reporting Nodes

A E SR || E K <
Thee: Node Name Traffic Type Tenant Name
¥ ciscope§524 NetflowVe Default Tenant
Updated: 4/11/12 04:54:58 PM Total: 1 Selected: 1 Fitter: OFF
Analysis
Traffic Reporting Node Summary £3 Top Apps-In £ )| Top Apps-Out & || Top ToS-in G | Top ToS-Out &S || Top IP Protocokin & | Top IP ProtocolO1
Current Time Wed Apr 11 16:55:00 15T 2012
ﬁg:gsis Period for Last 1 Hour

Performance Data Wed Apr 11 16:55:00 15T 2012 - -
e:l ERPApplication(1627KBytes)

[C]HroataProtector [“]sAPro [jundefined [JJERPAppication

Configuring ToS Groups

ToS (Type-of-Service) is the attribute in the traffic flow records that allow the user to find out the
class/type of traffic. NNM iSPI Performance for Traffic allows the user to create a group for the
combination of ToS values and name that traffic into a certain class like voice/video traffic. Unlike
application mappings, NNM iSPI Performance for Traffic does not define any default ToS groups.
To achieve this, follow these steps:
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1. Click Type Of Service Groups in the NNM iSPI Performance for Traffic Configuration

form and add a “New” configuration item.

[ Network Node Manager iSPI Performance for Traffic

Configuration

Leaf Configuration

= Leaf Collector Systems
&= eaf Collectors

#=| eaf Remote Sources

Master Configuration
#=Master Collector
&= Master Remote Sources

System Health

= nstallation Verification
#=Traffic Health

&= Unresolved NNM IPs

Site, ToS and Threshold Configuration
&5 Sites

HE=Type Of Senice Groups

#=Threshold

ElalX)e]e] Type Of Service Groups
[[1 TOS Group Name Number of TOS Mappings

2. Define the Group with a meaningful name for IPToS flow attribute. The operand value given
for a condition here is what will appear on the reports and in the Traffic analysis panes.

!_Save & Clnse_| | Save & New | | Help |

Type Of Service Group Details

¥ Instructions

TOS Group Mame

~ Type Of Service Group Details

Flow . TOS
Attribute Operation Number Operand
IPToS = = * 182 -« Video | Add | Remove

Applying ToS Groups

VideoTraffic

Once defined, like Application mapping groups, ToS groups also have to be applied to the Leaf

Collectors.

1. Launch the Leaf Collectors inventory from the Configuration form, open the Leaf collector
detail form, and then go to “TOS Groups” tab and select the required groups.
2. “Save & Close” the configuration form, wait for 15 mins and find the ToS values on the

reports.
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| Save &Clnae_| | Help |

Leaf Collector Details
» Instructions

Collector Name

NetFlowCollector

Status RUNNING
Collector Type netflow -
Listen Port 9991
P %l
Store Flow in File false =
- DNS
Source [P DNS Lookup false

Destination IP DNS
+ Start-Stop Times

Last Start Time
Last Stop Time
Last Flush Time
Mumber of Flows
Mumber of Flushed
MNumber of Packets

Lookup true -

Sat, 14 Apr 2012 19:54:20 IST
Never Stopped

Sun, 15 Apr 2012 11:53:43 IST
136

92

&5

Configuring Sites

| =a

4 plied Filter Group | Applied Application Mapping Groups

TOS Group Name
VoiceTraffic
VideoTraffic

Flow Forwarding Destinations

Number of TOS Mappings
7
1

Site in NNM iSPI Performance for Traffic is a simple way of grouping the Source and Destination IP
Address ranges into a single logical entity. Based on which IP falls into the defined Site range, the

sites are mapped as either Source site or Destination site for that traffic record.

1. Llaunch “Sites” inventory from the NNM iSPI Performance for Traffic configuration Ul and add

a “New” site.

[ Network Node Manager iSPI Performance for Traffic

System Health

= Installation Verification
e=Traffic Health
#=Unresolved NNM IPs

ites
ype Of Service Groups
hreshald

'©8 and Threshold Configuration

- =

- Ellax]&
Leaf Configuration
#=Leaf Collector Systems [C] Site Name
% Leaf Collectors "
L eaf Remate Sources 0 Delhi

] Mumbai
Bangalore

Master Configuration g T dirabad
£=Naster Collector ¥
= aster Remote Sources O FortCollins

+.Site Condition

SrclPILIKE! DstiPILIKEN

SrclPILIKE! 1IDstIPILIKEL.
SrclPILIKE! & IDstIPILIK..
SrelPILIKER# #58 - JDstiPILIK...
SrclPILIKE! IDstIPILIKEN...

Sites

Site Description

Site Rriority
1

20

10

7

9

Tenant

Default Tenant 3
Default Tenant

Default Tenant

Default Tenant

Default Tenant

2. Provide the Site name, priority, and IP ranges in the definition. Priority is for the overlapping
site ranges. The highest priority is indicated by 1. A higher number indicates a lower
priority.
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| Save & Close:] | Save & New | | Help |

Site Details

» Instructions
Site Name || ‘l Enter the alphanumeric Site name(no spaces, no special characters except hyphen and underscore) } F
Tenant Default Tenant - MNaM.,

Site Description

- Site Priority

Site Priority

" Show Higher Priority Sites | | Show Lower Priority Sites | | Show Same Priority Sites |

« Site IP Configuration

Hew IP/Range

[Add |

All IP/Range | Remove |

|. Show Sites in the same IP Range .

Once defined, Sites can be viewed in the Traffic analysis workspace by launching Sites inventory
view.

Select a particular site and look at the analysis pane for Top Applications contributing to traffic for
that site being a source or destination site.

[ Network Node Manager User Name: system  NNMi Role: Ad

File ~ View Tools Actions Help

A Incident Management ¥ | Traffic Sites
7 e Sofs
i Topology Maps 3B | R | P |E K & [1-s0f5
& Monitoring ¥ | site Name « | Site Priority Site Description | Tenant Hame
1 Troubleshooting ¥ newYork 10 Defaut Tenant
[ inventory ¥ Boston 1 Defautt Tenant
&} Management Mode b3 Takyo ) Defautt Tenant
e || Shenena 7 Default Tenant
T ito
& Cisco IP Telephony ¥ oo 20 Do era
5% Nortel IP Telephony ¥
B AvayaIP Telephony ¥
E% Quality Assurance ¥
&Y Traffic Analysis &
¥ Traffic Reporting Nodes.
£ Threshold Exceptions Reporting Mot
Traffic Reporting Interfaces.
Updated: 4/17/12 04:38:13 PH Total: 5 Selected: 1 Fiter: OFF
£ Threshold Exceptions Reporting Inte
| Analysis
2 Traffic Stes
Site Summary £3 4 { Source Site - Top Apps - In33 )| Source Site - Top Apps - Out 43 || Destination Site - Top Apps - In 53 | Destinatic
Current Time: Tue Apr 17 16:38:24
Anglysis Period for |
Site.
< il b [Dneataprotector [“Jundefined [|Priorityapp [llERPAppication [jS4Pro

Configuring Thresholds
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NNM iSPI Performance for Traffic also provides an option to configure threshold based on the volume
or bandwidth of the traffic for the application(s) and ToS. Thresholds can be defined with the topology
scope of Node, Interface, or Site.
1. Click Threshold in the NNM iSPI Performance for Traffic Configuration form and add a
“New” configuration item.

Configuration

Leaf Configuration
Leaf Collector Systems
Leaf Collectors

=L eaf Remote Sources

Master Configuration
=Master Collector
Master Remote Sources

System Health
Installation Verification
Traffic Health
Unresolved NNM IPs

Site, ToS and Threshold Configuration
Sites

Type Of Senice Groups

Threshold

& Summary

Threshold

: High Value

f High Rearm Value

2. Select a Metric followed by the “Threshold By” option and then a Topology filter.

Sve & Close Sve & New Help
Threshold Details
» Insaructions —
Metnic Volurme
T anchanclh o
High Rearm Valua GB ~
= Application or ToS

& Application

Al Applications

Bt Threshold By Tog

AR ToS
Hane
~Topalogy Filters
Interface
Sa1 Threshold By Hode

These are just fiters. Choosing Node/Site here doss not imply Nede/Site based incidents. All
the incidents are ahway's at the Imerface level

SrclPILIKE

SrelPILIKE
Taronlo SrelPILIKE
Haw York SrelPILIKE™
Takya SiclPILIKE

Siter Comdition

Siter Privirity Tunant

1 Defauli Tenant
20 Default Tenant
10 Drefault Tenant
T Default Tenant
] Detimlt Tenant

3. Based on these selections, you will see the tabs changing in the right pane.

| Save & Close | | Save & New | | Help |

Threshold Details

» Instructions

Metric Bandwidth =
High Value 200 Kbps ~
High Rearm Value 130 Kbps ~
+ Application or ToS
@ Application
) All Applications
Set Threshold By ToS
All ToS
None

~ Topology Filters

(. Interface
) Node

@ Site

These are just filters. Choosing Node/Site here does not imply Mode/Site based incidents. All

the Incidents are always at the Interface level.

Set Threshold By

Application Mappings

=)

OEoDooDEEoEEooEomEo

PostOfficeProtocol3overTLSor
AccessMetwork
WHOISprotocol
TrivialFileTransferProtocol
NetlQEnd2End

Tripwire

udt_os

ingreslock
NetiQMonitorConsole
KerberosversionlV
Remote TELNETSenice
dtsped

MITMLDevice
WAPpushMMS
Symantecvnetd

SAPro
NetBIOSSessionSenice

Nodes

i Condition Configuration

DstPort = 5061

DstPort >= 2100,DstPort <= __

DstPort = 935
DstPort = 639
DstPort =43
DstPort = 69
DstPort = 2220
DstPort = 1169
DstPort = 3900
DstPort = 1524
DstPort = 2735
DstPort = 750
DstPort = 107
DstPort = 6112
DstPort = 83
DstPort = 2948
DstPort = 13724

DstPort == 3000,DstPort <= __

DstPort = 139

Volumes are measure in Bytes while Bandwidth is measure in bps.

: Application Groups

Collector Name
DefaultAppMapGroup
ImportantApplications, Defaul. . NetFlowCollector
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
DefaultAppMapGroup
ImportantApplications, Defaul . NetFlowCollector
DefaultAppMapGroup
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4. For a selected topology filter, select the topology object (Site in the example below) you want
to set the threshold on. No selection means all for the topology filter. For Application/ToS,
either All or at least one needs to be selected.

| Save & Close | | Save & New | | Help |

Threshold Details
» Instructions
Metric Volume - Application Mappings Sites
High Value 100 KB ~ Application Name
High Rearm Value 50 KB ~ [] DanwareNetOpRemateControl
- Application or ToS [] DanwareNetOpSchool
[] Discard
@ Application [] DomainNameSystem
() All Applications [[] DomainNameSystemRDNCS
Set Threshold By © ToS [F] Doom
All ToS 1 EMCADS
D Nane [ EMWIN
+ Topology Filters 0_tep
ERPApplication
© Interface [T ESRO
Set Threshold By ) Node [ ==
© Site O FCP
These are just filters. Choosing Node/Site here does not imply Node/Site based incidents. All [[] FTPControl
the Incidents are always at the Interface level. [[] FTPContraloverTLSorSSL
[[] FTPData
[] FTPDataoverTLSorSSL
[7] FileMaker6andWebSharing
[[] Fingerprotocol

i Condition Configuration

DstPort = 1970 DefaultAppMapGroup

DstPort = 1971 DefaultAppMapGroup

DstPort = 9 DefaultAppMapGroup

DstPort = 53 DefaultAppMapGroup

DstPort = 953 DefaultAppMapGroup

DstPort = 666 DefaultAppMapGroup

DstPort = 3945 DefaultAppMapGroup

DstPort = 2211 DefaultAppMapGroup

DstPort = 700 DefaultAppMapGroup

DstPort »= 51000.DstPort <= ImportantApplications, Defaul . NetFlowCollector

DstPort = 259 DefaultAppMapGroup

DstPart = 7 DefaultAppMapGroup L
DstPort = 3225 DefaultAppMapGroup I
DstPort = 21 DefaultAppMapGroup

DstPort = 990 DefaultAppMapGroup

DstPort = 20 DefaultAppMapGroup

DstPort = 989 DefaultAppMapGroup

DstPort = 591 DefaultAppMapGroup

DstPort = 79 DefaultAppMapGroup

Bandwidth thresholds are available only for Application.
Once defined, the thresholds can be seen in the Threshold inventory.

[ Network Node Manager iSPI Performance for Traffic

Application Groups

i Collector Name —

Configuration

Leaf Configuration

] BAMDWIDTH

Master Configuration
aster Collector
aster Remote Sources

System Health
stallation Verification
raffic Health
nresolved NNM IPs

ite, ToS and Threshold Configuration
ites

ype Of Senice Groups

iﬁThreshuld

eaf Collector Systems B Wetic * Summary
eaf Collectors H
eaf Remote Sources [ VOLUME

Sites: 1, Applications: 1

Flow Node: 1, Applications: 2

Threshold
High Value High Rearm Value
1000 KB 50.0KB
2000 Kbps 130.0 Kbps

You can also configure threshold by selecting a node from the inventory of Traffic reporting nodes
and right clicking Configure Traffic Threshold.

| Traffic Reporting Nodes

A E| S R|P |E

Thee: Hode Hame Traffic Type

W) ciscopegsz4 Metfnwhio
Select All
Sort 3
Filter 3

Export To CSW

Traffic Maps
Traffic Reports

Configure Traffic Threshold

Tenant Hame

Default Tenant

Quality Assurance

3
[
3
HP MMM iSPl Performance  »
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Once defined, the applicable thresholds can be looked in the “Traffic Reporting Node” detail form in

the “Applicable threshold” tab.

| Traffic Reporting Nodes  Traffic Reporting Node
ERERD
lEerEd] Top 5 Sources | Top 5 Destinations | Top 5 Conversations | Traffic Reporting Interfaces | (Applicable Threshold’ Incidents
Node Name ciscopessa4 @~ h
Traffic Type NetflowVa A E SR P & @ [1-2012 & & | Ell
VETETETD e e Value =« Value Unit Rearm Value | Rearm Unit | Metric
100.0 KB 50.0 KB Volume
200.0 Kbps 130.0 Kbps Bandwidth
Updated: 4/17/12 04.57:26 PM Total: 2 Selected: 0 Fitter: OFF Auto refresh: 3 min

Threshold violations result in the alerts and these alerts appear in the “Incidents” tab of the Traffic

reporting node.

| Traffic Reporting Nodes  Traffic Reporting Node

NG

~ General Top 5 Sources | Top 5 Destinations | Top 5 Conversations | Traffic Reporting Interfaces | Appiicable Threshold | ( Incidents
Node Name ciscopeBs24 E R M
Traffic Type NetflowVe B | 8| X & @ 1-10f1 S & | |
e Default Tenant Sevel Lifec) Last OccurrencesTi Corre Source Node | Message
-
8 EI AMTHZ 45T43PM Pad ciscope6524 ‘One or more interfaces on node: ciscope6524.ind.hp.com has breached
Updated: 4/17/12 04:57:53 PN Total: 1 Selected: 1 Fiter: OFF Auto refresh: OFF
Analysis
Incident Summary : NodeTraffic & Details & | Custom Attributes £ | ciscope6524 MIB Values & | Source Node ciscopefS24 S
Performance Data  Tue Apr 17 16:58:03 IST 2012 Catzgory Performance
One or more interfaces on node: Family Traffic
Wessage ciscope6524 has breached the Correlation Nature Root Cause
traffic thresholds arigin NNMI
Severty ) [crtieal | Last Oceurrence Time April 17, 2012 4:57:43 PM
Priority com.hp.nms.incident.priority.High Source Node ciscopes52d
Lifecycle State Registered Source Object ciscope6524
RCA Active false
Source Objast ciscope6524 (Traffic Node Table
Data)
Crested/Opened 4/17/12 04:57 PM (Open for 20.3 seconds)

Traffic threshold violations can be seen on the “Threshold state” column of the Traffic Reporting Nodes

inventory.

| Traffic Reporting Nodes

@B O’ | P |E
.-'hwé!_ﬂodeuame

W ciscopessas

Traffic Type

Hetflow\g

Tenant Hame

Default Tenant

31



There are specific inventories for “Threshold Exception Reporting Interfaces” and Nodes. One can
look at these inventories for a direct list of threshold violated objects.

[ Network Node Manager

File  View Tools  Actions

# Incident Management
1. Topology Maps

& monitoring

Y Troubleshooting
[ inventory

£ Management Mode
# Incident Browsing
E% Cisco IP Telephony
% nNortel IP Telephony
&y AvayaIP Telephony
5% Quality Assurance
5y Traffic Analysis

Help

User Name: system

HNMi Role: A

| Threshold

Reporting Interfaces

B R KKK KR KK R K

¥= Traffic Reporting Nodes

¥ Traffic Reporting Interfaces

£ Threshold Exceptions Reporting Not

‘C Threshold Exceptions Repnmng@

@ |8 R | |E

& @ 1-10f1

¥ Traffic Sites

Current Time
Analysis Peri

Performance

Tue Apr 17 16:59:26
iod Last 1 Hour
Data Tue Apr 17 16:59:26

[CJPoataProtector [Jundefined [|ERPAppiication [llPriorivape [lSAPre

: Interface Hame: Hosted On Traffic Type  Flow Process Tenant Name
W oin ciscope6s24 NetflowVs v Defautt Tenant
Updated: 4/17/12 04:59:23 PH Totat: 1 Selected: 1 Fiter: OFF
| Analysis
Traffic Reporting Interface Summary £ Top Apps-in &3 | Top Apps-Out & | Top ToS-in&3 | Top ToS-Out &3 || Top IP Protocobin G} | Top IP Protocol-0

See the “Open Key Incidents” view in the NNMi console and look for the “Traffic” family. You can
see all the threshold violated alerts; the analysis pane shows details of which interfaces and which
application traffics violated thresholds.

s N wyboss W8I Ao Achrarsteatin

A incident Management

(™ Open Key ncuents

P uUnassigred Dpen Ky ncdects
1 uy Coen ncidents

o1 Topology Maps
1] Troubleshooting

< Mansgement Made
. Incidant Browsing
5t Cinca 1P Telaphony
Bt warte 1P Tetephomy
5y Avaya B Totmphony
T ousssty Assurance
. Trainic Ansiysia

Plee Do e e e e (e (e e ww |

BB ORI E Last Wesk = |<Empty Group fRers )@ 1
Sever Prof Liee L i Assigned T: Source Ubject  Caleg damil Orighn Corre Message
6 H & smusom cmcopelSI4  GiN & (W T g ks ol on the e
O A & ummsnom cacopessae  GnN W (Jrame ) bt - 1
@ H & wmasrom cMcopeBIe CHcopeRtd (Tt B AT 0ne or move mteriaces on Acde: CRCOEEGSEE has Breached e irafhe Sreshos
Updated: 41712 85:0023 P Totst 3 Seected: 1 Fier: O
| Anatynin
et Summary : nisrfacesgpicaonTratic £ Deais 3 | Custom anrtutes © | Ciacopessas B Viues © | Source looe cacopenias O
PeiforranceData  Tue Apr 17 170030 ooy Parcemnce
High ralles irgress bandyidih reporied Fly Tratic
rough an interiacd G on the node Coereaon Natwe Roat Cause
= sencopaRRind.hi.cor for the sppication g [
L 2
Kbpa Lat T April 17, 2012 45741 PU
Kigoe. Mnanaremnnt time iz 3043.04.47 Soarca bodh cmecpetsas
b Seurce Obiect Gt
Severty ) I
Pradty COMUELAM S NNy High
Ltecycie State Hegistered
REA Active false
Saurce st GIN (Traffic inte rface Tabbe Data)
= PH {Open for

it refresh: 30 sec
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Common Use Cases

Identifying the source of high interface utilization

The NNM iSPI Performance for Metrics generates an alert for High Input/Output utilization of an
inferface and the NNM iSPI Performance for Traffic then helps identifying why the interface utilization

is shown high.

Ulmer Hame: wysten N Roie: Adewnatator

P Opes Kay Incidents.
P Unassigred Open Ky hidents

P ity Open ncaents

+2. Topology Maps

B2 monsoning

'Y Troublesneoting
I° Inventory

L' Management Mode
# Ircainet By
5 cisco I Teweppony
E7 Moetet IP Totepheny
T avaya @ Tewphony
T —
. Teamc Analyaia

#: | Open Key ncoents

R A AT

W EIOR | | X |E
Seve: Prior Lifoc; Last Occurrance-Ti Assigned Ti Source liode
0 s & wmmsesum ——
QO A & wwmasaom cacopeste
0 A & wmzetram emcopaftls
A s & wmaorm nnstwied e hp
@ =J & sz CHCOES
8 ] & wsevenmm cncopefS
Q9 ] & wwuizmoam cacoptatst
0 sl & ewempssrzan eacopeEst
0 sl & wuzenam cacopedS2d
2 sl & wswesaoa cacopessia
Upduted: 417112 05:06-31 P
Anaiysis
meeiens Summary | nterfacesppicatonSesTratie £
Pertormance Das  Tue Apr A7 170643 15T 2012
Hiigh teaffi ingreas vohsmn reparted thissgh
an intortace G on the pade
cincopeBSidin Datsne " -
Ursaage toar 3 applicatios; FRBA pplication. Configured
themshokl: 100.0 KB and Measired val:
FT T TRe— i tiene i
FONDB4AT RETAL-10
Severty I T T
ety comuhg.nms incident.prionty High
Utecycie Simtn fAngisterd
RCA Actve talser
Sourca Otject G (Traffic intertsee Tabio Data)
Creased/pensd AATH2 0458 PM (Open for 5.2 minates)

vt Weed

<Lmpty Greug tRer-

Source Obyect  Cates Pl Origh Corre Méssage Hat
an @ (52 [ T R The il 16 HIBH dus b5 &
san S0 Tesmy ELOMTE g mare ngress volme
eicopetSls @ Tt B 'T0 One e more nterfaces on node: cscopeSia ind hp com kas
nnmed w B8 T Tt suihesth status ' now ot Waming
G # S5 B df mersoeDown
R S Gt B 7O The target addreas 172 18,1138 i down
cacoptaist S o B Y QA Probe cacoseats nang com W TGP Connect faded to ren. Reascn: Oper state & Not
wipechy b Gwait B D0 QaProse wdpechs faked 1o run. flsason: Oger saste | NotConascied
o S ceslt P30 QAPobe oo faled b run Asasen: Oper stale & HotCenneced
G d fLOW 0 mtectsce Down
Totak 42 Seiecied 1 Rer ON s refres 30 sec
Detais £ 3@ | cocopeRS2s MB Vakes £ | Source Nods cicopessad £

Category Performance

Famdy Trame

Cormelation Nasre oot Cause

tirgin e

Last Occurmence Time April 17, 212 4:5TA3 PM

Stutce Nose r———

Saurce Otject

Drilling down to the interface for which the management event is generated, you can look at

the top 5 applications contributing to ingress/egress traffic through that interface

You can also look at the Top Sources sending the traffic through that interface and also the

top destinations to which the traffic is being forwarded as shown below in the image.

As shown above, with thresholds configured in the NNM iSPI Performance for Traffic, you

can also see NNM iSPI Performance for Traffic-specific threshold violation incidents getting
generated and identify the exact application causing high utilization
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‘ Traffic Reporting Nodes Traffic Reporting Node

ENEACIE

e Top 5 Sources | Top S Destinations | Top 5 Conversations | Traffic Reporting Interfaces, || Appiicable Threshold |  Incidents
Node Name ciscope§524 - | ¥ Ingress
Traffic Type Netflow\Ws Source Host Name  Volume
Tenant Name Default Tenant 1 15.154.96.18 13908 KBytes
2 10.10.100.5 5690 KBytes
3 172.16.136 5476 KBytes
4 16.78.56.28 1173 KBytes
5 15.154.75.160 1088 KBytes
« Egress
Source Host Name  Volume
1 172.16.13.6 0 Bytes
2 15.154.80.8 0 Bytes
3 15.154.96.16 0 Bytes
‘ Analysis
Traffic Reporting Node Summary &3 Top Apps-in &) | Top Apps-Out & | Top ToS-n&$ | Top ToS-Out$ | Top IP Protocokin & | Top IP Protocol-Out & | Performance &3

Current Time Tue Apr 17 16:55:21 IST 2012

Analysis Period for
Node

Performance Data

Last 1 Hour

Tue Apr 17 16:55:21 IST 2012

[[Jundefined [“JHPDataprotector [jERPAppication [lPriortyApp [IllS4Pro

With the new “Performance” tab in the analysis pane, for a NNM iSPI Performance for Traffic node
or interface, one can also look at the link utilization for an interface and CPU utilization for a node
apart from the number of traffic packets flowing through that node or interface.

| Traffic Reporting Nodes

8BS R |P
Thee: Node Name Traffic Type
|/ ciscopessze Netflowve

Updated: 4/17/12 04:52:29 PM

Tenant Hame

Default Tenant

Total: 1

Selected: 1

& <

1-10f1

Fitter: OFF

\
e o | B

Awto refresh: 3 min

| Analysis

Traffic Reporting Node Summary 53

Current Time: Tue Apr 17 16:52:34 IST 2012
Analysis Period for T TTour
Node

Performance Data Tue Apr 17 16:52:34 IST 2012

Top Apps-in & | Top Apps-OutE | TopToS-n & || Top ToS-Out & | Top IP Protocokn & || Top IP ProtocolOut &5 | Performance £ )|
'_CPU and Memory utilization - ziscope6524.. - o= Traffic flows - ciscope6524.ind.hp.com - = Traffic fl
|Vohume -
Memoyu.] 50 Volume -
- |
40 |
V—WAW—M._'-V—VH—.\‘ h |
20 i‘ ‘| |
|
o o !
17:00 22:00 05:00 11:00 17:.00 22:00 05:00 11:00
18112 4M6M2  &1TM2 4MTNZ 4612 418NZ &1TNZ &MTN2
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Viewing the summary of the network traffic distribution

With 9.20, the NNM iSPI Performance for Traffic introduces the “Headline” report. You can use this
report fo view the summary of the network traffic distribution. It provides Top contributors of traffic
across the network.

Current Status

»

Report:

User: tapan
Path: Interface_Health

Status: Ready
Fitter: Set

Reports

Preferences

+| [ Avaya IP Telephony
+| [ Cisco IP Telephony
< [0 iSPI Metrics
+| [ ISPl Quality Assurance
~(& BATraffic
+| [2J Interface_Traffic
+| [ Interface_Traffic_15_min
-| = Interface_Traffic_1_min

) Launch

ra

| Q Headline
Top N Analysis
Top N Chart Analysis

m

a Report

View Saved Content

NNM iSPI Performance

Run Prompts

Show Bookmark

Help

NNM iSPI Performance

Use the navigation panel on the left to select a package and repert, then refine your topalogy filters and time restrictions to configure the display to:

Interface Traffic 1 min - Headline

? Apr 17, 2012 9:45:00 PM - Apr 17, 2012 10:45:00 PM (Last 1 Hour) (Server Time), Node Mame = dscopeg524

Volume - In Bytes (sum)

8,000,000

8
g

Top 10 Conversations Incoming

0
KO s B T O RS B ~ - B I
R A A A A A A

A

Source Host: Destination Host
H10101005 ;10 M1721613.6:1...

| BT

<

555
58

Wolume - In Bytes (sum)

L

[=]

Nl D
IR PN ﬂa@

L B

Top 10 Destinations Incoming

&

S O b
Ll A e

Destination Host Name

-2

Wolume - In Bytes (sum)

Top 10 Sources Incoming

Source Host Mame

14

e g

3

H10.10]00.5 H1721613.6

S

¥

1.

T T

o b @
L I ;
LAV A

LRt N 17276126 B Ebd s 10101004 W0 o

Top 10 Conversations Outgoing

21:45 21:50 21:55 22:00 22:0522:10 2215 22:2022:25 22:3022:35 22:40

Wolume - Out Bytes (sum)
L O - 1]

Source Host : Destination Host
W 1010003 10, M10100000 010, ®1010.100.2 10,

14
Top 10 Destinations OQutgoing

21:45 21:50 21:55 22:00 22:05 2210 22:1522:2022:25 22:3022:35 2240

Volume - Out Bytes (sum)
o ok Eom

Destination Host Mame
w0l FI0007004 E1726126 GRGTELE R R R

Top 10 Sources Qutgoing

21:45 21:50 21:55 22:00 22:05 2210 22:15 22:2022:25 22:3022:35 22:40

Wolume - Out Bytes (sum)
L= B 1]

Source Host Mame
H1010.100.3 =10.10.100.1 510.10.100.2 10.10.100.5

4
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Top 10 Applications Incoming

21:45 21:5021:5522:0022:0522:1022:1522:2022:2522:3022:3522:40

Wolume

Application Mame

B ndefined Priorityhpp B ERPApplication © SA&Pro

Top 10 Types of Service Incoming

555
558

o
L R R T ] »
AT T A g 4 A

s

6 @ A
B A A A
B

Volume - In Bytes (sum)

Type of Service
L] 192

Generated at : 10:48:20 PM (Server Time)

Analyze the network traffic trends

Volume - Qut Bytes (sum)

Valume - Qut Bytes (sum)

Top 10 Applications Outgoing

= e I ]

21:45 21:50 21:55 22:00 22:05 22:10 22:15 22:2022:25 22:30 22:35 22:40

Application Name

B ERPApplication M PriorityApp W sAPro Undefined

Top 10 Types of Service Qutgoing

L= e -]

21:45 21:50 21:55 22:00 22:0522:10 22:1522:2022:25 22:3022:35 22:40

Type of Service
LJi] 192

e You can analyze network traffic trends for daily, weekly and monthly aggregated data
e For daily, top applications traffic, right click a Traffic node and launch the “Top Applications

— Last Day” report.

e ltis asingle click report that enables you to look at the Top Applications contributing traffic

through that network device.

| Traffic Reporting Nodes.
ENENEEENE
Thee: Node Hame Traffic Type Tenant Hame
U cisco; Select &l low VS Default Tenant
Sort 3
Fitter 3

Export To CSW

Configure Traffic Threshold
Traffic Maps

Traffic Reports

Quality Assurance

HP NNM iSP| Performance

Top Applications - Last Day

Top Destinations - Last Day

r v v -

Top Sources - Last Day

e You can directly launch the NNM iSPI Performance for Traffic reports from NPS report home
page as well. At the top level, “Top N Analysis” link allows the user to quick launch different
“Top Contributor” reports with a single click. For example, as shown below, select “Top

Applications” as a report type
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ES (E} keep this version =
‘Current Status

User: tapan 3  NNM iSPl Performance Interface Traffic 1 mins - Top N
Path: Interface_Traffic_1_min/

Report: Top H Analysis

Status: Ready Run Prompts. Help

Fitter: Set

Preferences

Top Interfaces | Gheck Topology Filter for set filters
Select Report Type

+ (L Avaya P Telephony ~

4 [ Cisco IP Telephony Top Interfaces
Top Applications Confirm Selection
| () 18Pl Mefrics

Top Sources

+| [0 ISPl Quality Assurance Top Ds i
| = BPITraffic Top Conversat\on.s
Top Type of Service
+/ [ Interface_Traffic Top Destination Ports

+ (17 Interface_Traffic_15_min
- (& Interface_Traffic_1_min
Headline
| G} Top N Analysis
Top N Chart Analysis

n

Drill down and select the application for which you want to see Top Sources
Select “Sources for Application” as the next level filter

|—7 Reep IS version *

A NNMiSPl Performance Interface Traffic 1 mins - Top N

Run Prompts Help

Cisek Tupuiogy Filler for set filters

| Top Applications = | Sources for Application =l
Application Namelﬁi_or\t‘mpp El Confirm Selection

“Confirm Selection” and one can see the report showing Top Sources for specific
application(s).

("ﬂ) NNM iSPI Pe rfo rmance Interface Traffic 1 min - Sources__For__Applications - Top N

Options  Run Prompts ~ Show Bookmark  Help

Y Apr 17, 2012 9:55:00 PM - Apr 17, 2012 10:55:00 PM (Last 1 Hour) (Server Time),(Mode Name = dscope6524 Application Name = PriorityApp, HPDataProtector -

= Grouped by: Source Host Name

E
Rank Source Host Volume - In Bytes Percent of ALL for Volume - In~ Volume - Out Bytes  Bar Chart for Volume - In Bytes
Name (sum) Bytes (sum) (sum) (sum)
1 -m a 30,127,760 98.78% o I
2 e = m 211,872 0.69% ol
3 u 57,680 0.19% ol
4 25,668 0.08% ol
5 14,400 0.05% ol
6 " - = 9,680 0.03% ol
7 = 5,124 0.02% ol
3 ' 5,040 0.02% ol
9 "= 4,800 0.02% ol
10 : 4,300 0.02% ol
Others 31,784 0.10%

Generated at : 10:59:30 PM (Server Time)
Similarly, you can also look at the traffic flowing from one site to the other site for a particular
application — by selecting appropriate “Group By” options as shown below.
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("ﬂ) NNM iSPI Pe rfo rmance Interface Traffic 1 min - Sources__For__Applications - Top N

Options  Run Prompts  Show Bookmark Help

? Apr 17, 2012 9:55:00 PM - Apr 17, 2012 10:55:00 PM (Last 1 Hour) (Server Time), Node Name = ciscope6524, Application Name = PriorityApp, HPDataProtector

= Grouped by: Source Site Name : Destination Site Name

el
Rank [ Source Site  Destination Site | Volume - In Bytes  Percent of ALL for Volume Volume - Out Bar Chart for Volume - In
Name Name (sum) - In Bytes (sum) Bytes (sum) Bytes (sum)
1 Atlanta Tokyo 30,162,972 98.90% o I
2 London Bangalore 222,792 0.73% 0!
3 HongKong  Mexico City 57,680 0.19% ol
4 Toronto Atlanta 40,068 0.13% ol
5 Default Tokyo 10,256 0.03% ol
5 Phoenix Hong Kong 4,800 0.02% ol
7 Atlanta Default 40 0.00% ol
Others i 0.00%

Generated at : 11:01:43 PM (Server Time)

Following are the possible Metrics available to select from.

P) NNM iSP| Pe rf Interface Traffic 1 min - Sources__For__Applications - Top N
Hide Oitions Run Promits Show Bookmark Heli

Top / Bottom 'N' Grouping by:

|T0p 10 j Source Site Name |~

Destination Site Name ;'X
]

Select Metric(s):

IVUIume - In Bytes (sum) ~|5r IVUIume - Out Bytes (sum) =57
ﬂ Select a metric - ﬁ

Humber of Flows - Incoming (sum})
Number of Flows - Outgoing (sum)
Number of Packets - Incoming (sum})
Number of Packets - Outgoing (sum)
— Period Length (secs) (sum
Velume - Out Rytes (sum) Ine), Mode Name = ciscope6524, Application Mame = PriorityApp, HPDataProtector
Sample Count (sum)
Z | Interface ID (countDistinct)
Interface Name (countDistinct)
& Qualified Interface Name (countDistinct)
Node Mame (countDistinct)

Rz Interface ODBID (countDistinct) t of ALL for Volume Volume - Out Bar Chart for Volume - In
Mode ODBID (countDistinct) - In Bytes (sum) Bytes (sum) Bytes (sum)
— Interface UUID (countDistinct) 55.90% T
Interface Alias (countDistinct) '
| Interface Physical Address (countDistinct) 0.73% ol
| Interface Type (countDistinct) - 0.19% ol

Similar to the applications, you can also look at the Class of traffic by using ToS and ToS groups
related features of NNM iSPI Performance for Traffic:

1. Launch the ‘Top ToS' report

2. Drill down and select “Top Sources for a ToS” and other such reports
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N (=} keep this version ~
‘Current Status

User: tapan A NNM ISPl Performance Tnterface Traffic 15 min - Top N Chart

Path:  Interface_Traffic_15_min/

Report: Top H Chart Analysis ‘
Status: Ready Run Prompts Help

Fiter. Unset

Preferences

. JTUp Type of Service j

+ (] Avaya P Telephomy P
: g ;»:::I:rzephmy Typeofse“'i“{Nn Drill-dovn ) = nuﬁrm Selemm"
+| [ iSPI Quality Assurance
-] = 5Pl Traffic
+ [ Interface_Traffic
-| (= Interface_Traffic_15_min
Headine
Top N Analysis
Top N Chart Analysis

3. Launch the report template needed.

[ (D | NNM iSPI Performance Interface Traffic 15 min - Top_TypeOfService - Top N Chart

Options  Run Prompts  Show Bookmark  Help

F Apr 17, 2012 9:50:00 PM - Apr 17, 2012 10:30:00 PM {Last 1 Hour) {Server Time)

= Grouped by: Type of Service

Rank Details for Top 10 Type of Service
1 D
Volume - In Bytes (sum) Volume - Oy
61,532,398 ]
25,000,000 1
0g
20,000,000 N 1 T 0.6
04
15,000,000 0.2
| — 4 + 0 &
10,000,000 0.2
04
5,000,000 06
08
[u] -1
Apr17, 2012 9:50:00 PM Apr17, 2012 10:05:00 PM Apr 17, 2012 10:25:00 PM
2 192
Volume - In Bytes (sum) Volume - O
237,254 o]
25,000,000 1
0&
20,000,000 0.6
0.4
15,000,000 0.2
= +—— e ——— ——§ + [V
10,000,000 032
04
5,000,000 0.6
08
v} ol bl - -1
Apr17, 2012 9:50:00 PM Apr17, 2012 10:05:00 FM Apr17, 2012 10:25:00 PM

Generated at : 11:04:49 PM (Server Time)

4. Select “Class of Service” as the Group by option to look at more meaningful name for a ToS
value or the range or ToS values based on the ToS group configurations done in thei SPI.
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[ (D | NNM iSPI Performance Interface Traffic 15 min - Top_TypeOfService - Top N Chart
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] ]
Confirm Selection

For more details about advanced concepts and workflows, refer to the NNM iSPI Performance for
Traffic Deployment Guide and Online Help.
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