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Welcome to This Guide

Welcome to the Mercury Diagnostics 3.6 for J2EE & .NET Installation and User's
Guide. This guide describes how to install and configure the Diagnostics for
J2EE & .NET components and how to use Diagnostics for J2EE & .NET with
Mercury LoadRunner 8.1 and Mercury Performance Center 8.1.

Diagnostics for J2EE & .NET provides complete visibility into the transaction
performance of J2EE & .NET applications. Diagnostics for J2EE & .NET can
be fully integrated into LoadRunner and Performance Center to monitor
and analyze your J2EE & .NET applications as part of your performance
testing process.

Note: For information about LoadRunner 8.1 or Performance Center 8.1,
refer to the relevant product documentation.
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How This Guide Is Organized

Part |

Part Il

Part Il

Part IV

Part V

This guide contains the following parts:

Introduction

Provides a high level overview of the Mercury Diagnostics for J2EE & .NET
features, components, architecture, and outputs.

Installation and Configuration of Diagnostics for J2EE & .NET
Components

Describes how to install and configure the Diagnostics Components - the
Commander, Mediator and Probe for .NET. Describes how to install the
LoadRunner Diagnostics add-in.

Installation and Configuration of Diagnostics Probe for J2EE

Describes the processes for installing and configuring the J2EE Probe and for
configuring the application server on which your J2EE applications run.

Using Mercury Diagnostics for J2EE & .NET

Describes the process of configuring LoadRunner and Performance Center
so that Mercury Diagnostics for J2EE/.NET can be enabled for use in a load
test. Describes the screens, graphs, tables and charts that are used to present
the diagnostic performance metrics for the application that is being
analyzed.

Appendixes

Describes more detailed and advanced information about selected topics.
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Mercury Diagnostics for J2EE & .NET Online Documentation

Online Documentation for LoadRunner

You can access the Readme, which provides last-minute news and
information about Diagnostics for J2EE & .NET, from the Start menu.

You can also access an online PDF version of the Mercury Diagnostics for
J2EE & .NET guide. To access the PDF guide, select Start > Programs >
Mercury LoadRunner > J2EE & .NET.

Online Help is available from specific LoadRunner windows by clicking in
the window and pressing F1 or clicking the Help button.

Online Documentation for Performance Center

Online Help is available from specific Performance Center windows by
clicking the Help button in the relevant window.

Additional Online Resources

Customer Support Online uses your default Web browser to open the
Mercury Customer Support Web site. This site enables you to browse the
Mercury Support Knowledge Base and add your own articles. You can also
post to and search user discussion forums, submit support requests,
download patches and updated documentation, and more. The URL for this
Web site is http://support.mercury.com. Alternatively, click the Help button
and choose Customer Support Online.

Mercury Interactive on the Web uses your default Web browser to access
Mercury’s web site. This site provides you with the most up-to-date
information on Mercury and its products. This includes new software
releases, seminars and trade shows, customer support, educational services,
and more. Click the Help button and choose Mercury Interactive on the
Web. The URL for this Web site is http://www.mercury.com.

xi
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Documentation Updates

xii

Mercury is continually updating its product documentation with new
information. You can download the latest version of this document from
the Customer Support Web site (http://support.mercury.com).

To download updated documentation:

1 In the Customer Support Web site, click the Documentation link.

Under Please Select Product, select Mercury Diagnostics for J2EE & .NET.

Note that if Mercury Diagnostics for J2EE & .NET does not appear in the list,
you must add it to your customer profile. Click My Account to update your
profile.

Click Retrieve. The Documentation page opens and lists the documentation
available for the current release and for previous releases. If a document was
updated recently, Updated appears next to the document name.

Click a document link to download the documentation.
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Typographical Conventions

This guide uses the following typographical conventions:

Ul Elements

Arguments

<Replace Value>

Example

Function_Name

CTRL

[

This style indicates the names of interface elements on
which you perform actions, file names or paths, and
other items that require emphasis. For example, “Click
the Save button.”

This style indicates method or function arguments and
book titles. For example, “Refer to the Mercury User’s
Guide.”

Angle brackets enclose a part of a file path or URL
address that should be replaced with an actual value.
For example, <MyProduct installation folder>\bin.

This style is used for examples and text that is to be
typed literally. For example, “Type Hello in the edit
box.”

This style indicates method or function names. For
example, “The wait_window statement has the
following parameters:”

This style indicates keyboard keys.
Square brackets enclose optional arguments.

Curly brackets indicate that one of the enclosed values
must be assigned to the current argument.

In a line of syntax, an ellipsis indicates that more items
of the same format may be included. In a
programming example, an ellipsis is used to indicate
lines of a program that were intentionally omitted.

A vertical bar indicates that one of the options
separated by the bar should be selected.

xiii
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Mercury Diagnostics for J2EE & .NET
Product Overview

This chapter introduces you to Mercury Diagnostics for J2EE & .NET by
giving you a high level overview of its features, components, architecture,
and outputs.

The following topics are included in this chapter:

Introducing Mercury Diagnostics for J2EE & .NET
Diagnostics for J2EE & .NET Components
Diagnostics Data Flow

Diagnostics Performance Metric Processing

Diagnostics Layers

Y Y Y Y Y Y

Diagnostics Performance Metric Reporting
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Introducing Mercury Diagnostics for J2EE & .NET

Diagnostics for J2EE & .NET is an application performance optimization
solution that is designed to help you improve the performance of your
applications on the J2EE and .NET platforms throughout the application
lifecycle. Diagnostics for J2EE & .NET has been integrated with Mercury’s
Application Diagnostics and Application Monitoring solutions to provide
you with the insight and information that you need build, develop, test,
and monitor applications that perform efficiently and effectively.

Diagnostics for J2EE provides you with the capability to monitor the
performance of your applications that run on most of the J2EE compliant
application servers. You install a Mercury Diagnostics Probe for J2EE on the
application server instances where the application that you want to monitor
runs. The J2EE Probe collects performance metrics on the servlets, JSPs, EJBs,
JNDI, JDBC, JMS, and Struts method calls that are performed by your
application, as well as on the custom classes that you specity.

Diagnostics for .NET provides you with the capability to monitor the
performance of your applications that run on the Microsoft .NET
Framework. The Mercury Diagnostics Probe for .NET uses runtime
instrumentation to capture method latency information from specified
applications. By default, the .NET Probe captures methods from the ASP and
ADO tiers and MSMQ. Custom business logic methods can be captured by
creating a custom instrumentation specification file for your application.

The J2EE and .NET Probes send the metrics to the Diagnostics Mediator
where the information for events is filtered and aggregated. The Mediator
sends the aggregated performance information to LoadRunner and the
Commander where it is displayed using graphs and reports. The
information presented enables you to analyze the performance of your
application.
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Diagnostics for J2EE & .NET Components

You must install and configure the components of Diagnostics for J2EE &
.NET so that you can gather, process, and review the performance metrics
for your application. This section introduces you to the Diagnostics
Components. For information on installing the Diagnostics Components,
see Part II, “Installation and Configuration of Diagnostics for J2EE & .NET
Components.”

Diagnostics for J2EE & .NET consists of the following components:

» Diagnostics Probes for J2EE and .NET
» Diagnostics Mediator

» Diagnostics Commander

Diagnostics Probes for J2EE and .NET

The Mercury Diagnostics Probes are installed on the machine that hosts
your application. The Probes are responsible for capturing events from your
application and sending the performance metrics to a Mediator. The Probe
captures events such as method invocations, collection sites, the beginning
and end of business transactions and server transactions.

The Mercury Diagnostics Probe for J2EE is a lifecycle probe that works with
many of Mercury’s Diagnostics products such as LoadRunner, Business
Availability Center, Performance Center, and Deep Diagnostics.

For a diagram showing the data flow, see “Diagnostics Data Flow” on page 7.

You must configure the Probe and the application environment to enable
the Probe to monitor your application. For information on how to configure
the .NET Probe and the application environment, see Chapter 6, “Installing
the Mercury Diagnostics Probe for .NET”. For information on how to
configure the J2EE Probe and the application environment, see “Introducing
J2EE Probe Installation and Application Server Configuration” on page 97
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Diagnostics Mediator

The Diagnostics Mediator is responsible for receiving raw data from the
Probes, pre-processing and aggregating the raw data, and passing the
aggregated data to the Diagnostics Commander.

The Mediator does the preprocessing and aggregation of the raw data from
the Probes so that the Probes will not have to do this work. Since the
Mediator does the this piece of the processing for the Probes, they have a
negligible effect on the performance of the applications that they monitor.

Diagnostics Commander

The Diagnostics Commander is responsible for the command and control
functions between the various Diagnostics components and the Mercury
products that Mercury Diagnostics is working with. The Commander keeps
track of the location and status of the other Diagnostics components, and is
the communication hub between the other components.
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Diagnostics Data Flow

The following diagram illustrates how data flows between the components
of Diagnostics for J2EE & .NET when used in an Application Diagnostics
mode with your Mercury load testing application.

- » Commander
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Description of Data Flow

1 The Load Generators run Vuser transactions on one or more of the
application servers.

2 The Controller (not shown) sends the Commander a list of the Probes that
you have selected to take part in the load test.

3 The Probe, installed on an application server, captures the events from the
application and transmits the event information to the Mediator.

4 The load generator sends an End of Logical Transaction via the Commander
to the Mediator.

5 The Mediator transmits the aggregated event data to the Commander. In
addition, the Mediators store the data locally for offline analysis.

6 The data is transmitted to the Commander, which stores it locally.

7 The Commander prepares the metrics to be presented to the user in graphs
and charts that indicate the performance of the monitored applications.

Diagnostics Performance Metric Processing

Diagnostics for J2EE & .NET gathers and aggregates the performance metrics
from your application based upon the following rules:

» Performance information from multiple probes on multiple servers can be
gathered, aggregated, and reported.

» The J2EE Probe monitors each thread of servlets, JSP pages and other layers
on the application server that have been directly invoked in the context of a
Vuser transaction using the VuGen Web protocol.

» If a directly-invoked thread spawns additional threads, the additional
threads can also be monitored if the Monitored Server Requests option is
selected during LoadRunner / Performance Center Diagnostics configuration
(selected by default).

» The transaction time that is displayed by Diagnostics for J2EE & .NET for
transactions only includes the time that the transaction spends in the
J2EE/.NET server, and therefore, does not include the transaction's think
time.



Chapter 1 » Mercury Diagnostics for |2EE & .NET Product Overview

» The Probe breaks down the transactions into separate server requests. The
performance metrics are calculated for the complete transaction as well as
for each server request.

Application Server

Bl —» 1DBC

| Serviet 1 Entity

| === Yirtual-user Session<:t.ean
> E

» ISP 1 bean nitity
> 1sP2 bean

- >
transaction

Load Generator

Diagnostics Layers

Diagnostics groups the performance metrics for classes and methods into
layers based upon the resources that are used to perform the processing. The
layers make it easier for you to isolate and identify the areas of the system
that may be contributing to performance issues.

The following section lists the layers that have been defined for the
platforms that Diagnostics monitors. The methods and classes that are
associated with each Layer are defined in the property files for the Probe. For
more information see “Specifying Layers to Instrument” on page 378.

For information on the viewing the performance metrics by layer see

“Analyzing Performance with the Layer Screens” on page 255.

J2EE Layers

The default J2EE layers are:
> Servlets
> JSPs

» Struts
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>

>

Entity Beans

Session Beans

> JNDI
» JDBC
> JMS

.NET Layers
The default .NET layers are:

> Web layer WEB.ASP (Active Server Pages)
» Database layer DB.ADO (ActiveX Data Objects)

> Messaging layer MSG.MSMQ (Microsoft Message Queuing)

Y VY VY Y

Y YV Y Y Y Y

Portal Layers

Diagnostics groups the performance metrics for the method calls associated
with processing for portals into layers.

BEA WebLogic Portal 8.1

Entitlement

User Profile

Personalization

Content

SAP Portal Layers

Portal Runtime

Portal Authorization

Portal Authentication

Portal JNDI

Portal Components Runtime

Portal Components Content Generation
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» Portal Components Services
» Portal Components Service
> R3

» Dyn Page

> JSP Dyn Page

Diagnostics Performance Metric Reporting

While your Mercury performance testing application is executing Vuser
transactions against your application, Diagnostics for J2EE & .NET is
gathering, analyzing and displaying the performance metrics. Diagnostics
displays the performance metrics in real-time as the load test is executing.

The performance metrics that Diagnostics displays include latency and
throughput for transactions, server requests, layers, and virtual machines.
Diagnostics also keeps track of exceptions, and timeouts. Diagnostics
displays the performance metrics in graphs and tables which allow the user
to drill down into specific transactions or server requests to discover the
method calls that contributed to the poorly performing processes.

Note: The LoadRunner Analysis Web Breakdown and Database Breakdown
graphs can provide you with additional performance metrics to enhance
your understanding of your applications performance characteristics. For
more information on these graphs, refer to the Mercury LoadRunner Analysis
User’s Guide.

11
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Diagnostics for J2EE & .NET uses the following screens to display your
application’s performance metrics:

Transaction Trends - See “Analyzing Performance with the Transaction
Trends Screen” on page 244.

Layer Breakdown - See “Analyzing Performance with the Layer Screens” on
page 255.

Server Request Trends and Server Request Breakdown - See “Analyzing
Performance with the Server Request Screens” on page 249.

Call Profile - See “Analyzing Performance with the Aggregate Profile Screen”
on page 267.

Virtual Machine Trends - See “Analyzing Performance with the Virtual
Machines Screen” on page 261.

Diagnostics Overview - See “Analyzing Performance Using the Diagnostics
Overview Screen” on page 240.



Part I

Installation and Configuration of
Diagnostics for J2EE & .NET Components
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Preparing to Install Mercury Diagnostics
for J2EE & .NET

Y Y Y Y Y Y

This chapter gives you the information and instructions that will help you
to plan and prepare for the installation and configuration of the Diagnostics
for J2EE & .NET components.

The chapter includes the following sections:

Recommended Deployment Configuration

Host System Requirements for the Diagnostics Components
Upgrading from Earlier Versions of Diagnostics

Other Considerations Before Installing the Diagnostics Components
Recommended Order of Installation

Planning the Installation

15
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Recommended Deployment Configuration

16

This section provides you with a recommended deployment configuration
for LoadRunner 8.1 or Performance Center 8.1 and Diagnostics for J2EE &
.NET. More detailed instructions about the installation and configuration of
the Diagnostics components are provided in the chapters of this document
that follow.

Deployment with LoadRunner

The following diagram shows a typical deployment configuration for 10 to
15 VMs, with a moderate load using a total of three host machines. For
deployments with larger loads or more VMs you may want to consider
hosting the Mediator on its own machine. The deployment that will work
best for you is dependent upon the number of VMs that you are monitoring
and the size of the load that you are running. This diagram has been
provided as a reference for you as you review the order of installation.

. ™y
g ™

LoadRunner Host

LoadRunner
Controller/Tuning
Console

LoadRunner
Diagnostics Add-in

Diagnostics Server Host

Application Host

@ @ Application Under

Commander Mediator Test

[ Probe
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Deployment with Performance Center

The following diagram shows a suggested architecture for deploying
Mercury Diagnostics for J2EE with Performance Center:

|
| Local Host LR
Controller
| Browser
|
I emme 1R, | oS- ===—= t Mediator
— - LR Offline
Aralysls Tool [N |, [~ ————

Mercury
J2EE

Diagnostics
Application

—

Mediator

Host System Requirements for the Diagnostics Components

When you select the machines that will host the Diagnostics components,
you must make sure that the host machine’s system configuration will
support the processing load and the number of applications that you will be
monitoring.

The following section describes the recommended system configurations for
hosting the Mercury Diagnostics for J2EE & .NET components. Please refer
to the deployment diagram in the previous section to understand the host
machines that are described in this section.

LoadRunner 8.1

Refer to the Mercury LoadRunner Installation Guide for information about the
system configuration for this machine.

17
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Performance Center 8.1

Refer to the Mercury Performance Center System Configuration and Installation
Guide for information about the system configuration for the Performance
Center machines.

Commander Host Machine

The system requirements presented for the Commander are for a large

implementation.
Computer/Processor: Windows: Dual Processor Pentium 2.4GHz
Solaris: 800MHz
Operating System: Windows 2000/2003 Server SP4
Solaris
Memory: 2 GB RAM
Free Hard Disk Space: 10 GB of disk space after installation

Mediator Host Machine

The system requirements described in this section are applicable for
deployments where the Mediator is the only diagnostics component that
has been installed on the Mediator host machine. The Mediator should be
installed on it own host machine when there are a large number of VMs
being monitored.

Computer/Processor: Windows: Dual Processor Pentium 2.4GHz

Solaris: 800MHz

Operating System: Windows 2000/2003 Server SP4
Solaris

Memory: 1 GB RAM

Free Hard Disk Space: 10 GB of disk space after installation

18
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Application Host Machine

The Application host machine is the machine where you have installed the
your application and the Diagnostics Probe(s). The only requirement for the
J2EE Probe is that there be 60 MB of memory in addition to the memory
required by the system under test. For the .NET Probe there should be 10 MB
of memory in addition to the memory required by the system under test.

Upgrading from Earlier Versions of Diagnostics

If you are installing Mercury Diagnostics into an environment where a
previous version of the product was installed or where other Mercury
products must be upgraded so that the features of Diagnostics can be
accessed, you should review the instructions in Appendix J, “Diagnostics
Upgrade Paths for Mercury Products.” These instructions will help you to
understand how to upgrade your current Mercury products and the
Diagnostics components.

Other Considerations Before Installing the Diagnostics
Components

Note: Before you install any of the Diagnostics components on a Windows
machine, make sure that the Start > Settings > Control Panel >
Administrative Tools > Services window is not open.

LoadRunner and Performance Center Host Machines

» If LoadRunner 8.1 is already installed, ensure that the Controller/Console
and main Mercury LoadRunner window are closed before you install the
LoadRunner Diagnostics Add-in. Performance Center does not require any
add-in.

» The settings for the time and the time zones for the host machines for the
Diagnostics components must be consistent. You will encounter time-
difference problems if the time is not properly set.

19
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Mercury Diagnostics Commander

Do not install a Probe on the same machine as the Commander.

Note: This recommendation applies only to a system that is experiencing
high load.

The machine that hosts the Commander must be located in the same LAN
segment as the hosts for the Controller/Tuning Console.

Mercury Diagnostics Mediator

The Mercury Diagnostics Mediator, and each of the Probes that are expected
to be able to communicate with it, must have the same Logical LAN ID
property. For more information on setting the Logical LAN ID for the
Mediator, see “Installing the Mercury Diagnostics Mediator” on page 57, .

The Mediator can be installed on the machine that is the host to the
Commander for an average size deployment. If you are monitoring a larger
number of VMs you should consider moving the Mediator to a machine
that is not the host to any other diagnostics components.

If the Mediator and Commander are installed on the same machine and you
want to run them concurrently, you will need to copy the launch file from
the Commander to the Mediator and run them both from the Mediator. For
more information, see the note on page 74

Mercury Diagnostics Probe for J2EE

The J2EE Probe, and the Mediator that it is to communicate with, must have
the same Logical LAN ID property. For more information on setting the
Logical LAN ID for probes, see the appropriate section of the Probes
Installation, on page 99.

The J2EE Probe is installed on the same machine as the Java application
under test.
Mercury Diagnostics Probe for .NET

The .NET Probe, and the Mediator with which it is to communicate, must
have the same Logical LAN ID property. For more information on setting the
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Logical LAN ID for probes, see the appropriate section of the Probe
Installation, in Chapter 6, “Installing the Mercury Diagnostics Probe for
NET”.

» The .NET Probe is installed on the same machine as the .NET application
under test.

Recommended Order of Installation

Careful planning and preparation for installing the components of
Diagnostics for J2EE & .NET can enable you to complete the installation and
configuration steps quickly and help you to avoid complications and errors.

Before beginning the preparations for the installation, review the following
information to get an overview of the entire installation and configuration
process.

Note: The order of the installation presented here is the recommended order
of installation for the products and components. Deviation from this
recommended order of installation could increase the complexity of the
installation process and produce unpredictable results.

1 Check the system requirements and installation considerations.

See “Host System Requirements for the Diagnostics Components” on
page 17.

2 Install the Mercury Diagnostics for J2EE & .NET components.

» Install the Commander - see Chapter 3, “Installing the Mercury
Diagnostics Commander.”

» Install the LoadRunner Add-in - see Chapter 4, “Installing LoadRunner
8.1 and the LoadRunner Diagnostics Add-in.” Performance Center does
not require an add-in.

» Install the Mediator - see Chapter 5, “Installing the Mercury Diagnostics
Mediator.”

21
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» Install the Probe.

e For a J2EE environment, see Chapter 8, “Installing the Mercury
Diagnostics Probe for J2EE.”

e For a .NET environment, see Chapter 6, “Installing the Mercury
Diagnostics Probe for .NET.”

Configure the application server to work with the probes.

See Chapter 7, “Introducing J2EE Probe Installation and Application Server
Configuration.”

Specify the layers that you want to view.
See “Specifying Layers to Instrument” on page 378.

Configure LoadRunner / Performance Center to use Mercury
Diagnostics for J2EE & .NET.

See Chapter 12, “Setting Up Diagnostics for J2EE & .NET on LoadRunner
8.1” and Chapter 13, “Setting Up Diagnostics for J2EE & .NET on
Performance Center 8.1.”

Once you have set up Diagnostics for J2EE & .NET and created and initiated
your load test, you can view the performance of your J2EE/.NET applications
as the load test executes. For details, see Part IV, “Using Mercury Diagnostics
for J2EE & .NET.”

Planning the Installation

22

Before you start installing the Diagnostics components, you should carefully
plan the configuration of the Diagnostics components and the machines
that will host them. You should also consider the location of the component
host machines within your network topography.

The following tables have been provided to help you plan the installation of
the Diagnostics components.
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LoadRunner and Performance Center Configuration for
Diagnostics for J2EE & .NET

Before you configure LoadRunner, you need to install the Diagnostics Add-
in on the LoadRunner host machine. Performance Center does not require
any add-in.

To configure LoadRunner and Performance Center to work with the
Diagnostics components, you must be able to provide the following
information.

Information Required Where to find it Value

Commander Host name or | System Health Monitor
IP address

Commander Port number | System Health Monitor
Default value is 2006

For detailed configuration instructions for LoadRunner, see Chapter 12,
“Setting Up Diagnostics for J2EE & .NET on LoadRunner 8.1.” For detailed
configuration instructions for Perofrmance Center see Chapter 13, “Setting
Up Diagnostics for J2EE & .NET on Performance Center 8.1.”

23
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Information Required

Where to find it

Value

Commander Host name or
IP address

System Health Monitor

Commander Host Port
number

System Health Monitor
Default value is 2006

Name of Mercury
product(s) that will use
the Mediator.

Choose according to
product license.

e Performance Center
8.1 / LoadRunner 8.1

e Mercury Business
Availability Center
5.0

Logical LAN ID

This is user defined at
the time that the
Mediator or Probes are
installed

The Mediator must have
the same LAN ID as the
Probes that are expected
to be able to
communicate with it.

Will the Mediator be used
in a Mercury Managed
Services environment?
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J2EE Probe

Information Required

Where to find it

Value

Name of Mercury
product(s) that will use
the Probe.

Choose according to
product license.

o Performance Center
8.1 / LoadRunner
8.1

e Mercury Business
Availability Center
5.0

e Deep Diagnostics

Probe name

A unique string;

Created by user.
Important: The name of
the probe should
indicate the probe type.
For example:
J2EEProbe1

Logical LAN ID

This is user defined at
the time that the
Mediator or Probes are
installed

The Probe must have
the same LAN ID as the
Mediators that are
expected to be able to
communicate with it.

Commander Host name or
IP address

System Health Monitor

Commander Host Port
number

System Health Monitor
Default value is 2006

Mediator Host name or IP
address

System Health Monitor
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Information Required

Where to find it

Value

Mediator Host Port
number

System Health Monitor
Default value is 2612

Application Server that
the J2EE Probe will be
monitoring

The host system
administrator. Choose
one of the following:

e WebLogic6x
e WebLogic7x
e WebLogic8x
e WebSphere4x
e WebSphere5x
e Oracle9ias

e Oracle10g

e JBoss3x

e SAP Web AS 6.40

Application Server
configuration properties

The host system
administrator.

The details will vary
according to the
application sever that
you are using.

Deep Diagnostics install
directory

(Only if you will be using
Deep Diagnostics.)

The location where the
Deep Diagnostics Server
was installed.

Deep Diagnostics
Application Definition
Name

(Only if you will be using
Deep Diagnostics.)

See the Deep
Diagnostics User
Documentation for the
location of this
information.
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Information Required Where to find it Value
Location of the JRE The host system
executable administrator.

This will depend upon
the type of application
server you are
configuring.

See “Running the JRE
Instrumenter” on
page 141.
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.NET Probe

Information Required

Where to find it

Value

Probe ID

Created dynamically by
the Probe at runtime.

Default value:

<AppDomainName>.NET

LAN ID

This is user defined at the
time that the Mediator or
Probes are installed.

The Probe must have the
same LAN ID as the
Mediators that are
expected to be able to
communicate with it.

Web Port Min

System Administrator.

The lowest port number
in a range of ports that
the commander can use
to communicate with its
probes.

Default value: 35000

Web Port Max

System Administrator

The highest port number
in a range of ports that
the commander can use
to communicate with its
probes.

Default value: 35100

Diagnostics Commander
URL

URL that the probe will
use to register with the
Commander.

Commander Host name or
IP address

System Health Monitor
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Information Required Where to find it Value
Commander Host Port System Health Monitor
number Default value is 2006.

Mediator Host name or IP | System Health Monitor

address
Mediator Host Port System Health Monitor
number Default value is 2612.
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Installing the Mercury Diagnostics
Commander

Y Y Y Y Y Y

This chapter describes how to install the Mercury Diagnostics Commander
on Windows and UNIX machines.

The Commander is the first Diagnostics component installed because it
contains the processes that facilitate communication between the load
testing application and the other Diagnostics components. The Commander
also contains the System Health Monitor that allows you to verify the status
and configuration of the Diagnostics components as you proceed with the
installation process.

This chapter contains the following sections:

Installing the Commander on a Windows Machine
Installing the Commander on a UNIX Machine

Starting and Stopping the Commander

Verifying the Commander Installation

Determining the Version of the Commander that is Installed

Uninstalling the Commander
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Installing the Commander on a Windows Machine

32

To install the Commander on a Windows machine:
Insert the Installation CD into a CD-ROM drive.

For LoadRunner, the installer for Windows can be found on the CD labeled
Mercury Diagnostics for J2EE & .NET 3.6 - Supporting Mercury LoadRunner 8.1 -
Windows Installation - Disc.

For Performance Center, the installer for Windows can be found on the CD
labeled Mercury Diagnostics for J2EE & .NET 3.6 - Supporting Mercury
Performance Center 8.1 - Windows Installation - Disc.

The installer should start automatically.

If the installer does not start, run the installer from the Windows Start
menu. Click Start > Run and then type the location of your CD-ROM drive
followed by the name of the installer program, setup.exe.

For example, if your CD-ROM drive letter is M, type:

m:\setup.exe
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3 The installer displays the Mercury Diagnostics for J2EE & .NET main
installation menu.

Mercury Diagnostics Components

Mercury Diagnostics Probe for J2EE

Mercury Diagnostics Probe for NET

Mercury Load Runner Diagnostics Add-in for J2EE & .NET
Installation and User's Guide

Readme

Contact Mercury Interactive
Support
Browse CD

- Exit

Navigate to the installer for the Commander by clicking the Mercury
Diagnostics Components link from the menu.

Select the installer for the Commander to initiate the installation process.

33
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4 The installer displays the software license agreement.

BB Mercury Diagnostics Commander S etup

Pleasze read the fallowing license agreement carefully.

Shrinkwrap License Agreernent

By clicking "l agree" or "Yes" of by installing, copying, or otherwise using the
software program of Mercury Interactive Corporation andior its affiliates
¢MIC", or of its Licensors, provided hereunder {'Licensed Program™, You
{'Licensee") agree to be hound by the terms of this Shrinkwrap License
Agreement MAgreement”. IfYou do not agree to the terms of this Agreement,
dao natinstall or use the Licensed Program, and return it and all related
dacumentation ('Docurmentation”s to Your place of purchase within ten (100
days for a full refund.

MIC, arits licensars, owns all intellectual property rights, including patent,
copyright, trade secret, trademark and other proprietary rights, in and to the

) 1 acceptthe terms of the license agreement.

® | do not accept the terms of the license agreement.

Read the agreement. To accept, select “I accept the terms of the license
agreement”.

Click Next to proceed with the installation.
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5 The installer displays the dialog that allows you to specify the path to the
directory where the Commander is to be installed

B8 Mercury Diagnostics Commander 5 etup

Click Mextto install "Mercury Diagnostics Commander” to this directary, or click
Browese to install to a different directary.

Directary MNarne:

|C:xnﬂercunfDiagnostics‘tCDmmander |

Erowse

Ensure that the location where you want the Commander to be installed has
been specified in the Directory Name text box either by typing in the path
to the desired installation directory or by clicking Browse to navigate to the
desired location.

Click Next when you are ready to proceed with the installation.
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6 The installer displays the Pre-Installation Summary Information dialog so
that you can review the installation options that you have selected and
make any changes before the component is actually installed.

& Mercury Diagnostics Commander 5 etup

Please read the summary infarmation below.

mercury Diagnostics Commanderwill be installed in the following location:
CoiMercuryDiagnostics\Commander

with the fallowing features:
Diagnostics Commander Feature

for a total size:
170.9 MB

Click Next to install the Commander.

When the installation is complete, the Commander is started and an icon is
placed on the task bar.
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7 The installer displays the Post Installation Status dialog to let you know how
the installation processing went.

B8 Mercury Diagnostics Commander 5 etup

Please read the summary infarmation below,

The InstallShield Wizard has successfully installed Mercury Diagnostics
Commander. Choose Finish to exit the wizard.

Click Finish to close the installer.
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Installing the Commander on a UNIX Machine

38

Diagnostics Commander installers have been provided for the UNIX
platform. The following instructions give you the information necessary to
install the Diagnostics Commander in the supported UNIX environments
using either a graphics based installation or a console mode installation.

The installer screens that you will see in a graphics based installation are the
same as those documented for the Windows installer in “Installing the
Commander on a Windows Machine” on page 32.

Note: For LoadRunner, The UNIX installers are on the CD labeled Mercury
Diagnostics for J2EE & .NET 3.6 - Supporting Mercury LoadRunner 8.1 - Unix
Installation - Disc that you received with your Mercury Diagnostics for J2EE
& .NET package.

For Performance Center, The UNIX installers are on the CD labeled Mercury
Diagnostics for J2EE & .NET 3.6 - Supporting Mercury Performance Center 8.1 -
Unix Installation - Disc that you received with your Mercury Diagnostics for
J2EE & .NET package.

The installer is located in the MercuryDiagnostics/Commander folder.

To install the Commander on a UNIX machine:

Note: The following instructions and screen shots are for a Commander
installation on a Solaris machine.

Insert the Mercury Diagnostics for J2EE & .NET Disc and locate the installer
folder MercuryDiagnostics/Commander.

2 Copy the installer to the machine where the Commander is to be installed.

3 Change the mode of the installer file to make it executable.
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4 Execute the installer.
¢ To run the installer in console mode, enter the following at the UNIX

command prompt:

Jinstall.sh -console

The installer will start and display the license agreement as shown in
the following step.

¢ To run the installer in the graphical mode enter the following at the
UNIX command prompt:

Jinstall.sh

The installer will display the same screens that are displayed for the
Windows installer as shown in “Installing the Commander on a
Windows Machine” on page 32.
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5 The installer begins by displaying the software license agreement.

- (O] ]
[Press ENTER to read the text [lype g to guit] ‘I
(C> 2884 Mercurvy Interactive Corporation. All rights reserved. Hercury
Interactive, the Mercury Interactive logo and trademarks that identify the
Licensed Programs are registered trademarks or trademarks of Mercurwy

Interactive Corporation in the United Statesz andsor other countries.

Flease chooze from the following options:

[ 11 -1 accept the termz of the license agreement.

[£1 2 - I do not accept the terms of the licensze agreement.

To select an item enter its number. or B vhen you are finished: [B] 1

[¥1 1 - ] accept the termz of the license agreement.

[ 12 -1 do not accept the terms of the licenze agreement.

To select an item enter its number. or B vhen you are finished: [B]1 @

Press 1 for Next. 3 to Cancel or 4 to Redisplay [11 _ j

Read the agreement.

As you read, you may press Enter to move to the next page of text or type q
to jump to the end of the license agreement.

Enter 1 to accept the terms of the license agreement and then enter 0 to
accept your selection.

Enter 1 to continue.
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6 The installer prompts you to specify the path to the directory where the
Commander is to be installed.

= k3
| j‘

ercury Diagnostics Commander Install Location

leaze specify a directory or press Enter to accept the default directory.

irectory Name: [/opts/Diagnostics~Commander]

ress 1 for Next., 2 for Previous. 3 to Cancel or 4 to Redisplay [11 _ j

Note: The user id that is being used to run the installer must have
permission to write to this directory.

Specify the directory where you want the Commander to be installed or
press Enter to accept the default directory.

Enter 1 to continue.

7 The installer displays the Pre-Installation Summary Information so that you
can review the installation options that you have selected and make any
changes before the component is actually installed.

=] E3

Mercury Diagnostics Commander will he installed in the following location:
export-homesoptibnch/commander

ith the following features:

Diagnostics Commander Feature

for a total size:

152.2 MB

Press 1 for Next, 2 for Previous. 3 to Cancel or 4 to Redisplay [11 _ j

Enter 1 to start the installation of the Commander. If you would like to

make changes to the options that you selected enter 2 to return the previous
prompts.
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8 The installer begins installing the Commander and displays a progress bar

and status messages so that you can monitor the processing.

Installing Mercury Diagnostics Commander. Please wait...

Creating uninstaller...

Saving properties...

Merging files. Please wait...

[Bunning custom file copy...

Completing installation. Please wait...

Completing the installation. Please wait...

The InstallShield Wizard has successfully installed Mercury Diagnostics
Commander. Choose Finish to exit the wizard. :i

Press 3 to Finish or 4 to Redisplay [31

9 After installation is complete, type 3 to exit the installer.

You must start the Commander after the installer has finished. See “Starting
and Stopping the Commander” on page 42 for the instructions.

Note: The user id under which the Commander will run must have
read/write/execute permissions so that the Commander can write the log

files and create the temporary directories and storage files that are used at
run time.

Starting and Stopping the Commander

42

Instructions for a Windows Machine

To start the Commander on a Windows machine:

Choose Start > Programs > Mercury Diagnostics Commander >
Start Mercury Diagnostics Commander
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To stop the Commander on a Windows machine:
Choose Start > Programs > Mercury Diagnostics Commander >
Stop Mercury Diagnostics Commander

Instructions for a Solaris Machine

To start the Commander on a Solaris machine:

Ensure that the M_LROOT environment variable is defined as the root
directory of the Commander.

For example, in fcsh, you could enter the following:
$> setenv M_LROOT /opt/MercuryDiagnostics/Commander

If the M_LROOT environment variable is not defined as the root directory,
you will encounter the following error:

Warning : MDRV: cannot find Irun root directory . Please check your
M_LROOT

Unable to format message id [-10791]

m_agent_daemon ( is down )

Use m_daemon_setup with the -install option as in the following
example:

$>./m_daemon_setup -install

Note: If you are running the Commander and the Mediator on the same
machine, you may have problems running them concurrently. To enable the
Commander and the Mediator to run concurrently on the same machine:

» Copy the launch file from the Commander to the Mediator by entering
the following:
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cp <commander_install_dir>\launch_service\dat\nanny\commander.nanny
<mediator_install_dir>\launch_service\dat\nanny\.

» Define the M_LROOT environment variable as the root directory of the
Mediator and not of the Commander. For example, in tcsh, you could
enter: $> setenv M_LROOT /opt/MercuryDiagnostics/Mediator

» Start the Mediator. When you start the Mediator, the Commander will
also start running.

To stop the Commander on a Solaris machine:

Use m_daemon_setup with the -remove option as in the following example:

$>./m_daemon_setup -remove
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Verifying the Commander Installation

To verify that the Commander has been installed correctly and that it has
started properly, use the System Health Monitor. For instructions, see
Appendix A, “Using the System Health Monitor.”

If you have been following the recommended installation sequence, after
you have installed the Commander you will be able to use the System
Health Monitor to verify that the Commander was installed and started.

The Commander should be the only component displayed on the System
Health Monitor as shown in the following screen image:

System Health As Of Mar 30, 2005 2:08:04 PM PST Graph Legend

Component Types

2| Probe

A1 | Mediator

= Commander

(| Diagnostics Server

Component/Link Health

Inactive
- Good

t- commander Fai

Poor

Error

[ Auto-Retresh Enatica- Rate: —N 11

|

The System Health Monitor is part of the Commander component. If you
are unable to access the System Health Monitor after the Commander has
been installed, then either you are entering an incorrect URL or the
Commander did not start. See “Starting and Stopping the Commander” on
page 42 for instructions on starting the Commander.
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You can leave the System Health Monitor displayed in your browser to
verify the progress of the component installations and to identify and
troubleshoot any problems that you encounter as you proceed through the
rest of the component installations.

Determining the Version of the Commander that is
Installed

When you are requesting support, it is useful to know the version of the
Diagnostics component that you have a question about.

To determine the version of the Commander:

Locate the version file <commander_install_dir>\version.txt. The file
contains the 4 digit version number, as well as the build number.

Note: The version of the Diagnostics Commander and the version of the
LoadRunner Diagnostics Add-In must be exactly the same. See “Version
Mismatch Between Diagnostics Commander and LoadRunner Add-In” on
page 317 for more information.

Uninstalling the Commander

46

To uninstall the Diagnostics Commander from a Windows machine:

» On a Windows machine execute uninstall.exe which is located in the
<commander_install_dir>\_uninst directory.

» You can also uninstall the Commander from the Start menu by selecting
Start > Programs > Mercury Diagnostics Commander > Uninstall Mercury
Diagnostics Commander.
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To uninstall the Diagnostics Commander from a Solaris machine:

1 Locate the uninstall executable in the <commander_install_dir>/ _uninst
directory.

2 Execute uninstall with the -console option as in the following example:

$>./uninstall -console
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Installing LoadRunner 8.1 and the
LoadRunner Diagnostics Add-in

To enable the Diagnostics for J2EE & .NET functionality within LoadRunner,
you must install the Mercury LoadRunner Diagnostics Add-in for J2EE &
.NET. You can only install the Diagnostics Add-in once you have already
installed the Diagnostics Commander and Mercury LoadRunner 8.1.

Note: For Performance Center it is not necessary to install any add-in to
enable the Diagnostics for J2EE & .NET functionality.

This chapter contains the following sections:

» Understanding the LoadRunner Diagnostics Add-in

» Installing Mercury LoadRunner 8.1

» Installing the Mercury LoadRunner Diagnostics Add-in for J2EE & .NET
» Configuring LoadRunner for Diagnostics for J2EE & .NET

49



Part Il « Installation and Configuration of Diagnostics for |]2EE/.NET Components

Understanding the LoadRunner Diagnostics Add-in

The LoadRunner Diagnostics Add-in enables you to access Diagnostics
functionality from within LoadRunner. Once the LoadRunner Diagnostics
Add-in has been installed, you can configure LoadRunner to connect to the
Diagnostics components, use the System Health Monitor to check on the
status of the Diagnostics components, and use the Diagnostics components
to gather performance metrics during your load tests.

Note: The version of the Diagnostics Commander and the version of the
LoadRunner Diagnostics Add-In must be exactly the same. See “Version
Mismatch Between Diagnostics Commander and LoadRunner Add-In” on
page 293 for more information.

Installing Mercury LoadRunner 8.1

50

If you have not yet installed LoadRunner, you must install it before you can
install the Mercury LoadRunner Diagnostics Add-in for J2EE & .NET. For
instructions on installing LoadRunner, refer to the Mercury LoadRunner
Installation Guide.
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Installing the Mercury LoadRunner Diagnostics Add-in
for J2EE & .NET

The Diagnostics Add-in must be installed on the host machine for the
LoadRunner Controller.

Note: If LoadRunner Analysis is not installed on the same machine as the
LoadRunner Controller or Tuning Console, you must also install the
Diagnostics Add-in on the host machine for LoadRunner Analysis.

To install the LoadRunner Diagnostics Add-in:
1 Insert the Installation CD into a CD-ROM drive.

The installer for Windows can be found on the CD labeled Mercury
Diagnostics for J2EE & .NET 3.6 - Supporting Mercury LoadRunner 8.1 - Windows
Installation - Disc.

2 If the installer does not automatically start, select Start > Run and then enter
the mapping of your CD-ROM drive, followed by setup.exe.

For example, if your CD-ROM drive is mapped to the “m” drive, enter:

m:\setup.exe
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3 The Mercury Diagnostics for J2EE & .NET Setup program begins, and
displays the main installation screen.

Mercury Diagnostics Components

Mercury Diagnostics Probe for J2EE

Mercury Diagnostics Probe for NET

Mercury Load Runner Diagnostics Add-in for J2EE & .NET
Installation and User's Guide

Readme

Contact Mercury Interactive
Support
Browse CD

Exit

Click Mercury LoadRunner Diagnostics Add-in for J2EE & .NET to start the
InstallShield Wizard.
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4 The software license agreement is displayed. Read the agreement and click
Yes to accept it. The Registration Information dialog box opens.

LoadRunner Controller 8.1 J2EE",.NET Diagnostics AddIn Setup

Regiztration Information

MERCURY"

Mercurg Interactive

|rrEtal!

5 In the Registration Information dialog box, type your name, the name of
your company, and your LoadRunner maintenance number. You can find
the maintenance number in the maintenance pack shipped with
LoadRunner.

Click Next to start the installation process. The installation process begins,
displaying the Copying files progress bar.
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6 When the installation process is complete, the installation wizard displays a
confirmation message.

LoadRunner Controller 8.1 J2EE",.NET Diagnostics AddIn Setup

InstallShield Wizard Complete

Setup has finizhed installing LoadRunner Controller 8.1
JZEENMET Diagnostics Addln an your cormputer.

Click Finish to close the dialog box and to complete the installation.

Note: If you are installing the LoadRunner Diagnostics Add-in on a
Windows XP machine with service pack 1 and Windows XP Hotfix Q328310
applied, you will receive an Application Error message for iKernal.exe. This
message is issued because the Windows XP Hotfix Q328310 contains a
Win32 API that does not execute as expected by the InstallShield engine. To
resolve this problem, see the recommended solutions at the Java Technology
Help web site, http://java.com/en/download/help/ikernel.jsp.
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Configuring LoadRunner for Diagnostics for J2EE & .NET

Before you can use the Diagnostics features from within LoadRunner you
need to configure LoadRunner and provide the necessary information to
enable communication with the Diagnostics components. See “Setting Up
Diagnostics for J2EE & .NET on LoadRunner 8.1” on page 207 for detailed
instructions for configuring LoadRunner.
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Installing the Mercury Diagnostics
Mediator

Y Y Y Y Y Y Y Y Y

This chapter describes how to install the Mercury Diagnostics Mediator on
Windows and UNIX machines.

The chapter contains the following sections:

Installing the Mediator on a Windows Machine
Installing the Mediator on a UNIX Machine
Starting and Stopping Mediators

Verifying the Mediator Installation
Troubleshooting Mediator Issues

Configuring the Mediator

Determining the Version of the Installed Mediator
Uninstalling the Mediator

Upgrading to a Newer Version of the Mediator
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Installing the Mediator on a Windows Machine

58

To install the Mercury Diagnostics Mediator on a Windows machine:
Insert the Installation CD into a CD-ROM drive.

For LoadRunner, the installer for Windows can be found on the CD labeled
Mercury Diagnostics for J2EE & .NET 3.6 - Supporting Mercury LoadRunner 8.1 -
Windows Installation - Disc.

For Performance Center, the installer for Windows can be found on the CD
labeled Mercury Diagnostics for J2EE & .NET 3.6 - Supporting Mercury
Performance Center 8.1 - Windows Installation - Disc.

The installer should start automatically.

If the installer does not start, run the installer from the Windows Start
menu. Click Start > Run and then type the location of your CD-ROM drive
followed by the name of the installer program, setup.exe.

For example, if your CD-ROM drive letter is M, type:

m:\setup.exe
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3 The installer displays the Mercury Diagnostics for J2EE & .NET main
installation menu.

Mercury Diagnostics Components

Mercury Diagnostics Probe for J2EE

Mercury Diagnostics Probe for NET

Mercury Load Runner Diagnostics Add-in for J2EE & .NET
Installation and User's Guide

Readme

Contact Mercury Interactive
Support
Browse CD

- Exit

Click Mercury Diagnostics Components and select the installer for the
Mediator to initiate the installation process.
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4 The installer displays the software license agreement.

BB Mercury Diagnostics Mediator Setup

Pleasze read the fallowing license agreement carefully.

Shrinkwrap License Agreernent

By clicking "l agree" or "Yes" of by installing, copying, or otherwise using the
software program of Mercury Interactive Corporation andior its affiliates
¢MIC", or of its Licensors, provided hereunder {'Licensed Program™, You
{'Licensee") agree to be hound by the terms of this Shrinkwrap License
Agreement MAgreement”. IfYou do not agree to the terms of this Agreement,
dao natinstall or use the Licensed Program, and return it and all related
dacumentation ('Docurmentation”s to Your place of purchase within ten (100
days for a full refund.

MIC, arits licensars, owns all intellectual property rights, including patent,
copyright, trade secret, trademark and other proprietary rights, in and to the

) 1 acceptthe terms of the license agreement.

® | do not accept the terms of the license agreement.

Read the agreement and select “I accept the terms of the license agreement”
to accept the agreement.

Click Next to proceed with the installation.
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5 The installer displays the dialog where you specify the path to the directory
where you want the Mediator to be installed.

BB Mercury Diagnostics Mediator Setup

Click Mextto install "Mercury Diagnostics Mediator to this directary, or click
Browese to install to a different directary.

Directary MNarne:

|C:xnﬂercunfDiagnostics‘tMediator |

Erowse

Ensure that the location where you want the Mediator to be installed has
been specified in the Directory Name text box either by typing in the path
to the desired installation directory or by clicking Browse to navigate to the
desired location.

Click Next when you are ready to proceed with the installation.
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6 The next window asks you for information about the Commander that
enables communication between the Mediator and the Commander.

BB Mercury Diagnostics Mediator Setup

Specify the Mercury Diagnaostics Commander host and por. This enables the
commanderimediator communication.

Commander Host (name or IP address):

Ifyou used the default port numberwhen installing the commander, acceptthe
default here.
Ifyou specified a different port number, specify the same port here.

Commander Port:
[2008

[¥] Checkifyouwantta perfarm a connectivity check

» Enter the host name or IP address of the machine on which the
Commander is installed.

Note: You should specify the fully qualified host name; not just the
simple host name. In a mixed OS environment where UNIX is one of the
systems this is essential for proper network routing.

For information about ensuring that the correct Mediator host name is
used when there is a firewall or NAT in place or where your host machine
is multi-homed see “Uninstalling the Mediator” on page 76.

» Enter the Commander’s port number.

The default port number is 2006. If you specified a different port number
when installing the Commander, specify the same port number here.
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Indicate whether you want to perform a connectivity check to make sure
that the Commander’s host name can be resolved. The connectivity
check will let you know right away if you have made an error in the
information that you provided about the Commander, or if there is a
communication problem between the Commander’s host machine and
the Mediator’s host machine.

Click Next when you are ready to proceed with the installation.

Note: If the Commander’s host name cannot be resolved the installer will
display an error message. If the host name is resolved, the Logical LAN
Identification window opens.

The installer displays the dialog that allows you to select the applications
that the Mediator is being installed to work with.

n_,f‘ Mercury Diagnostics Mediator Setup

Choose the application that the Mercury Diagnostics Mediator will work with:

{ Load Runner 8.1 f Performance Center 8.1
® Business Availahility Center 5.0

Select Performance Center 8.1 / LoadRunner 8.1.
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Note: This installation guide is written assuming that you are installing the
Mediator for use with LoadRunner 8.1 or Performance Center 8.1. If you are
installing the Mediator for use with the Mercury Business Availability Center
5.0, please see the installation guide for that product for further instructions
on installing the Mediator.

Click Next to proceed with the installation.

7 The installer displays the Logical LAN ID dialog.

BB Mercury Diagnostics Mediator Setup

Enter Logical LAN Identification

The Logical LAM 1D can be any string. All the prohes and mediators
padicipating in a test run must be on the same LAKN, To ensure this, assign the
sarme Logical LAN 1D to all the probes and mediators participating in the run.
Logical LAMN 1D

[DefaultLan

The network traffic between the Probe and the Mediator is high-volume. For
this reason, the Mediator and the Probes that communicate with it must be
located on the same LAN. The Logical LAN ID is not a physical LAN ID. The
value that you enter for the Mediator and each of the probes that you expect
to be able to work with the Mediator must be exactly the same.

Enter the ID of the LAN on which the Probe and Mediator are running in to
the Logical LAN ID box or accept the default.
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Note: The Logical LAN ID is case-sensitive.

Click Next when you are ready to proceed with the installation.

8 The installer then displays a dialog with the Pre Installation summary
information for your review. The installation settings that you selected are
displayed in a read-only window.

B2 Mercury Diagnostics Mediator Setup

Please read the summary infarmation below,

Mercury Diagnostics Mediator will be installed in the following location:
CiMercuryDiagnostics\Mediator

with the fallowing features:
Diagnostics Mediator Feature

for a total size:
136.6 MB

Review the information to make sure that you are satistied. To select
different installation settings, click Back. To begin installation, click Next.
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9 The installer displays an installation status message to let you know that the
installation was successfully completed.

BB Mercury Diagnostics Mediator Setup

Pleasze read the summary infarmation below,

The InstallShield Wizard has successfully installed Mercury Diagnostics
wediator. Choose Finish to exit the wizard.

e |

Click Finish to end the installation.

When the installation is complete, the Mediator starts automatically and an
icon appears on the task bar.

10 Verify that the Mediator is working properly using the System Health
Monitor. See “Verifying the Mediator Installation” on page 75.

11 Start the Mediator. For details, see “Starting and Stopping Mediators” on
page 73.
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Installing the Mediator on a UNIX Machine

The instructions in this section provide you with the information necessary
to install the Mediator in most UNIX environments using either a graphics
based installation or a console mode installation.

The installer screens that you will see in a graphics based installation are the
same as those documented for the Windows installer in “Installing the
Mediator on a Windows Machine” on page 58.

Note: For LoadRunner, the UNIX installers are on the CD labeled Mercury
Diagnostics for J2EE & .NET 3.6 - Supporting Mercury LoadRunner 8.1 - Unix
Installation - Disc that you received with your Mercury Diagnostics for J2EE
& .NET package.

For Performance Center, the UNIX installers are on the CD labeled Mercury
Diagnostics for J2EE & .NET 3.6 - Supporting Mercury Performance Center 8.1 -

Unix Installation - Disc that you received with your Mercury Diagnostics for
J2EE & .NET package.

The installer is located in the MercuryDiagnostics/Mediator directory.

To install a Mediator on a UNIX machine in console mode:

Note: The following instructions and screen shots are for a Mediator
installation on a Solaris machine. These same instructions should apply for
the other certified UNIX platforms.

1 Insert the Mercury Diagnostics for J2EE & .NET CD and locate the
MercuryDiagnostics/Mediator/ directory where the Mediator installer is
located.

2 Copy the installer to the machine where the Mediator is to be installed.
3 Change the mode of the installer file to make it executable.

4 Execute the installer.
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¢ To run the installer in console mode enter the following at the UNIX
command prompt:

Jinstall.sh -console

The installer will start and display the license agreement as shown in
the following step.

¢ To run the installer in the graphical mode enter the following at the
UNIX command prompt:

Jinstall.sh

The installer will display the same screens that are displayed for the

Windows installer as shown in “Installing the Mediator on a Windows
Machine” on page 58.

5 The installer begins by displaying the software license agreement.

Press EMTER to read the text [Type g to gquitl

<G> 2084 Mercury Interactive Corporation. All rights reserved. Mercury
Interactive, the Mercury Interactive logo and trademarks that identify the
Licensed Programs are registered trademarks or trademarks of Mercury
Interactive Corporation in the United States and-sor other countries.

Please choose from the following options:

[ 11 - I accept the terms of the license agreement.
[¥]1 2 — 1 do not accept the terms of the license agreement.
To select an item enter its number. or B vhen you are finished: [A] 1

[H1 1 — I accept the terms of the license agreement.
[ 12 -1 do not accept the terms of the license agreement.

To select an item enter its number. or B vhen you are finished: [A] A

Press 1 for Mext,., 3 to Cancel or 4 to Redisplay [1]1 _ ﬂ

Read the agreement.
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As you read you may press Enter to move to the next page of text or type q
to jump to the end of the license agreement.

Enter 1 to accept the terms of the license agreement and then enter 0 to
accept your selection.

Enter 1 to continue.
6 The installer prompts you to specify the path to the directory where the

Mediator is to be installed.

== IS[=] E3
b i rios mediter el emeion A4

ercury Diagnostics Mediator Install Location

lease specify a directory or press Enter to accept the default directory.
irectory Mame: [sopt-Diagnostics-Mediatorl

ress 1 for Mext., 2 for Previous, 3 to Cancel or 4 to Redisplay [11 j

Specity the directory where you want the Mediator to be installed or press
Enter to accept the default directory.

Enter 1 to continue.
7 The installer asks you for information about the Commander that enables

the communication between the Mediator and the Commander.

== [=] E3
r ___ e H

Enter the Mercury Diagnostics Commander details

Commander Host {name or IP address>: [1 seine.lab_performant.com
Commander Port: [2886]

[ 11 - Check if you want to perform a connectivity check

To select an item enter its number. or B vhen you are finished: [B] 1

[¥]1 1 — Check if you want to perform a connectivity check

To select an item enter its number. or B vhen you are finished: [B] @

Press 1 for Hext. 2 for Previous., 3 to Cancel or 4 to Redisplay [11 _ j

» Enter the host name or IP address of the machine on which the
Commander is installed.
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Note: You should specify the fully qualified host name; not just the
simple host name. In a mixed OS environment where UNIX is one of the
systems this is essential for proper network routing.

For information about ensuring that the correct Mediator host name is
used when there is a firewall or NAT in place or where your host machine
is multi-homed see “Uninstalling the Mediator” on page 76.

» Enter the Commander’s port number.

The default port number is 2006. If you specified a different port number
when installing the Commander, specify the same port number here.

» Enter 1 to indicate that you want to perform a connectivity check to
make sure that the Commander’s host name can be resolved. The
connectivity check will let you know right away if you have made an
error in the information that you provided about the Commander, or if
there is a communication problem between the Commander’s host
machine and the Mediator’s host machine.

» Enter 0 to accept the selection that you made and then enter 1 to
continue.

The installer then prompts you to indicate the application with which the
Mediator is being installed to work.

= feygdrive/u/BuildD /Diagnostice Typhoon_3.6.4.43 CumrentToQA

Choose the application that the Mercury Diagnostics Mediator will work with:

[ 11 - Load Runner 8.1 -/ Performance Center 8.1
[#]1 2 - Business Availability Center 5.8

To select an item enter its number, or B when you are finiszhed: [A]1 1
[¥]1 1 - Load Runner B.1 / Performance Center 8.1
[ 12 - Business Availability Center 5.0

To select an item enter its number. or B wvhen you are finished: [B]

Press 1 for Next. 2 for Previous. 3 to Cancel or 4 to Redisplay [11 j

Enter the 1 to select LoadRunner 8.1 / Performance Center 8.1 and then
enter 0 to confirm your choice.
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Note: This installation guide is written assuming that you are installing the
Mediator for LoadRunner 8.1 or Performance Center 8.1. If you are
installing this Mediator for use with the Mercury Business Availability
Center 5.0, please see the installation guide for that product for further
instructions on installing the Mediator.

Enter 1 to continue.

The installer then prompts you for the Logical LAN ID.

-~ =1 E3
| j‘

nter Logical LAN Identification

he Logical LAN ID can be any string. All the probes and mediators
articipating in a test »un must bhe on the same LAN. To ensure this. assign the
ame Logical LAN ID to all the probes and mediators participating in the run.

ogical LAN ID: [DefaultLAN]

ress 1 for Next,. 2 for Previous, 3 to Cancel or 4 to Redisplay [11 _ j

The network traffic between the Mediator and the Probes is high volume.
For this reason the Mediator and the Probes that communicate with it must
be located on the same LAN. The Logical LAN ID is not a physical LAN ID.
The value that you enter for the Mediator and each of the Probes that you
expect to be able to work with the Mediator must be exactly the same.

Note: The Logical LAN ID is case-sensitive.

Enter the Logical LAN ID or accept the default. Enter 1 to continue.

71



Part Il « Installation and Configuration of Diagnostics for |]2EE/.NET Components

72

10 The installer displays the Pre Installation Summary Information so that you

11

can review the installation options that you have selected and make any
changes before the component is actually installed.

- =] 3
|

Mercury Diagnostics Mediator will be installed in the following location:

export-home - optibnch-mediator~
ith the following features:
Diagnostics Mediator Feature
for a total size:

158.7 MB

Press 1 for Next, 2 for Previous. 3 to Cancel or 4 to Redisplay [11 _ j

Enter 1 to start the installation of the Mediator. If you would like to make
changes to the options that you selected enter 2 to return the previous
prompts.

The installer begins installing the Commander and displays a progress bar
and status messages so that you can monitor the processing.

- ISII=1 E3

Installing Mercury Diagnostics Mediator. Please wait...

Creating uninstaller...
Saving properties...

Merging files. Please wait...

unning custom file copy...
ompleting installation. Please wait...

ompleting the installation. Please wait...

he InstallShield Wizard has successfully installed Mercury Diagnostics
ediator. Choose Finicsh to exit the wizard. :J

ress 3 to Finish or 4 to Redisplay [31]

12 After installation is complete, type 3 to exit the procedure.

13 Start the Mediator. For details, see “Starting and Stopping Mediators” on

page 73.
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14 Verify that the Mediator is working properly using the System Health
Monitor. See “Verifying the Mediator Installation” on page 75.

Starting and Stopping Mediators

Instructions for a Windows Machine

To start a Mediator on a Windows machine:

Choose Start > Programs > Mercury Diagnostics Mediator >
Start Mercury Diagnostics Mediator.

To stop a Mediator on a Windows machine:
Choose Start > Programs > Mercury Diagnostics Mediator >
Stop Mercury Diagnostics Mediator.

Instructions for Solaris

To start a Mediator on a Solaris machine:

1 Ensure that the M_LROOT environment variable is defined as the root
directory of the Mediator.

For example, in tcsh, you could enter the following:

$> setenv M_LROOT /opt/MercuryDiagnostics/Mediator299

If the M_LROOT environment variable is not defined as the root directory,
you will encounter the following error:

Warning : MDRV: cannot find Irun root directory . Please check your
M_LROOT

Unable to format message id [-10791]

m_agent_daemon ( is down )

73



Part Il « Installation and Configuration of Diagnostics for |]2EE/.NET Components

2 Locate the m_daemon_setup executable in the <Mediator_Install_Dir>/bin
directory.

3 Use m_daemon_setup with the “install” option as in the following example:

$>./m_daemon_setup -install

Note: If the Mediator is running on the same machine as the Commander,
the Mediator may fail to start. To enable the Commander and the Mediator
to run concurrently on the same machine:

» Stop the Commander.

» Copy the launch file from the Commander to the Mediator by entering
the following:
cp <commander_install_dir>\launch_service\dat\nanny\commander.nanny
<mediator_install_dir>\launch_service\dat\nanny\.

» Ensure that the M_LROOT environment variable is defined as the root
directory of the Mediator and not the Commander.

» Start the Mediator. When you start the Mediator, the Commander will
also start running.

To stop a Mediator on a Solaris machine:

1 Locate the m_daemon_setup executable in the <Mediator_Install_Dir>/bin
directory.

2 Use m_daemon_setup with the -remove option as in the following example:

$>./m_daemon_setup -remove
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Verifying the Mediator Installation

To verify that the Mediator has been installed correctly and that it has been
able to establish connectivity with the other Diagnostics components, use
the System Health Monitor. For instructions, see Appendix A, “Using the
System Health Monitor.”

If you have been following the recommended installation sequence, after
you have installed the Mediator you will be able to verify the following:

» The Mediator was successfully installed and it has successfully established
connectivity to the Commander.

The new Mediator should be shown as a child of the Commander on the
System Health Monitor as shown in the following screen image:

System Health As Of Mar 30, 2005 2:25:36 PM PST Graph Legend

Component Types

£ Probe

J-]' Mediator

& Commander

%l Diagnostics Server

Component/Link Health

Inactive
- Good
Bl .
Poor
Error

|| eETaTEERRN

[iv1 auto-Retresn Enaviea- nate: =11

=

You should leave the System Health Monitor displayed in your browser. You
will be using it to verify the progress of the component installation and to
identify and troubleshoot any problems that you encounter as you proceed
through the rest of the component installations.
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Troubleshooting Mediator Issues

To troubleshoot Mediator problems, use the System Health Monitor as
explained in the preceding section, “Verifying the Mediator Installation.”
For additional information see Appendix A, “Using the System Health
Monitor.”

Configuring the Mediator

The Mediator is installed with a default configuration that should enable it
to work properly in most situations. You may encounter situations where
changing the configuration of the Mediator could enable better Mediator
performance or allow it to work in unusual situations.

For information on configuring the Mediator, see Appendix C, “Advanced
Diagnostics Mediator Configuration.”

Determining the Version of the Installed Mediator

When you are requesting support it is a good idea to know the version of the
Diagnostics component that you have a question about.

To determine the Mediator version:

Locate the version file <mediator_install_dir>\version.txt. The file contains
the four digit version number, as well as the build number.

Uninstalling the Mediator
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To uninstall the Diagnostics Mediator from a Windows machine:

» On a Windows machine execute uninstall.exe which is located in the
<mediator_install_dir>\_uninst directory.

> You can also uninstall the Mediator from the Start menu by selecting:

Start > Programs > Mercury Diagnostics Mediator >
Uninstall Mercury Diagnostics Mediator
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To uninstall the Diagnostics Mediator from a Solaris machine:

1 Locate the uninstall* executable in the <mediator_install dir> uninst
directory.

2 Execute uninstall* with the -console option as in the following example:

$>./uninstall -console

Upgrading to a Newer Version of the Mediator

The following instructions will guide you in upgrading a Mediator to a
newer version of the Mercury Diagnostics Mediator. Be sure to read the
entire set of instructions and the sections immediately following before you
begin the installation process. This will ensure that you understand the
process and your options for upgrading the Mediators in your configuration.

Note: The Mediator installer does not upgrade existing installations of the
Mediator. The instructions that follow are manual steps that you must take
to make sure that the upgrade works as expected.

Note: The current version of the Mediator has been designed to work with
the current versions of the Diagnostics components that are part of the
LoadRunner / Performance Center 8.1 installation and will not work with
earlier versions of these products. The previous versions of the Mediator will
not work with the current versions of the above mentioned Mercury
products.
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To upgrade the Mediator to a newer version:

1 Shutdown the Probes that are associated with the existing Mediator.

Shutdown all the previous version of the Mediator. Be sure that you are
logged into the host machine as the same user id that was used to start the
Mediators.

Uninstall the previous version of the Mediator, making sure to do so as the
same user id that installed them. See “Uninstalling the Mediator” on
page 76.

Be sure to reboot your machine if the uninstaller instructs you to do so.

Uninstall the previous versions of the Probe from those machines on which
you want to install the new Probe so that the applications performance data
will be processed by the new Mediator. See “Upgrading to a Newer Version
of the J2EE Probe” on page 137.

Install the new version of the Mediators and Probes as instructed in
Chapter 2, “Preparing to Install Mercury Diagnostics for J2EE & .NET.”

Phased Upgrade

If you do not want to shut down all of the Probes at once you can use the
same instructions provided above leaving the Probes that you do not want
to shut down running. The Probes that are still running will report errors
when the Mediator is shut down, but the application server should continue
running normally.

Running Two Versions of the Mediator Side-by-side

You can run older and newer versions of the Mediator side-by-side on the
same host machine while you work through your upgrade plan. To do this
you must install the newer version of the Mediator in a different installation
directory than the earlier version and you must make sure that the new
Mediator is not configured to use the same port as the old mediator.
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Installing the Mercury Diagnostics Probe
for .NET

This chapter describes how to install a Mercury Diagnostics Probe for .NET.
The following topics are included in this chapter:

» About the Mercury Diagnostics Probe for .NET
» Installing the .NET Probe

» Verifying the .NET Probe Installation

» Configuring the .NET Probe

About the Mercury Diagnostics Probe for .NET

The Mercury Diagnostics Probe for .NET (.NET Probe) is responsible for
capturing events from a .NET application and sending the event metrics to
the Mediator.

The .NET Probe is installed on the System Under Test (SUT). The .NET Probe
uses runtime instrumentation to capture method latency information from
specified applications. By default, the .NET Probe captures methods from
the ASP and ADO tiers and MSMQ for ASP.NET applications. Custom
business logic methods can be captured by creating a custom
instrumentation specification file, known as a points file, for your
application. The .NET Probe provides a low-overhead capture solution that
works with Mercury’s Application Diagnostics (AD) and Application
Monitoring (AM) products.
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.NET Probe initialization occurs only when an instrumented method is
encountered for the first time. Initialization refers to the registration of the
Probe with the Commander . An instrumented method is any method
defined in any of the points files, for which the Probe was configured. For
ASP.NET applications, the Probe is started the first time that a page in the
application is requested after the web publishing service has been started.

For more information about configuring the .NET Probe see “Advanced
.NET Probe Configuration” on page 385.

Installing the .NET Probe
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To install the .NET probe:
Insert the Installation CD into a CD-ROM drive.

For LoadRunner, the installer for Windows can be found on the CD labeled
Mercury Diagnostics for J2EE & .NET 3.6 - Supporting Mercury LoadRunner 8.1 -
Windows Installation - Disc.

For Performance Center, the installer for Windows can be found on the CD
labeled Mercury Diagnostics for J2EE & .NET 3.6 - Supporting Mercury
Performance Center 8.1 - Windows Installation - Disc.

To execute the .NET Probe installer, click Start > Run and then type the
location of your CD-ROM drive followed by the path to the setup program,
DotNetProbe\Setup\setup.msi.

For example, if your CD-ROM drive letter is M, type:

m:\DotNetProbe\Setup\setup.msi

Alternatively, you can double click the setup.msi filename to execute the
installer.
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3 The installer displays the Mercury Diagnostics for J2EE & .NET main
installation menu.

Mercury Diagnostics Components

Mercury Diagnostics Probe for J2EE

Mercury Diagnostics Probe for NET

Mercury Load Runner Diagnostics Add-in for J2EE & .NET
Installation and User's Guide

Readme

Contact Mercury Interactive
Support
Browse CD : s

Exit

Click Mercury Diagnostics Probe for .NET to initiate the installer for the
J2EE Probe.

4 If the NET Framework has not been installed on the host machine, the
installer displays the following dialog box:

i'._% Mercury MET Probe

Click Yes to obtain the .NET Framework from the Web. Clicking No ends the
installation.
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5 If you click Yes, the installer opens Microsoft’s download page, where you
may select the .NET Framework download.

After the .NET Framework installation restarts your computer, run the .NET
Probe installation again.

6 The installer displays the Welcome dialog box to begin the installation of
the .NET Probe.

jier Mercury .NET Probe M= E

Welcome to the Mercury NET Probe Setup Wizard&

Click Next to proceed with the installation of the .NET Probe.
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7 The installer displays the License Agreement dialog.

] Mercury NET Probe

License Agreement

Shrinkuwrap License Agreement

By clicking "I agree”™ or "Yes" or by installing,
copying, or otherwise using the software program, You
agree Lo be bound by the terms of this hgreement. I
Fou do not agree to the terms of this Agreement, do not
install or use the software programn, and return it and
all related documentation to Your place of purchase
within ten (10) days for a full refund.

Read the agreement. Select | Agree, to accept the agreement and click Next
to proceed with the installation.
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8 The installer displays the Mercury .NET Probe Configuration dialog box.

ji- Mercury MET Probe

.NET Probe Configuration

DefaultLam

In the .NET Probe Configuration dialog box, enter the relevant
configuration information as follows:

» Probe ID: The name that is used to identify the Probe within Diagnostics
for J2EE & .NET. The .NET Probe will auto-generate a Probe ID based
upon the application’s appdomain name if you leave this field blank.

Note: It is recommended that you leave the Probe ID field blank and
allow the Probe to auto-generate the Probe ID. Please read the following
information carefully if you decide to enter your own Probe ID
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Considerations When Entering Your Own Probe ID:

¢ Only the following characters are valid in the Probe ID: letters, digits,
dash, underscore and period.

e Create a Probe ID that will enable you to recognize the application
that the Probe is monitoring and whether the Probe is a J2EE or .NET
probe.

For example, the Probe ID for the first .NET Probe installed that will
be monitoring an application named PetWorld could be:

PetWorld_Dotnet_Probe1

e When you specify a Probe ID, all of the Probes on the host machine
will be forced to use the same Probe ID. If you want to override the
default names, use the following substitution macros to enhance the
ID at runtime.

$(MACHINENAME): Machine’s host name
$(APPDOMAIN): Application’s appdomain name
$(PID): Application’s process ID

The default Probe ID auto-generated by the Probe when the Probe ID
field is left blank is equivalent to specifying “$(APPDOMAIN).NET”.
To obtain behavior compatible with version 3.3.x of the Probe, specify
“$(MACHINENAME).$(APPDOMAIN).NET".

> LAN ID: The Logical LAN ID is not a physical LAN ID. The LAN ID value
that you enter for the Mediator and each of the probes that you expect to
be able to work with the Mediator must be exactly the same.

In the LAN ID box, enter the ID of the LAN on which the Probe and
Mediator are running or accept the default.

Note: The Logical LAN ID is case-sensitive.

> Web Port Min: The lowest port number in a range of ports that the
commander can use to communicate with its Probes.
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> Web Port Max: The highest port number in a range of ports that the
commander can use to communicate with its Probes.

Note: The default range is 100 ports, 35000 - 35100.

The upper and lower limits of the Web Port Range are defined by the
Web Port Min and Web Port Max fields. The Web Port Range contains
the ports that the probe can use to listen for incoming requests from the
Commander and Mediator.

When a Probe is started, it attempts to find an unused port from within
this range; starting from the lowest port number in the range and
working its way up to the highest. Ports within the range may already be
in use if another Probe or another application have previously claimed
them.

The port range needs to be large enough to, at a minimum,
accommodate the maximum number of Probes that will be concurrently
running on the machine.

Considerations when setting the Web Port Range:

o If the Probes are working with ASP.NET applications, it is
recommended that you double the number of probes to account for
ASP.NET’s appdomain recycling

e FEach port within the range does not have to be available as long as
their are enough available ports within the range to satisfy the
previous bullets requirements.

¢ If you have a firewall between the Probe and a component that will be
communicating with the Probe, you must open the firewall for the
ports within the range. For this reason you may want to adjust the
range to be just big enough.

Click Next when you are ready to proceed with the installation.
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9 The installer displays the .NET Probe Component Communication
Configuration dialog.

& Mercury NET Probe

.NET Probe Component Communication
Configuration

Enter the communication parameters that enable the .NET Probe to
communicate with the Commander and the Mediator.

» Commander Host Name or IP Address:
» Commander Port: Enter the port number where the Commander is
listening for communications from the Probe. The default port number is

2006. If you assigned a different port when the Commander was
installed, make sure to enter the same port number here.
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Note: When you enter the host name and port for a Mediator, the
installer configures the .NET Probe so that it will work in the Application
Monitoring mode with BAC 5.x. When no Mediator information is
specified, the installer configures the .NET Probe so that it will work in
the Application Diagnostics mode with Performance Center 8.1 /
LoadRunner 8.1.

Only enter the Mediator host name and port if you want the Probe to be
configured for Application Monitoring mode for BAC 5.x.

» For BAC 5.x only: Mediator Host Name or IP Address:

> Mediator Port: Enter the port number where the Mediator is listening for
communications from the Probe. The default port number is 2612. If you
assigned a different port when the Mediator was installed, make sure to
enter the same port number here.

Click Next to continue with the installation.
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10 The installer displays the Select Installation Folder dialog.

1-:: Mercury NET Probe

Select Installation Folder

» Ensure that the location where you want the .NET Probe to be installed
has been specified in the Folder text box either by typing in the path to
the desired installation directory or by clicking Browse to navigate to the
desired location.

» The Disk Cost button allows you to check the amount of available disk
space on the drives on the host machine. Use this functionality to make
sure that there is enough room for the Probe installation.

» Specify which users of the host machine will be able to access the .NET
Probe.

e Choosing Everyone causes the shortcuts for the Probe to appear on
the Start Menu that everyone sees.

e Choosing Just Me causes the shortcuts to be installed on the Start
Menu for the particular user who is logged on when the Probe is
installed.

Click Next when you are ready to proceed with the installation.
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11 The installer displays the Confirm Installation dialog.

I Mercury Diagnostics Probe for J2EE Setup

Please read the summary information helow.

Mercury Diagnastics Probe for J2EE will be installed in the following location:
CmercuryDiagnostics\J2EEProbe
with the fallowing features:
J2EE Prohe Feature
far a total size:
T4.2MB

At this point, the installer has gathered all of the information that it needs
to install the .NET Probe.

Click Next to start the .NET Probe installation.
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12 When the .NET Probe installation is complete, the installer displays a dialog
that provides instructions for configuring the Probe so that it can be used to
monitor your application. The installer also stores this same information in
the readme.rtf file in the <probe_install_dir>.

The steps for configuring the .NET Probe are discussed in greater detail
in“Advanced .NET Probe Configuration” on page 385

i‘% Mercury .MET Probe ME E

Mercury .NET Probe Information '. ]

&

™,

NET probhe setup -
Step 1.

Fun the Zetup in the Setup directory by double clicking

on the Setup.msi file. Enter appropriate wvalues for

proke/ lan ids, wek port range, Commander, and Mediator.

The Setup program will configure the probe o capture

hasic ASF/ADO workload and generate a probe config.xml

file with appdomwain references for all the detected
ASP.NET applications. Each of these generated appdomain
references will contain an associated points file

reference for its application which can be modified to
capture application specific custom business logic. It

vou specify a Mediator the WET probe will bhe configured
towmnrk in innlicatinon Monitoring mwode wmith Tonmas 5.0. j

Cancel | < Each

Click Next when you are ready to proceed.
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13 The installer displays the final dialog in the process to confirm that the
installation has been successful.

iz Mercury MET Probe

Installation Complete

Click Close to exit the installer.

14 After you exit the installer, you must restart either IIS or the Web publishing
service before you can use Mercury Diagnostics Probe for .NET with ASPNET
applications.

15 Verify that the .NET Probe was installed correctly as described in “Verifying
the .NET Probe Installation,” below.

Verifying the .NET Probe Installation
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Use the System Health Monitor to verify the installation of the .NET Probe.
For instructions on how to use the System Health Monitor, see Appendix A,
“Using the System Health Monitor.”
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If you have been following the recommended installation sequence, after
you have installed the .NET Probe and restarted the instrumented
application, you will be able to verify the following:

» The Mediator was successfully installed and is communicating with the
Commander.

» The .NET Probe was successfully installed is communicating with the
Commander.

Note: The .NET Probe will not be displayed in System Health when first
installed because the Probe does not register with the Commander until it is
started. The Probe is started and is registered with the Commander when the
instrumented application is run. For ASP.NET applications, this happens the
first time that a page is requested for the instrumented application.

The default logging level for the .NET Probe has been set to info so that if
the Probe is not displayed in System Health when you believe that it should
be, you can check the log file to help troubleshoot the problem.

Configuring the .NET Probe

The installer will configure your application and the .NET Probe so that they
will work together to capture the basic workload of your ASP.NET
applications. It is possible that one or more of your ASP.NET applications
have been deployed in a manner that prevented the installer from detecting
them or you may want to enhance the standard instrumentation to capture
the performance metrics for custom classes.

For details on configuring the .NET Probe see Appendix E, “Advanced .NET
Probe Configuration.”
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Introducing J2EE Probe Installation and
Application Server Configuration

This chapter introduces the processes for installing and configuring the J2EE
Probe and for configuring the application server on which your J2EE
applications run. The installation and configuration processes are presented
in detail in separate chapters.

About Installing and Configuring the J2EE Probe

Before your application can be monitored by the J2EE Probe, you must
install the Probe and configure it so that it will work in your environment.

Install the J2EE Probe

The Probe is installed on the machine that hosts the application that you
wish to monitor. For instructions for installing the Probe on the supported
platforms see “Installing the Mercury Diagnostics Probe for J2EE” on

page 99.

Configure the Probe

The default configuration of the probe has been set to effectively monitor
your application with very little impact on your application. Certain
situations may require changes to these default settings. See, “Advanced
J2EE Probe and Application Server Configuration” on page 369 for
instructions for configuring the application server and the J2EE Probe for
these advanced situations.
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About Configuring the Application Server
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Before your application can be monitored by the J2EE Probe, you must
configure your application server and the way that it is instrumented.

Instrument the JRE

When you install a Probe, you must run the JRE Instrumenter to prepare
your application for the instrumentation that allows the Probe to monitor
the application’s processing. The JRE Instrumenter runs automatically
during the Probe installation unless you elect to skip it at that time. If you
elect to not run the JRE Instrumenter during the installation of the Probe,
you may run it manually as described in “Running the JRE Instrumenter” on
page 142.

Modify the Application Startup Script

You must modify the startup script for your application so that the Probe
that is to monitor the application will be started when the application is
started. There are two ways to configure the application servers:

Using the automated tool, Mercury Configuration Utility. For more
information see “Configuring the Application Server and Probe Using the
Configuration Utility,” on page 147.

By manually updating the application server startup scripts. For more
information see “Configuring the Application Servers Manually,” on
page 161.

Note: The process for configuring the J2EE Probe and your application
servers when there are multiple JVMs on a single machine is described in
“Configuring the Probes for Multiple Application Server Instances” on
page 196.
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Installing the Mercury Diagnostics Probe
for J2EE

Y Y Y Y Y Y Y Y Y'Y

This chapter provides instructions for installing a Mercury Diagnostics Probe
for J2EE (J2EE Probe) on Windows machines, UNIX machines, and z/OS
mainframe machines. Instructions for using a generic installer are also
provided for installing the J2EE Probe on other platforms.

This chapter contains the following sections:

Installing the J2EE Probe on a Windows Machine
Installing the J2EE Probe on a UNIX Machine

Installing the J2EE Probe on a z/OS Mainframe

Installing the J2EE Probe Using the Generic Installer
Verifying the J2EE Probe Installation

Using the J2EE Probe with Deep Diagnostics

Overriding the Default Probe Host Machine Name
Determining the Version of the J2EE Probe That is Installed
Upgrading to a Newer Version of the J2EE Probe
Uninstalling the J2EE Probe

Note: You must configure the Probe and the application server before you
can use the Probe to monitor your application. See the instructions in
Chapter 7, “Introducing J2EE Probe Installation and Application Server
Configuration.”
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Installing the J2EE Probe on a Windows Machine
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To install a J2EE Probe on a Windows machine:

Insert the installation disc into a CD-ROM drive.

Note: For LoadRunner, the installer for Windows can be found on the CD
labeled Mercury Diagnostics for J2EE & .NET 3.6 - Supporting Mercury
LoadRunner 8.1 - Windows Installation - Disc that you received with your
Mercury Diagnostics for J2EE & .NET package.

For Performance Center, the installer for Windows can be found on the CD
labeled Mercury Diagnostics for J2EE & .NET 3.6 - Supporting Mercury
Performance Center 8.1 - Windows Installation - Disc that you received with
your Mercury Diagnostics for J2EE & .NET package.

The installer should start automatically.

If the installer does not start, run the installer from the Windows Start
menu. Click Start > Run and then type the location of your CD-ROM drive
followed by the name of the installer program, setup.exe.

For example, if your CD-ROM drive letter is M, type:

m:\setup.exe
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3 The installer displays the Mercury Diagnostics for J2EE & .NET main
installation menu.

Mercury Diagnostics Components

Mercury Diagnostics Probe for J2EE

Mercury Diagnostics Probe for NET

Mercury Load Runner Diagnostics Add-in for J2EE & .NET
Installation and User's Guide

Readme

Contact Mercury Interactive
Support
Browse CD

- Exit

Click Mercury Diagnostics Probe for J2EE to initiate the installer for the J2EE
Probe.
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4 The installer displays the software license agreement.

BB Mercury Diagnostics Probe for J2EE Setup

Pleasze read the fallowing license agreement carefully.

Shrinkwrap License Agreernent

By clicking "l agree" or "Yes" of by installing, copying, or otherwise using the
software program of Mercury Interactive Corporation andior its affiliates
¢MIC", or of its Licensors, provided hereunder {'Licensed Program™, You
{'Licensee") agree to be hound by the terms of this Shrinkwrap License
Agreement MAgreement”. IfYou do not agree to the terms of this Agreement,
dao natinstall or use the Licensed Program, and return it and all related
dacumentation ('Docurmentation”s to Your place of purchase within ten (100
days for a full refund.

MIC, arits licensars, owns all intellectual property rights, including patent,
copyright, trade secret, trademark and other proprietary rights, in and to the

O] |I acceptthe terms ofthe license agreement.|

1 do not accept the terms of the license agreement.

o [ e 0 e |

Read the agreement. Select | accept the terms of the license agreement to
accept the agreement.

Click Next to proceed with the installation.
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5 The installer displays the dialog that allows you to select the Mercury
Products with which the J2EE Probe will work.

& Mercury Diagnostics Probe for J2EE Setup

FPlease choose the applications that the Mercury Diagnostics Probe for J2EE will
WPk with

Which of the fallowing applications are you going to use with the Mercury
Diagnostics Probe far J2EE?

@ Performance Center 8./ LoadRunner 8x
I BACAD
2 Mane

Check to enahle using the probe with Deep Diagnostics. Maote: This requires
a Deep Diagnostics SUT installation.

[J] DeepDiagnostics

Select Performance Center 8.x / LoadRunner 8.x and indicate whether you
intend to use the Probe to collect data for Deep Diagnostics.

Note: This installation guide is written assuming that you are installing the
J2EE Probe for use with LoadRunner 8.1 or Performance Center 8.1. If you
are installing the J2EE Probe for use with the Mercury Business Availability
Center 5.0, please see the installation guide for that product for further
instructions on installing the Probe.

Click Next to proceed with the installation.
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6 The installer displays the dialog for you to specify the path to the directory
in which the Probe is to be installed.

B Mercury Diagnostics Probe for J2EE Setup
Click Mext to install "Mercury Diagnostics Probe for J2EE" to this directary, or click
Browese to install to a different directary.

Directory Marne:
|C:xmercuwDiagnostichAVAProbe |

Erowse

Ensure that the location where you want the J2EE Probe to be installed has

been specified in the Directory Name text box either by typing in the path

to the desired installation directory or by clicking Browse to navigate to the
desired location.

Click Next when you are ready to proceed with the installation.
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7 The installer displays the dialog for you to specify the Unique Probe Name.
BB Mercury Diagnostics Probe for J2EE Setup

Enter unigue prohe name.

This can be any string you choose. Make the probe name unigue, since
Diagnostics far J2EE aggregates the data from all probes that have the same
nare.

Unigue Probe Mame:

Enter the name that is to be used to identify the Probe within Diagnostics
for J2EE & .NET. The Probe Name can contain only the following valid
characters: letters, digits, dash, underscore.

You should assign a Probe Name that will enable you to recognize the
application that the Probe is monitoring and the type of probe (J2EE or
.NET).

For example, the probe name for the first J2EE Probe installed that will be
monitoring an application named PetWorld could be:

PetWorldJ2EEProbe1

Click Next when you are ready to proceed with the installation.
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8 The installer displays the Diagnostics Commander Details dialog box.
] Mercury Diagnostics Probe for J2ZEE Setup

Specify the Mercury Diagnostics Commander host and port. This enables the
commanderiprobe communication.

Cormmmander Host (hame or IP address):

Ifvou used the default port numberwhen installing the commander, accept the
default here.
Ifyou specified a different port number, specify the same port here.

Commander Port:
[2008

[vl Check ifyou want to parform a connectivity check

» Enter the host name or IP address of the machine on which the
Commander is installed.

Note: You should specify the fully qualified host name; not just the
simple host name. In a mixed OS environment where UNIX is one of the
systems this is essential for proper network routing.

For information about ensuring that the correct Probe host name is used
when there is a firewall or NAT in place or where your host machine is
multi-homed see “Overriding the Default Probe Host Machine Name” on
page 136.

» Enter the Commander’s port number. The default port number is 2006. If
you specified a different port number when installing the Commander,
specify the same port number here.
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» Indicate whether you want to perform a connectivity check to make sure
that the Commander’s host name can be resolved. The connectivity
check will let you know right away if you have made an error in the
information that you provided about the Commander, or if there is a
communication problem between the Commander’s host machine and
the Probe’s host machine.

Click Next when you are ready to proceed with the installation.

Note: If the Commander’s host name cannot be resolved, the installer will
display an error message. If the host name is resolved, the Logical LAN
Identification window opens.

9 The installer displays the Logical LAN ID dialog.
BB Mercury Diagnostics Probe for J2EE Setup

Enter Logical LAMN Identification

The Logical LAM 1D can he any string. All the prohes and mediators
padicipating in a test run must be on the same LAKN, To ensure this, assign the
samme Logical LAN 1D to all the probes and mediators participating in the run.
Logical LAMN 1D

DefauliLAMN

The network traffic between the Probe and the Mediator is high-volume. For
this reason, the Mediator and the Probes that communicate with it must be
located on the same LAN. The Logical LAN ID is not a physical LAN ID. The
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value that you enter for the Mediator and each of the probes that you expect
to be able to work with the Mediator must be exactly the same.

Enter the ID of the LAN on which the Probe and Mediator are running in to
the Logical LAN ID box or accept the default.

Note: The Logical LAN ID is case-sensitive.

Click Next when you are ready to proceed with the installation.
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10 The installer displays a dialog for you to indicate if you want to configure an
application server during the installation of the Probe.

Note: You can let the installer configure the application server now, or you
can do it after the Probe has been installed using the process described in
Part III, “Installation and Configuration of Diagnostics Probe for J2EE.”.

If you are installing this Probe to work with SAP NetWeaver, select No on
this dialog. You will configure SAP NetWeaver manually. See “Configuring
the SAP NetWeaver Application Server” on page 192.

T Mercury Diagnostics Probe for J2EE Setup

Run Mercury Configuration Uiility ?

The utility is used to configure an application server to wark with our prohe.

) Yes
T Mo

InstallSnizll

To request that the installer configure the application server for the Probe,
choose Yes. The installer will continue as shown in step 11.

To skip the configuration of the application server for this probe choose No.
If you chose to skip the application server configuration, the installer will
continue as shown in step 13 on page 112.

Click Next to proceed with the installation.
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11 If you chose to configure the application server in step 10, the installer
displays the Application Server Configuration window with a list of the
available application servers.

I Mercury Diagnostics Probe for JZEE Setup

Application Server Configuration

Please select an Application Server
7 WehLogic Bx

) ¥eblLogic 7x

®

) WehSphere 4x

2 WehSphere fx

0 Oracle 985

() Oracle 10q

1 JBoss 3x

) Gap Weh AS 6.40

Choose the application server that you want to configure, and click Next.
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12 The installer displays a dialog box that requests the application server
configuration information for the application server that you selected on
the previous dialog. The fields in this dialog will vary according to the

application server that you selected.
It Mercury Diagnostics Probe for J2EE Setup

WeblLogic 8x Configuration

WiebLogic Home Directory

WebLogic Start Script

Browse

Browse

Enter the requested information and click Next.
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13 If you indicated that you will be using this Probe with Deep Diagnostics (see
step 5), the installer asks you to enter the Deep Diagnostics installation
directory.

I Mercury Diagnostics Probe for J2EE Setup

Deep Diagnostics Install Directory
CAProgram Files/DeepDiaghostics |

Browse

Enter the location where Deep Diagnostics was installed into the Deep
Diagnostics Install Directory text box or click Browse to navigate to the
location.

Click Next when you are ready to proceed with the installation.

14 In the dialog box that follows, enter the Deep Diagnostics Application
Definition Name. The Deep Diagnostics Application Definition name must
exactly match the name specified for the Application Definition in Deep
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Diagnostics. See the Mercury Deep Diagnostics for J2EE Installation Guide

for more information. Click Next to proceed with the installation.

B2 Mercury Diagnostics Probe for J2EE Setup

Deep Diagnostics Application Definition Mame
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16 The installer then displays a dialog with the Pre Installation Summary
Information for your review.

I Mercury Diagnostics Probe for J2EE Setup

Pleasze read the summary infarmation below,

mercury Diagnostics Probe for J2EE will be installed in the following location:
CiamercuryDiagnosticswAVAPrabe

with the following features:
J2EE Frobe Feature

for a total size:
T42 MB

Review the information to make sure that you are satistied. Click Back to
make any changes, or click Next to proceed with the installation.



Chapter 8 ¢ Installing the Mercury Diagnostics Probe for |2EE

17 The installer begins the process of installing the J2EE Probe. The installer
displays a progress bar to let you know how the installation is proceeding.

2 Mercury Diagnostics Probe for J2EE Setup

Installing Mercury Diagnostics Probe for J2EE. Please wait...

CAProgram FilesiMercury InteractivelcommoniJavaPrabethinimiralprg.dil
19%
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18 Following the progress bar dialog, the installer displays the JDK/JRE dialog
box.

BB Mercury Diagnostics Probe for JZEE Setup

Indicate the location of the JRE executable that runs the application semver, You
rrust provide the same executable thatis specified in the application serer
canfiguration.

JRE executable:

| |
Browse

[ Skin JRE Instrumentation.

MHote: Ifyou choose to skip the JRE Instrumenter at this time, you will need to
run the JRE Instrumenter manually hefare you can use the J2EE Prohe to
rrahitor your application. The JRE Instrurmenter allows the Probe to attach to
the WM. Instructions for running the JRE Instrumenter are provided in the
Installation and User's Guide.

Enter the path to the JVM executable (java.exe) used by the application
server that you are monitoring. For example, if you have installed WebLogic
6.1 in your D:\bea directory, the java.exe file can be found in
D:\bea\jdk131\jre\bin:

To skip this step and perform it later, select Skip JRE Instrumentation.

Click Next to proceed with the installation.

Note: If you are installing this Probe to work with SAP NetWeaver, select
Skip JRE Instrumentation. You will configure SAP NetWeaver manually. See
“Configuring the SAP NetWeaver Application Server” on page 192.

If you choose to skip this step now, you must run the JRE Instrumenter
manually before you can use the Probe. For instructions, see “Running the
JRE Instrumenter” on page 141.
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19 The installer displays an installation status message to let you know that the
installation was successfully completed.

BB Mercury Diagnostics Probe for J2EE Setup

Please read the summary infarmation below,

The InstallShield Wizard has successfully installed Mercury Diagnostics Probe
far JZ2EE. Choose Finish to exit the wizard.

Click Finish to end the installation.

20 Configure your application server so it can use the J2EE Probe. For more
information, see “Introducing J2EE Probe Installation and Application
Server Configuration” on page 97.

21 If you will be using Mercury Deep Diagnostics for J2EE, configure the J2EE
Probe to collect data for Deep Diagnostics. For more information, see
“Configuring the J2EE Probe and Application Server for Deep Diagnostics”
on page 375.
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J2EE Probe installers have been provided for several UNIX platforms. The
following instructions provide you with the information that helps you to
install the J2EE Probe in most UNIX environments using either a graphics
based installation or a console mode installation.

The installer screens that you will see in a graphics based installation are the
same as those documented for the Windows installer in “Installing the J2EE
Probe on a Windows Machine” on page 100.

In some instances, you may not be able to use the regular Unix installers. In
these cases, you should use the Generic installer as described in “Installing
the J2EE Probe Using the Generic Installer” on page 133.

Note: The J2EE_Probe directory includes folders for AIX, Generic, HP-UX,
LINUX, and Solaris. Choose the appropriate installer for your environment
and copy it to the UNIX machine that will host the Probe..

The following instructions and screen shots are for a Probe installation on a
Solaris machine. These same instructions should apply for the other certified
UNIX platforms.
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To install the J2EE Probe on a UNIX machine:

Insert the installation disc and locate the J2EE_Probe/<UNIX version>
directory. For example, for a Solaris install you would locate the directory
J2EE_Probe/Solaris.

Note: For LoadRunner, the UNIX installers are on the CD labeled Mercury
Diagnostics for J2EE & .NET 3.6 - Supporting Mercury LoadRunner 8.1 - Unix
Installation - Disc that you received with your Mercury Diagnostics for J2EE
& .NET package.

For Performance Center, the UNIX installers are on the CD labeled Mercury
Diagnostics for J2EE & .NET 3.6 - Supporting Mercury Performance Center 8.1 -

Unix Installation - Disc that you received with your Mercury Diagnostics for
J2EE & .NET package.

Copy the installer that is appropriate for your environment to the machine
where the Probe will be installed.

3 Change the mode of the installer file to make it executable.

Execute the installer.

» To run the installer in console mode enter the following at the UNIX
command prompt:

Jinstall.sh -console

The installer will start and display the license agreement as shown in the
following step.

» To run the installer in the graphical mode enter the following at the
UNIX command prompt:

Jinstall.sh

The installer will display the same screens that are displayed for the
Windows installer as shown in “Installing the J2EE Probe on a Windows
Machine” on page 100.
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5 The installer begins by displaying the software license agreement.

I[=] E3
e T

Press ENTER to read the text [Type g to guitl

(C> 2084 Mercury Interactive Corporation. All rights reserved. Mercury
Interactive,. the Mercury Interactive logo and trademarks that identify the
Licensed Programs are registered trademarks or trademarks of Mercury
Interactive Corporation in the United S8tates and-sor other countries.
Please choose from the following options:

[ 11 - 1 accept the terms of the license agreement.
[¥1 2 — I do not accept the terms of the license agreement.

To select an item enter its number. or B wvhen you are finished: [A] 1

[¥1 1 — 1 accept the terms of the license agreement.
[ 12 -1 do not accept the terms of the license agreement.

To select an item enter its number. or B wvhen you are finished: [A] B

Press 1 for Mext. 3 to Cancel or 4 to Redisplay [11 _ ﬂ

Read the agreement.

Press Enter to move to the next page of text or type q to jump to the end of
the license agreement.

Enter 1 to accept the terms of the license agreement and then enter 0 to
accept your selection.

Enter 1 to continue.

6 The installer prompts you to indicate the application with which the J2EE
Probe is going to work.

=] B3

Please choose the applications that the Mercury Diagnostics Probe for J2EE will :]

ork with:

hich of the following applications are you going to use with the Hercury
Diagnostics Probe for J2EE?

[E]1 1 - Performance Center 8.x / LoadRunner B.x

[ 12 - BAC 5.8

[ 13 - None
To select an item enter its number,. or B vhen you are finished: [A] :Ej

Select Performance Center 8.x / LoadRunner 8.x by entering 1. When you
are satisfied with your selection enter 0 to proceed with the installation.

120



Chapter 8 ¢ Installing the Mercury Diagnostics Probe for |2EE

Note: This installation guide is written assuming that you are installing the
J2EE Probe for use with LoadRunner 8.1 or Performance Center 8.1. If you
are installing the J2EE Probe for use with the Mercury Business Availability
Center 5.0, please see the installation guide for that product for further
instructions on installing the Probe.

7 The installer asks if you want to use the J2EE Probe with Deep Diagnostics.

- I[=] E3

heck to enabhle using the probe with Deep Diagnostics. Mote: This requires a
eep Diagnostics SUT installation-

[ 11 - Deephiagnostics

To select an item enter its number,. or B vhen you are finished: [B] 1

[¥]1 1 - DeepDiagnostics

To select an item enter its number, or B when you are finished: [B]1 A

Press 1 for Hext. 2 for Previous, 3 to Cancel or 4 to Redisplay [11 j

Enter 1 to select the option to use the Probe with Deep Diagnostics and then
enter 0 to confirm your choice.

Enter 1 to continue.

8 The installer prompts you to specify the path to the directory where the
J2EE Probe is to be installed.

- [ (O] ]
ercury Diagnostics Probe for J2EE Install Location =
lease specify a directory or press Enter to accept the default directory.
irectory Name: [sopt/J2EEProbel rexport-homesoptibnchs/probe

ress 1 for Mext, 2 for Previous, 3 to Cancel or 4 to Redisplay [11 _ j

Specify the directory where you want the J2EE Probe to be installed or press
Enter to accept the default directory.

Enter 1 to continue.
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9 The installer asks for a unique probe name.

10

I[=] E3

| j‘

nter unigue probe name.

his can be any string you choose. Make the probe name unigue, since

iagnostics for J2EE aggregates the data from all probes that have the same
ane .

nigue Probe Hame: [1 J2EE_Test_Probel

ress 1 for Hext. 2 for Previous,., 3 to Cancel or 4 to Redisplay [11 j

Enter the name that will be used to identify the Probe within Diagnostics for
J2EE & .NET.

You should assign a Probe Name that will enable you to recognize the

application that the Probe is monitoring and the type of probe (J2EE or
.NET).

For example, the probe name for the first J2EE Probe installed that will be
monitoring an application named PetWorld could be:

PetWorldJ2EEProbe1
Enter 1 to continue.

The installer asks for information about the machine that hosts the
Commander.

[=] E3

Specify the Mercury Diagnostics Commander host and port. Thiz enables the
commander-probe communication.

Commander Host <name or IP address>: [seinel

If you used the default port number when installing the commander, accept the
default here.
If you specified a different port number. specify the same port here.

Commander Port: [28861]

[¥]1 1 — Check if wou want to perform a connectivity check

To select an item enter its number. or B vhen you are finished: [A]

Press 2 for Previous. 3 to Cancel or 4 to Redisplay [21] j

» Enter the host name or IP address of the machine on which the
Commander is installed.
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Note: You should specify the fully qualified host name; not just the
simple host name. In a mixed OS environment where UNIX is one of the
systems this is essential for proper network routing.

For information about ensuring that the correct Probe host name is used
when there is a firewall or NAT in place or where your host machine is
multi-homed see “Overriding the Default Probe Host Machine Name” on
page 136.

» Enter the Commander’s port number.

The default port number is 2006. If you specified a different port number
when installing the Commander, specify the same port number here.

» Enter 1 to select the option to perform a connectivity check to make sure
that the Commander’s host name can be resolved. The connectivity
check will let you know right away if you have made an error in the
information that you provided about the Commander, or if there is a
communication problem between the Commander’s host machine and
the Probe’s host machine. This selection will toggle off if you enter 1
again.

» Enter 0 when you are satisfied with your choice.

Enter 1 to continue.
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11 The installer asks for the Logical LAN ID.

- =l
I j‘

nter Logical LAM Identification

he Logical LAN ID can bhe any string. All the probes and mediators
articipating in a test run must be on the same LAN. To ensure this,. assign the
ame Logical LAN ID to all the probesz and mediators pavticipating in the »run.

ogical LAN ID: [DefaultLAN]

ress 1 for Mext., 2 for Previous, 3 to Cancel or 4 to Redisplay [11 _ j

The network traffic between the Probe and the Mediator is high-volume. For
this reason, the Mediator and the Probes that communicate with it must be
located on the same LAN. The Logical LAN ID is not a physical LAN ID. The
value that you enter for the Mediator and each of the probes that you expect
to be able to work with the Mediator must be exactly the same.

Enter the ID of the LAN on which the Probe and Mediator are running or
accept the default.

Note: The Logical LAN ID is case-sensitive.

Enter 1 to continue.
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12 Indicate if you would like the installer to configure your application server.

Note: You can let the installer configure the application server now or you
can do it after the Probe has been installed using the process described in

Chapter 10, “Configuring the Application Server and Probe Using the
Configuration Utility.”

=] E3

| j‘

Eo you wish to configure an application server for use with the Mercury
iagnostics Prohe for J2EE?

[ 11 - Yes
[¥1 2 - No

To select an item enter its number. or B vhen you are finished: [A] 1

[H]1 1 - Yes
[ 12 - No

To select an item enter its number. or B vhen you are finished: [A] @

Press 1 for Next, 2 for Previous. 3 to Cancel or 4 to Redisplay [11 _ j

To request that the installer configure the application server for the Probe,
choose Yes by entering 1. The installer will continue as shown in step 11.

To skip the configuration of the application server for this probe choose No

by entering 2. If you chose to skip the application server configuration, the
installer will continue as shown in step 13 on page 112.

Enter 0 when you are satisfied with your choice.

Enter 1 to continue.
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13 If you chose to configure the application server in step 12, the installer asks

you to select the application server that you want to configure.

[ AI
pplication Server GConfiguration
lease select an Application Server

WYebLogic 6x
WebLogic 7x
WYebLogic 8x
WebhSphere 4x
YehSphere 5x
Oracle Z7iAS
Oracle 1Ag
JBoss 3x

Sap UWebh AS 6.48

o e et e e bt e e
0G0 =T OO e L
(I e A B I

o select an item enter its number. or B when you are finished: [B]1 3

WebLogic 6x
WYebLogic 7x
WebLogic 8x
YehSphere 4x
WYebhSphere 5x
Oracle 7iAS

et e el b e el e e
L-R-- -y N L L) g
(I Y I B B |

x
Sap Ueb AS 6.48

o select an item enter its number, or B when you are finished: [B]

ress 1 for Next. 2 for Previous, 3 to Cancel or 4 to Redisplay [11 =

To make your selection, enter the number that corresponds to the
application sever to be configured. When you are satisfied with your choice,
enter 0 to accept.

Enter 1 to continue.

14 The installer prompts you for information needed to configure the

application server that you selected on the previous dialog. The fields in this
dialog will vary according to the application server that you selected.

-~ =l £
|

ehlogic8x Configuration

ehlogic Home Directory [1 Jopt-weblogic/beasweblogicB81

ehlogic Start Script [1 roptsweblogicsbearweblogicrsamplessdomain-smedrec-StartH
edRecServer.sh

Press 1 for Next, 2 for Previous. 3 to Cancel or 4 to Redisplay [11 _ j

Enter the information requested and enter 1 to continue.
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15 If you indicated that you will be using this Probe with Deep Diagnostics in
step 7 on page 121, the installer asks you to enter the Deep Diagnostics
installation directory.

teep Diagnostics Install Directory L[Aopt-DeepDiagnostics]

ress 1 for Mext. 2 for Previous. 3 to Cancel or 4 to Redisplay [11 j

Enter the path to the installation directory for the Deep Diagnostics Server
and then enter 1 to continue.

16 If you specified that the Probe will work with Deep Diagnostics, the installer
asks for the Deep Diagnostics Application Definition name.

teep Diagnostics Application Definition Wame [1 J2EE_fApp_Test

ress 1 for Mext., 2 for Previous, 3 to Cancel or 4 to Redisplay [11 _ j

The Deep Diagnostics Application Definition name must exactly match the
name specified for the Application Definition in Deep Diagnostics. Enter the
Application Definition Name that was created in Deep Diagnostics and then
enter 1 to continue.

17 The installer displays a Pre-Installation Summary.

.. 3

Preparing summary. . .

Mercury Diagnostics Probe for J2EE will be installed in the following location:
export-home optibnch-/probe

ith the following features:

J2EE Prohe Feature

for a total size:

7?.8 MB

Press 1 for Next, 2 for Previous. 3 to Cancel or 4 to Redisplay [11 _ j

Review the information to make sure that you are satisfied. Enter 1 to start
the Probe Installation.
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18 The installer starts the process of installing the J2EE Probe and a displays a
progress bar and status messages so that you can monitor the processing.

Installing Mercury Diagnostics Probe for J2EE. Please wait...

reating uninstaller...

19 In the next step, the installer asks for the path to the JVM executable
(java.exe) used by the application server that you are monitoring.

Hi[=]

oint the installation to the JDHKAJRE executabhle that will »un the application
erver. You must choose exactly the java executahle as it appears in vour
pplication server configuration.

DE~JRE executable: [sopt-weblogic-hearsjdki4l_ B3 hinsjaval

[ 11 - Skip JDEAJRE Instrumenter.

o select an item enter its number. or B when you are finished: [B]

ote: If you skip this step, you will need to run the JDKAJRE Instrumenter so
hat the probe can attach to the JUM. To run the JDKA/JRE Instrumenter. execute
he sipatool.jar file, located in the probe installations ~1ib directory.

ress 3 to Cancel or 4 to Redisplay [31 _

-

4

Enter the path to the JVM executable (java.exe) used by the application
server that you are monitoring.

Enter 1 to skip the JDK/JRE Instrumenter. Entering 1 again toggles the
selection. Enter 0 to apply your choice.

Note: If you choose to skip this step now, you must run the JRE

Instrumenter manually before you can use the Probe. For instructions, see

“Running the JRE Instrumenter” on page 141.

Enter 1 to continue.
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20 The installer installs the J2EE Probe.

21
22

23

24

=l
Loving oropertios... H

Saving properties...

Configuring probe with Application Server JDK/JRE data...
Merging files. Please wait...

Running custom file copy...

Completing installation. Please wait...

Completing the installation. Please wait...

Conf igurationFacade running

The InstallShield Wizard has successfully installed Mercury Diagnostics Probe
for J2ZEE. Choose Finish to exit the wizard. :i

Press 3 to Finish or 4 to Redisplay [31

After installation is complete, enter 3 to exit the installer.

Verify the Probe installation as described in “Verifying the J2EE Probe
Installation” on page 134.

Configure your application server so it can use the J2EE Probe. For more
information, see “Introducing J2EE Probe Installation and Application
Server Configuration” on page 97.

If you will be using Mercury Deep Diagnostics for J2EE, configure the J2EE
Probe to collect data for Deep Diagnostics. For more information, see
“Configuring the J2EE Probe and Application Server for Deep Diagnostics”
on page 375.
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Instructions for installing the J2EE Probe from the tar file that is included on
the product CD and from a pax archive that was created on a z/OS machine
have been provide in this section.

Note: The J2EE Probe only captures the Deep Diagnostics Java metrics on a
z/OS mainframe. The Probe does not capture the system level metrics for
CPU, memory and network latencies. Load test metrics are not captured for
z/OS.

Editing Property Files on a z/0S Mainframe

The following tips have been provided to help you to update the property
files in a z/OS environment and make sure that the updates are stored in the
character set that can be used by the Probe.

The diagnostics property files are stored in ASCII format. In order to edit
these files in the z/OS environment you must convert them from ASCII to
EBCDIC. When you have completed your edits, the file must be converted
back to ASCILI.

Note: If you have access to an ASCII error such as viascii you do not have to
worry about converting to EBCIDIC.
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Use the following command to convert a file from ASCII to EBCDIC:
iconv -f ISO8859-1 -t IBM-1047 'ASCII_FILE' > 'EBCDIC_OUTPUT_FILE _NAME
Use the following command to convert a file from EBCDIC to ASCII:

iconv -f IBM-1047 -t ISO8859-1 'EBCDIC_FILE' > 'ASCII_OUTPUT_FILE _NAME

Installing the J2EE Probe on z/0S from the product CD

To install the J2EE Probe on a z/OS mainframe:

1 Upload J2EEProbe-<version_nbr>.tar to the z/OS machine.

Run pax -rf J2EEProbe-<version_nbr>.tar from the POSIX shell. This creates a
directory called J2EEProbe.

Open the property file <probe_install_dir>/etc/probe.properties using viascii
or another ASCII editor. Set the id property to a unique name that has not
been assigned to any other probe as follows:

id=<unique_probe_name>

Ensure that the permissions bits are set correctly on the
<probe_install_dir>/log directory so that the user that starts the application
server has write (o+w) permissions (chmod 644 <logs>).

Run the JRE Instrumenter as documented in “Running the JRE
Instrumenter” on page 141.

Configure the application server to load the probe files. For instructions on
configuring the application server to load the probe files and other
parameters, see Chapter 10, “Configuring the Application Server and Probe
Using the Configuration Utility.”

Note: You can view the system log by accessing the primary operator’s
console in SDSF.

Verify the Probe installation as described in “Verifying the J2EE Probe
Installation” on page 134.
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Installing the J2EE Probe on z/0S From a Pax Archive

This section describes how to deploy the J2EE Probe from a pax archive that
was created on a z/OS machine. You may want to use this method to install
the Probe on multiple z/OS machines after you have successfully installed
and configured the first Probe on a z/OS machine.

To install the J2EE Probe on a z/OS mainframe using a pax archive:

Copy the compressed pax archive to the machine where the J2EE Probe is to
be installed.

Uncompress the pax archive using the following command:

uncompress 'COMPRESSED_PAX_ARCHIVE

This creates an uncompressed pax file in the current working directory.

Extract the archive into the directory where you want the Probe installed
using the following command:

pax -r * < 'FULL_PATH_TO_PAX_FILE

Note: This command extracts the archive into the current directory. Make
sure that you run the command from the directory where you want the
Probe installed.

» Convert the modified file from EBCDIC back to ASCII.

Verify the Probe installation as described in “Verifying the J2EE Probe
Installation” on page 134.

Configure your application server so it can use the J2EE Probe. For more
information, see “Introducing J2EE Probe Installation and Application
Server Configuration” on page 97.

If you will be using Mercury Deep Diagnostics for J2EE, configure the J2EE
Probe to collect data for Deep Diagnostics. For more information, see
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“Configuring the J2EE Probe and Application Server for Deep Diagnostics”
on page 375.

Installing the J2EE Probe Using the Generic Installer

The installers for the J2EE Probe have been built to support installing the
Probe on all of the platforms for which the component has been certified.
However, the Probe will work with other platforms that have not yet been
certified. A generic installer has been provided to allow you to install the
probe on these other platforms.

To get the Probe to work on the platforms that are not supported in the
regular installer, you must run the generic installer and then manually
configure the Probe so that it will be able to communicate with the other
Diagnostics components and be able to monitor the processing of your
application.

To install and configure the J2EE Probe on a platform that is not certified:

1 Locate the generic installer on the Mercury Diagnostics for J2EE & .NET CD
at:

CD2/Probe/GenericProbeTar/J2EEProbe-3.3.11.0.tar

2 Unzip/untar J2EEProbe-3.3.11.0.tar to the probe installation directory that
you want to use.

3 Manually configure the Probe for the product mode that is appropriate by
following the Probe configuration instructions documented in “Configuring
the J2EE Probe for Various Mercury Products” on page 370.

4 Run the JRE Instrumenter for the application server that the Probe will be
monitoring by following the instructions documented in “Running the JRE
Instrumenter” on page 141.

5 If the Probe will be used with Deep Diagnostics, update the
pfmt.godel.probedir property in $DD/etc/pfmt.godel.expert.properties.

6 To configure the Probe so that it can register with the Commander, set the
host name and the port using the registrar.url property which can be found
in the property file:
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<probe_install_dir>\etc\dispatcher.properties

The following is a an excerpt from the dispatcher.properties file showing the
registrar.url property.

Note: Make sure that you update the registrar.url property in the property
file that is appropriate for your network configuration. The property
registrar.url exists in two different property file in <probe_install_dir>\etc.
The property in dispatcher.properties is used to provide the url for the
registrar when there is not a proxy. The property in webserver.properties is
used to provide the url for the registrar when there is a proxy server between
the probe and the registrar.

Verify the Probe installation as described in “Verifying the J2EE Probe
Installation” on page 134.

Verifying the J2EE Probe Installation
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Use the System Health Monitor to verify the installation of the J2EE Probe.
For instructions on how to user the System Health Monitor, see Appendix A,
“Using the System Health Monitor.”

Note: The Probe does not register with the Commander until it is started.
The Probe is started when the instrumented application server is started.
Therefore, you will not be able to verify the installation of the Probe using
the System Health Monitor until you have configured the Probe and
Application Server as described in “Introducing J2EE Probe Installation and
Application Server Configuration” on page 97.

If you have been following the recommended installation sequence, after
you have installed the J2EE Probe you will be able to verify the following:
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» The Mediator was successfully installed and has established connectivity

with the Commander.

» The J2EE Probe was successfully installed and has established

connectivity with the Commander.

The new J2EE Probe is shown as a child of the Commander on the System

Health Monitor.

Note: The J2EE Probe will appear colored grey in the System Health Monitor
when the application that it is monitoring has been stopped. Once the
application has been started the Probe will be colored green.

System Health As Of Apr 6, 2005 4:54:04 PM PDT

[ SR - .| S - IS

Graph Legend

Component Types

D Probe
Mediator

@ Commander

Diagnostics Server

Component/Link Health
Inactive

[v] Auto-Refresh Enabled- Rate: V=S |IQ
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Using the J2EE Probe with Deep Diagnostics

Mercury Deep Diagnostics for J2EE does not include a probe in its
installation; instead, it uses the J2EE Probe installed with LoadRunner 8.1 or
Performance Center 8.1. For instructions about configuring the Probe for
use with Deep Diagnostics, see “Configuring the J2EE Probe and Application
Server for Deep Diagnostics” on page 375.

Overriding the Default Probe Host Machine Name

In situations where a firewall or NAT is in place or where your Probe host
machine has been configured as a multi-homed device, it may not be
possible for the Commander to communicate with the Probe using the host
name that was assigned when the Probe was installed. The
registered_hostname property allows you to override the default host
machine name that the Probe uses to register itself with the Commander.

To override the default host machine name for a Probe, set the
registered_hostname property located in
<probe_install_dir>/etc/dispatcher.properties to an alternate machine name or
IP Address that will let the Commander communicate with the Probe.

Determining the Version of the J2EE Probe That is Installed

136

When you are requesting support it is useful to know the version of the
Diagnostics component that you have a question about.

To determine the J2EE Probe version:

Locate the version file <probe_install_dir>\dat\version.txt. The file contains
the four digit version number, as well as the build number.
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Upgrading to a Newer Version of the J2EE Probe

The following instructions will guide you in upgrading from an older
version of the Mercury Diagnostics Probe for J2EE.

Note: The installer does not upgrade the Probe. The following instructions
are manual steps that you must take to make sure that the upgrade works as
expected.

The current version of the J2EE Probe has been designed to work with the
current versions of the Diagnostics components that are part of the
LoadRunner 8.1, Performance Center 8.1 and BAC 5.x installations and will
not work with earlier versions of these products. Likewise, the previous
versions of the Probe will not work with the current versions of these
Mercury products.

To upgrade the J2EE Probe to a Newer Version of the Probe:

1 Shutdown the application servers that are being monitored by the Probes
that you want to upgrade.

2 Create a backup copy of the startup script for the application server.

3 If you want to reuse the configuration of your current Probe with the new
Probe, create a backup copy of the folder <probe_install_dir>/etc called
old_etc_backup.

Note: This optional step could help you save time by reusing the current
settings for Probe configurations such as instrumentation changes, buffering
changes, port numbers, mediator & commander locations, probe.id and
product mode.

4 Uninstall the Probe. See “Uninstalling the J2EE Probe” on page 140 for
instructions on uninstalling the Probe.

5 Install the new version of the J2EE Probe as instructed in this guide in
Chapter 2, “Preparing to Install Mercury Diagnostics for J2EE & .NET.”
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Note: When you install the J2EE Probe do not select the option to have the
installer configure your application server, and do not select the option to
allow the installer to Instrument the JRE. When the Probe installation is
complete continue with the next steps.

6 If you made a backup copy of the old <probe_install_dir>/etc folder so that
you could reuse the old Probe’s configuration in step 3 above, you should
follow the back-up information to configure the new probe.

» Create a backup of the newly installed folder <probe_install_dir>/etc
called new_etc_backup so that you have a copy of the files as they were
created by the installer.

» Rename the <probe_install_dir>/etc/auto_detect.points file that was just
installed to new_auto_detect.points.

» Copy the backup copy of auto_detect.points into <probe_install_dir>/etc

» The old auto_detect.points file will work with the new Probe. If you want
to take advantage of the enhancements in the new version of the Probe,
copy the following sections from new_auto_detect.points file.

o All sections that begin “BEA-” including the preceding comments.
o All sections that begin “SAP_" including the preceding comments.
e The “Synchronization” section including the preceding comments.
e The “RMI” section including the preceding comments.

e args_by_class

e Any enhancements/optimizations that you made.

» Copy the rest of the files, excluding modules.properties and
webserver.properties, from old_etc_backup. Replace the files in the
current <probe_install_dir>/etc/.
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Note: Do not replace modules.properties and webserver.properties. You
must use the new version of these files.

» In capture.properties add the following property:
ac.register.sink=true
» In dispatcher.properties add the following properties:

dispatcher.properties.file.name=dispatcher.properties
registrar.mediator_ping.time=90s
ac.autostart=true

» In inst.properties revise the value of the following property:

classes.to.exclude=liaik\.security\..*,!c8e\..*,!org\.jposs\.net\.protocol\.file\.
Handler,!org\.jboss\.net\.protocol\.file\.FileURLConnection,!."ByCGLIB.*

> In inst.properties add the following property:

rmi=com.mercury.opal.capture.inst. RMIServerinstrumenter,com.mercury.o
pal.capture.inst. RMIProxylnstrumenter

Configure the J2EE Probe and application server following the instructions
in Chapter 7, “Introducing J2EE Probe Installation and Application Server
Configuration.”

Note: If a firewall separates your probe and mediator from the other
Diagnostics components, make sure that you have configured the firewall to
allow communications across the firewall using the port numbers in the
range that you specify. See “Configuring Diagnostics Components to Work
with a Firewall” on page 399 for more information.

To avoid having to reconfigure your firewall, you may want to override the
default port numbers for the new Probe so that they will match the port
numbers that the older Probe used.
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Uninstalling the J2EE Probe

To uninstall the J2EE Probe:

» On a Windows machine execute uninstall.exe which is located in the
<probe_install_dir>\Probe\_uninst directory.

» On a Unix machine execute uninstall* which is located in the
<probe_install_dir>\Probe\_uninst directory.
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Running the JRE Instrumenter

This chapter explains the process for configuring the application server on
which your applications run and the J2EE Probe that will monitor your
application.

This chapter includes the following sections:

» About the JRE Instrumenter

» Running the JRE Instrumenter

About the JRE Instrumenter

When you install a Probe, you must run the JRE Instrumenter to prepare
your application for the instrumentation that allows the Probe to monitor
the processing. The JRE Instrumenter will run automatically during the
Probe installation unless you elect not to run it at that time. If you elect not
to run the JRE Instrumenter during the installation of the Probe, you can
run it manually as described in “Running the JRE Instrumenter” on

page 142.

When the JDK (java.exe executable) used by your application server
changes, you must manually run the JRE Instrumenter again in order for the
Probe to be able to monitor the processing.
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Note: If a Probe is being used to monitor multiple JVMs, the JRE
Instrumenter must be run once for each JVM so that the Probe can be
prepared to instrument the applications that are running on each JVM. See
“Configuring the Probes for Multiple Application Server Instances” on
page 196 for details.

Note: In this chapter “<probe_install_dir>" is used to indicate the directory
where the J2EE Probe was installed.

Running the JRE Instrumenter

142

To run the JRE Instrumenter:

Open <probe_install_dir>\bin. This is the directory where the JRE
Instrumenter executable is located. Replace <probe_install_dir> with the
path to the directory where the Probe was installed.

Execute the jreinstrumenter.cmd command if the Probe is installed on a
Windows machine, or jreinstrumenter.sh if the Probe is installed on a UNIX
machine.

To execute the JRE Instrumenter from the command prompt in Windows
use the following command:

java -jar jreinstrumenter.jar

When the instrumenter starts, the Mercury JRE Instrumentation Tool
dialogue box opens.
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The JVMSs that are available for instrumentation are listed in the Available
JVMs list box. The JVMS that have already been instrumented are listed with
green square preceding the name of the JVM.

& Mercury JRE instrumentation tool (3.3.10.3) M=l B3
Available JVMs

Sun 1.3.1_09 {c:hea'jdk131ijre)
Sun 1.4.1_03 {c:\bea'jdk141_03jre)
JRockit 1.4.1_03 {cibeajrockit81sp1_141_03jre)

Select & M from the fist above, of ciick "Adc s " fo jook for maore JAWs on this machine

Add JVM(s) Exit
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To add a JVM to the Available JVM List:
1 Click Add JVM(s).

The following dialogue box opens:

& Choose the directory your I¥M(s) are located in E
Look In: ‘ =} Local Disk {C:) - | @ @ @ @E
T bea 3 Temp dot net
3 cygwin I WANNT
3 Documents and Settings 3 WuUTemp
[ I1A_Installers
- Inetpub
— imrentory
- Program Files

File Name:  |C: |

Files of Type: | - |

Search from here | | Cancel |

2 Navigate to the location where you would like to begin searching for JVMs
using the standard Windows Explorer type navigation tools.

3 Select the file where you would like to begin the search so that its name
appears in the File Name text box.
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4 Click Search from here to instruct the instrumenter to begin searching for
JVMs.

The dialog box closes and the Mercury JRE Instrumentation Tool dialogue
box opens again, with the command buttons disabled while the tool
searches for JVMs.

As the tool locates JVMs, it lists them in the Available JVMs list box.

& Mercury JRE instrumentation tool {3.3.10.3) _ O]
Available JYMs

Sun 1.3.1_09 {cibealjdk131ijre)

Sun 1.4.1_03 {c)bea'jdk141_03jre)

JRockit 1.4.1_03 (c:bealjrockit81sp1_141_03jre)

Sun 1.4.1_05 ({C:'Program Files'Mercury Interactive'\DeepDiagnosticsire)

Sun 1.4.2 {C:'Program Files'Mercury Interactive'Diagnostics for J2EE'Probe’_fvin)
IBM 1.3.1 (C:'\Program FilesWehSphere\AppServerijavaijre)

IBM 1.3.1 (C:'\Program FilesWehSphere\AppServer!_uninst!_jvmijre)

This JiiM has not et been instrumented. Ciick the Thstrument' bulton to make 1t avallable
for use b the JZEE probe.

Add WM(s) || Instrument Exit
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To instrument a JVM:

Select a JVM from the Available JVMs list and click Instrument.

The instrumenter prepares the JVM to work with the Probe and displays the
JVM parameter that you must include in the application server’s startup
script in order to activate the J2EE Probe in the box above the command
buttons. The green icon is displayed in front of the JVM in the Available
JVMs list to indicate that the JVM has been instrumented.

Note: When you select an instrumented JVM from the Available JVMs list,
the JVM parameter that needs to be added to the application server’s startup
script for that JVM is displayed in the box above the command buttons.

& Mercury JRE instrumentation tool (3.3.10.3) Hi=] B3
Available JYMs

Sun 1.3.1_09 {c:bea'jdk131ijre)

Sun 1.4.1_03 (c:bealjdk141_03)re)

JRockit 1.4.1_03 {cibealjrockit@1sp1_141_03jre)

Sun 1.4.1_05 {C:'Program Files'Mercury Interactive'DeepDiagnosticsijre)

Sun 1.4.2 (C:\Program Files'Mercury Interactive'Diagnostics for J2EE'Probe’_jum)
IBM 1.3.1 (C:'Program FilesWehSphere\AppServer'javaljre)

IBM 1.3.1 (C:'Program FilesWehSphere\AppServer'_uninst’_jumijre)

Use this S parametar to activate the J2EE probe:
"_Xhootclasspath/p:C:\Program Files\Mercury Interactive'Diagnostics for

J2EE'Probeiclasses!Suni1.4.1_03;C:'Program Files\Mercury Interactive Diagnostics for
J2EE'Probe'classesboot™

Add JYM(s) Exit
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Configuring the Application Server and
Probe Using the Configuration Utility

This chapter describes how to use the Configuration Utility to configure the
Application Server and the J2EE Probe.

This chapter includes the following sections:

About the Configuration Utility
Starting the Mercury Configuration Utility
Defining and Configuring Application Server Instances

Configuring Application Server Instance Startup Scripts

Y Y Y Y Y

Removing the Probe Configuration from the Application Server Instance
Startup Script

\

Deleting an Application Server Definition

» Reconfiguring a Probe

About the Configuration Utility

The Mercury Configuration Utility is a tool that helps you configure the
certified application servers and the way that they are instrumented for the
J2EE Probe. You use the Define and Configure Application Servers menu
item to set the system properties associated with the application and update
the application server startup script to include the path to the Probe’s boot
classes. The Reconfigure Unified Probe menu option lets you reset the Probe
properties that were set when you installed the Probe.
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Note: Instructions for configuring the applications servers manually have
been provided in Chapter 11, “Configuring the Application Servers
Manually.”

Starting the Mercury Configuration Utility

To start the Mercury Configuration Utility:

1 On the computer on which the Probe is installed, open

<probe_install_dir>\util\bin, where <probe_install_dir> is the directory
where the Probe is installed.

2 Execute the appropriate command to run the configuration utility.

» UNIX
config.sh
» Windows:

config.cmd

The Mercury Configuration Utility window opens.

Welcome to the Mercury Configuration Utility. This program will allow you to

conf igure various properties of your Mercury products. Please choose an
option.

1. Define and Configure Application Servers
2_ Reconfigure Mercury Lifecycle Probe
3. Quit

Choice:
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Defining and Configuring Application Server Instances

To define and configure the application server instance:

1 From the Configuration Utility main menu, select the Define and Configure
Application Servers option by typing 1 and pressing Enter. The following
screen is displayed.

Use the following coptions to configure or unconfigure an Application Server for
use with the Mercury Lifecycle Probe. You must pPDUldE information about your
Application Server Coption 1> bhefore configuring it <option 2).

. Provide information about your Application Server

. Apply configuration changes to your Application Server to work
with the Mercury Lifecycle Prohe

. Revert configuration changes to your Application Server

. Delete information about your Application Server

. Return to previous menu

=1

Select the Provide information about your Application Server menu option
by typing 1 and pressing Enter.

2 The following screen, providing the application server information, is

displayed.

You will now he a“ked about your ﬂppllcatlun Server. The information you enter
will be stored internally. Once the data is entered,. you will he able to apply

and revert the changes necessary to use the Mercury Lifecycle Probe guickly and
easily.

[n]l or [Enter] to go to next page or [c] to cancelrsexit:

Press Enter to continue.
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3 The Configuration Utility prompts you to enter an ID for your application
server data. This ID will uniquely identify the application configuration
information that you are about to enter.

The ID will he associated internally with pour Application Server data.

ID might be something like Weblogic_Petstore.

Enter your new Application Server data ID: Wehlogic_Petstore

Enter an ID (for example, Weblogic_Petstore), press Enter, and then press
Enter again.

4 The Configuration Utility displays the screen to determine whether the
Probe for this application server is to be used with Deep Diagnostics.

Please answer the following guestions about your fipplication Server.

If you will bhe capturing data using Mercury’s Deep Diagnostics for J2EE, you

will be prompted below for an Application Definition Mame. The name you supply
will need to he the same as the name of the Application Definition you create
in Deep Diagnostics. For more information, please see the Deep Diagnostics
User Guide.

Will you be capturing data wsing Mercury's Deep Diagnostics for J2EE?{(nJ

Enter y if the probe will be used with Deep Diagnostics. Enter n if it will not
be used with Deep Diagnostics. If you leave this value blank, the default is n.
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5 In the next screen you select the type of application server that you are
configuring.

If you will be capturing data using Mercury’'s Deep Diagnostics for J2EE, you
will be prompted below for an Application Definition Mame. The name vou supply
will need to bhe the same as the name of the Application Definition you create
&n DeEp_giagnostics. For more information,. please see the Deep Diagnostics

ser Guide.

Will you be capturing data uwsing Mercury’'s Deep Diagnostics for J2EE?(nJ>

Please select an Application Server type:
1

. BEA UebLogic 6.x
. BEA WebLogic 7.x
. BEA UebLogic B.x
. IBM UebhSphere 4._x
. IBM WehSphere 5.x
. Oracle %ias

. Oracle 18g

. JBoss 3.x

. SAP NetWeaver

Choice: 1

Enter the appropriate number for your application server and press Enter.

Note: The next screen displayed by the Configuration Utility will depend
upon the application server you selected. This document provides
instructions for WebLogic 6.1. Other application servers have similar
procedures.

6 If you chose WebLogic 6.1 on the previous screen, the Configuration Utility
prompts you to enter the full path to the WebLogic Home Directory. Enter
the path, including the letter of the hard drive, as in the following example:

c:\bea\wlserver6.1

Press Enter.
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7 The Configuration Utility then prompts you to enter the full path to the
WebLogic Server Instance startup script, including the letter of the drive (in
Windows) and the name of the script executable. Enter the path as in the
following example:

c:\bea\wlserver6.1\config\petstore\startPetStore.cmd

Press Enter twice.

8 Press Enter to proceed with defining the Application Server Instance. The
following screen is displayed.

Press Enter as prompted to monitor the progress and review the summary of
the results.

At anytime during the execution. you may press "s’ then <{Enter> to stop the
execution.

— Defining Weblogic_Petstore
[

Press <Enter> to continue...
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Configuring Application Server Instance Startup Scripts

To configure an application server instance startup script:

1 From the Configuration Utility main menu, select the Define and Configure
Application Servers option by typing 1 and pressing Enter. The following
screen is displayed:

Use the following coptions to configure or unconfigure an Application Server for
use with the Mercury Lifecycle Probe. You must provide information about your
Application Server Coption 1> bhefore configuring it <option 2).

. Provide information about your Application Server

. Apply configuration changes to your Application Server to work
with the Mercury Lifecycle Prohe

. Revert configuration changes to your Application Server

. Delete information about your Application Server

. Return to previous menu

2 Select the Apply configuration changes to your Application Server... menu
option by typing 2 and pressing Enter.

3 The Configuration Utility starts the Configure Application Server Instance
wizard and displays the following prompt:

1] the process of configuring a previously
defined Application Server instance.

[n] or [Enterl] to go to next [c] to cancelrexit:

Press Enter to continue.

4 The following screen lists the defined application server instances.

Select the Application Server instance that should you would like to
conf igure .

Instance Name:
1. weh_B5
2. weh_B7
3. webh_ 87

Choice:
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Enter the number of the application server instance that you would like to
configure and press Enter twice.

The following screen asks you to specify a directory where the
Configuration Utility can store the application server startup script after it
has been modified to use the probe’s boot classes.

Select Modifi

In order to properly configure your Application Server for use with the Mercury
Lifecycle Probe, zome files of your Application Server installation may need to
change. You can enter a directory below where you would like the modified
files to be written.

If you enter nothing, the modified files will be written to the original
location.

If you enter a directory. you will need to manually copy the files from this
directory to their original location. If you know that you do not have
permission to overwrite files in the original location. you should enter a
directory helow.

Enter a directory where modified files should he written: c:“\heastem

Enter the path to the temporary directory after the prompt.
Press Enter to proceed with the configuration.

Press Enter at each of the following prompts to initiate the processing to
configure the application server startup scripts.

Rename the original copy of the startup script so that you can keep it as a
backup.

Copy the modified startup script from the temporary directory to the folder
where the application server startup script is stored.
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Removing the Probe Configuration from the Application
Server Instance Startup Script

To restore an application server instance startup script’s settings:

1 From the Configuration Utility main menu, select the Define and Configure
Application Servers option by typing 1 and pressing Enter. The following
screen is displayed:

Use the following options to configure or wunconfigure an Application Server for
use with the Mercury Lifecycle Probe. You must provide information ahout your
fipplication Server <option 1) hefore configuring it Coption 2>.

. Provide information about your Application Server

. Apply configuration changes to your Application Server to work
with the Mercury Lifecycle Probe

. Revert configuration changes to your Application Server

. Delete information about your Application Server

. Return to previous menu

1

2 Select the Revert configuration changes to your Application Server menu
option by typing 3 and pressing Enter.

3 The Configuration Utility starts the Un-configure Application Server
Instance wizard and displays the following prompt.

This wizard will guide you through the process of wun—configuring an

[n] or [Enter] to go to next page or [c]l to cancelrexit:

Select the fApplication Server instance that should you would like to
unconf igure .

Instance Name:
1. web_B5
2. weh_B7
3. webh_ B9

Choice: 1

Press Enter after the prompt. The Configuration Utility displays a list of the
available application server instances.

The screen lists the application server instances.
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Enter the number of the application server instance that you would like to
un-configure and press Enter twice.

The wizard displays the following screen to ask you to specify a directory
where the configuration utility can store the application server startup script
after it has been modified to use the probe’s boot classes.

Select Modifi

In order to properly configure your Application Server for use with the Mercury
Lifecycle Probe, zome files of your Application Server installation may need to
change. You can enter a directory below where you would like the modified
files to be written.

If you enter nothing, the modified files will be written to the original
location.

If you enter a directory. you will need to manually copy the files from this
directory to their original location. If you know that you do not have
permission to overwrite files in the original location. you should enter a
directory helow.

Enter a directory where modified files should he written: c:“\heastem

Enter the path to the temporary directory after the prompt.
Press Enter to proceed with the configuration.

Press Enter at each of the prompts to initiate the processing to configure the
application server startup scripts.
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Deleting an Application Server Definition

To delete information about an application server:

1 From the Configuration Utility main menu, select the Define and Configure
Application Servers option by typing 1 and pressing Enter. The following
screen is displayed:

Use the following coptions to configure or unconfigure an Application Server for
use with the Mercury Lifecycle Probe. You must pPDUldE information about your
Application Server Coption 1> bhefore configuring it <option 2).

. Provide information about your Application Server

. Apply configuration changes to your Application Server to work
with the Mercury Lifecycle Prohe

. Revert configuration changes to your Application Server

. Delete information about your Application Server

. Return to previous menu

=1

2 Select the Delete information about your Application Server menu option
by typing 4 and pressing Enter.

3 The Configuration Utility starts the Configure Application Server Instance
wizard and displays the following prompt.

This wizard will guide you through the process of deleting an Application
Server instance that was previously defined.

[n] or [Enter] to go to next page or [c] to cancelrexit:

Press Enter to continue.

4 The wizard displays a list of defined application server instances.

Select the Application Server instance that showld you would like to delete.

Instance Name:
1. weh_ 85
2. uweh_@7
3. weh_A9%

Choice: 2

Enter the number of the application server instance that you want to delete
and press Enter twice.
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5 The process for deleting the application server instance definition begins.

Press Enter at each of the prompts to initiate the processing. If the deletion
succeeds, the following screen is displayed:

Thiz wizard will now delete the selected Application Server instance
def inition.

At anytime during the execution. you may press ‘s’ then {Enter> to stop the
execution.

— Deleting weh_@7
L

1 Succeeded

Preszs {Enter> to continue...

Reconfiguring a Probe
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The Configuration Utility allows you to reconfigure the J2EE Probe so that
you do not have to update the Probe properties manually or reinstall the
Probe from the installation CD.

To reconfigure the probe:

From the Configuration Utility main menu, select the Reconfigure Unified

Probe option by typing 2 and pressing Enter. The following screen is
displayed.

The Reconfigure Mercury Lifecycle Probe menu lists the properties that you
can manipulate using the Configuration Utility.

one of the following Mercury Lifecycle Probe properties to configure:

Product Mode = AD

Probe ID = henzi_s_probe
Commander Host Mame = straw
Commander Port = 20886
Return to previous menu
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The following properties are displayed on the Reconfigure Mercury Lifecycle
Probe menu:

» Product Mode:

The value of the Product Mode property should be AD when you are
using the Probe with LoadRunner 8.1 or Performance Center 8.1 unless
you will also be using the Probe with Deep Diagnostics. In this case the
value of Product Mode should be AD,DeepDiagnostics.

The value of this property should be AM when you are using the Probe
with BAC 5.0 unless you will also be using the Probe with Deep
Diagnostics. In this case the value of Product Mode should be
AM,DeepDiagnostics.

The value of this property should be AC when you are using the Probe
with Mercury Diagnostics Profiler.

> Probe ID: The probe ID must be unique for each probe that is involved in
a run. When you are using the Probe with LoadRunner, Performance
Center, or BAC, you should make sure that the probe ID provides some
indication of whether the probe is a .NET Probe or a J2EE Probe. (For
example, if the probe is a J2EE Probe, you might name it
PetStoreJ2EE01.) This will make it easier to interpret the monitoring
results.

» Commander Host Name: To change the Commander, choose 4 and press
Enter. The installer prompts you to enter the host name of the
Commander machine.

Note: Mercury Diagnostics Profiler does not use the Commander
component.

» Commander Port: This property specifies the port the probe will use to
communicate with the Commander. To change the Commander port,
choose 5 and press Enter. The installer prompts you to enter the port
number on the Commander machine. Enter the port number and press
Enter.
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Note: Mercury Diagnostics Profiler does not use the Commander
component.

3 To exit the probe configuration menu, choose 6 and press Enter. The
Mercury Configuration Utility menu is displayed.

4 To exit the Mercury Configuration Utility, choose 3 in the Mercury
Configuration Utility menu.
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Configuring the Application Servers
Manually

This chapter explains the process for configuring the application server on
which your applications run and the J2EE Probe that is to monitor your
application.

This chapter includes the following sections:

About Configuring the Application Server
Configuring WebSphere Application Servers
Configuring WebLogic Application Servers
Configuring the Oracle9i Application Server
Configuring the JBoss Application Server
Configuring the SAP NetWeaver Application Server

Configuring a Generic Application Server

Y Y Y Y Y Y Y Y

Configuring the Probes for Multiple Application Server Instances

About Configuring the Application Server

Once you have executed the JRE instrumenter for the J2EE Probe, you must
modify the startup script for your application so that the Probe that is to
monitor the application will be started when the application is started.
There are two ways to configure the application servers:

» Using the automated tool, Mercury Configuration Utility. For more
information see “Configuring the Application Server and Probe Using the
Configuration Utility,” on page 147.
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» By manually updating the application server startup scripts. Instructions are

provided in this chapter for updating the certified application servers using
manual processes. The first set of instructions can be found in “Configuring
WebSphere Application Servers,” on page 163, and instructions for the other
certified application servers follow.

It is possible that your site administrator has site-specific methods for
making these configuration modifications. If this is the case, the generic
procedure described in “Configuring a Generic Application Server” on
page 194 should provide the information that the site administrator needs
to implement the required configuration changes.

Note: Please see the section appropriate for your particular application
servers. If there is no section for your specific application server, follow the
procedure in “Configuring a Generic Application Server” on page 194.

The process for configuring the J2EE Probe and your application servers
when there are multiple JVMs on a single machine is described in
“Configuring the Probes for Multiple Application Server Instances” on
page 196.

Note: In this chapter “<probe_install_dir>" is used to indicate the directory
where the J2EE Probe was installed.
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Configuring WebSphere Application Servers

Supported versions Operating systems
3.5,4.x,5.x AIX 4.3
Windows 2000/2003
Solaris 8

WebSphere servers are controlled using the WebSphere Advanced
Administrative Console. The Console has control over the JVM command
line and allows you to add classpath elements, define runtime variables (-D
variables), and configure the bootclasspath for WebSphere 3.5, 4.x and 5.x
versions. It allows you to add the Xbootclasspath property. You may also
add any additional arguments to the JVM command line that may be
needed.

Note that the appearance of the Console may differ for different versions of
WebSphere. The following instructions show different screens for each of
the certified WebSphere Application Server versions. Note that the changes
are implemented in slightly different ways in each version. The examples
shown in this section may not correspond exactly to your WebSphere
version, but the principle is the same, that is, the parameters must be
inserted in the appropriate fields.

Note: In order to apply your changes, you must click Apply in each tab in
the Administrative Console before moving to another tab.

WebSphere 4.0

To configure a WebSphere 4.0 application server:

1 Use your Web browser to access the Web page for the WebSphere
Administrative Console for the application server instance for which the
probe was installed:

<WebSphere_Install_Dir>\AppServer\bin\adminclient.sh(bat)
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2 Select the application server from the tree view under the Nodes parent. The

General tab for the selected application server is displayed to the right of the
tree view.

%Welﬁphere Advanced Administrative Console g@
Console View Tools Help

e 98wy X E| 9

[ webSphere sdministrative Domair Marme
3 vinual Hosts [ Installad EJB Modules
£ Server Groups £ Installed Web Modules
=03 Modes
=6 stiggs =
=0 Apslication Servers all| advanced | File| Transaction | Jum Setings | Serices | Gustom
' 0 hstalled EJB we | Application Serername:  ~|Pelstone
| @O Installed Web M .
| 3 Generic Sereers NM_E' ls1|g;|s
[# 3 Enterprize Applicafions Erndranment: Enviranrmant...
[£5) Resaurces I
Warking diractony: Mt nE pharziapp Semvenbin
Mode startup stats: |Lasgt state 1=
Maximum starup atiempta: |2 attempls
Wiodule visibility: [Mosule =l
. - HE Reset | Hep |
Type|  Time | Event Message Source | Opions...
G #2504 42, Consols Ready, |
Details..
Clear

164



Chapter 11 » Configuring the Application Servers Manually

Click the JVM Settings tab. The JVM Settings information is displayed as

shown in the following example:

P WebSphere Advanced Administrative Console

B=1% )

Console View Tools Help
& 98T XEHE R

= 'fﬁ WebSphere Administrative Domair Marng
B vidual Hosts O Installed EJB Modules
2 sener Groups 2 Installed YWeb Modules
=3 Modes
L= stiggs
=3 Application Servers ceneral | Advanced | Filz | Tranzaction JVM Seftings | Semvices | Custom |
L= n
! =3 Inslalled EJB Mo Initial java heap siza: WE (mi
i O installea e b | —
| O Generic Servers I ST
[+ {3 Enterprize Applications - Classpalhs
[+ Resources
Name | Add
Rt
—Syslern Proparties r
Mame Value | Add
niave B
[ Aavanead i semings. |
Genaraled Comrmand Line Arourments: _vJ
foply IBEE Hal
4l | | [ 2 |
Type | Tirme | Event Message Souree

@ B25/04 42 Console Ready.

o S25I04 a3 Command Peistore Modifystibutee” ranning ..
[ 825004 4.3 Cormmand "FatsloreModifpstiributa s cormpleted suc..

[_-I Options...
Details...
Clear

=

Note: If your JVM uses a JIT option, such as -hotspot or -classic, make sure
(in the Java Command Line arguments on the Console) that the
-Xbootclasspath option is entered following the JIT option.

4 Click Advanced JVM Settings to open the Advanced JVM Settings dialog

box.
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5 Enter the boot classpath property in the Boot classpath (prepend) field as
follows, where <probe_install_dir> is the path to the directory where the
probe was installed:

<probe_install_dir>\classes\boot

% Advanced JVM Settings E]@@

Cornmand ling arguments: |

[~ Enablz debug mods
Diebug siring: |

" Enablz IBM distibuted debugoer
Souree path; |

™ Run HProfs
HProf arguments: |

[” Disablz JIT
Werbose mode

[T Enable class verbose mode
[ Enable garbage collection verbose mode
[~ Enable JMIverhose mods

Boot classpath greplace);

Boof classpath (prapend]): hlnempmbﬂclassesmnui

Bioot clagspath (append): [

Ol | Cancel I Help |

6 Click OK to close the Advanced JVM Settings dialog box. The JVM Settings
tab is again displayed.
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7 In Generated Command Line Arguments area, verify that the
Xbootclasspath property was created properly.

The settings should be as in the following example:

@ ‘WebSphere Advanced Administrative Console

Console View Tools Help

& 98 Y XEF X

= B WiebSphere Adminisirative Damair

IMarne

-3 virlual Hosts
O Serer Groups
=3 Modes

3 Installed EJE Madulss
3 Installed Vel Modules

L= stiggs
[=- 2 Application Servers
e
| ~-{3 nstallad EJB MO
| O installed Web M
| L Generic Semvers
[+ 13 Enterprize Applications
+-£3 Resources

eneral | Advanced| File| Transaction JVM Seftings | Services | Custom |

=
Systermn Proparties-
Hame Value | A
Remane
Advanced JY¥M Settings...

Genarated Command Line Arguments:
[ ¥hootclazspathipimercprobeltlaszeshaoot

ol et | mep |

Kl [T

Type | Tirme | Event Message

Source

@ B25/04 42 Console Ready.
o S25I04 a3 Command Peistore Modifystibutee” ranning ..
[ B2504 43 Command "Patstore Modifysiributes” completad suc..

[_-I Options...
Details...
Clear

=

8 Click Apply to save your changes so that they will be in effect when you

restart the application server.

9 Restart the WebSphere application server from the Console menu. You do
not need to restart the host machine for your application server.
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10 To verify that the probe was configured correctly, check for entries in the
<probe_install_dir>\log\<probe_id>.log file. If there are no entries in the
file, this indicates that you did not run the JRE Instrumenter or did not enter
the Xbootclasspath correctly. For details on running the JRE Instrumenter,
see “Running the JRE Instrumenter” on page 141.

You can also refer to the Websphere stdout.log and stderr.log files for
troubleshooting any problems arising from this configuration.
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WebSphere 5.0
To configure a WebSphere 5.0 application server:

1 Use your Web browser to access the Web page for the WebSphere

Administrative Console for the application server instance for which the
probe was installed:

http://<App_Server_Host>:9090/admin

Replace <App_Server_Host> with the machine name for the application
server host.

The Websphere Application Server Administrative Console is displayed.

@W@I:Sphew Administrative Console - Micreseft Internet Explorer Ellﬁ,‘@
ke Edit ldew Fgvontss Tooks  Help '?
- - L 2. ™ i
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5]
Hofive | Save | Pieferences | Logouwt | Help | [H]E]
Uaer Bk phiy Application Servers
g a m
An appicabion server is & server wiich provides serdces requredic run erlerpnse epphcalions. 2
El Servers
Appheation Servers
B Apphoalions Tokat 1
B Fesouces @ Fiter
B Securky [ Freferences
B Environment Maw | Delets
B Siysbesn Sckmindsiration = =
B Trodsieshooting [ | ttame & i
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WebhSphere Status [ = Pravigus  Max] = August 25, 2004 45134 P FOT g
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Tolal Workepacs Filas 0 {0 Tetal Configuration Froblsms 0
B Preferences
& cone & Irternet
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2 In the left panel, select Servers and then select Application Servers.

3 From the list of application servers in the right panel, select the name of the

server that you want to configure to be monitored by the J2EE Probe. (In the
screen image above, the server name is server1.)

The Configuration tab for the selected application server is displayed.

@W@I:Sphew Administrative Console - Micreseft Internet Explorer 'Z"E'E
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4 Scroll down in the Configuration tab until the Process Definition property is
visible in the General Properties column.

Click Process Definition.

E‘h‘anphﬂIe Administrative Console - Microsoft Intermet Explorer EJLQJE
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5 Scroll down in the right panel until the Java Virtual Machine additional
propertty is visible.

Click Java Virtual Machine.
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6 The Configuration tab for the Java Virtual Machine is displayed.

In the Boot Classpath box, enter the path to the boot directory for the J2EE

Probe as follows, where <probe_install_dir> is the path to the location where
the Probe was installed:

<probe_install_dir>\classes\boot
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7 Scroll to the bottom of the Configuration tab until the command buttons
are visible, as shown in the following screen.

Click Apply to save your changes to your local configuration.
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8 When your changes have been applied, the following window is displayed.

Click the Save menu option to save the changes to the master
configuration.

@ ‘WebSphers Administrative Console - Microsoft Internet Explorer
Gl Edt  Yiew Teck  Help

Favontss

A

Que - O [%] B @ Psewsd oot @t @ (2- 53 LB BE

Address aI'\ttn:f.lstuus.uﬂfofmﬂ.mm:'?:l'gl.l'ad'nr\.lslewne.ﬂoq:n.du

B Siysbesn Sckmindsiration
B Trousleshooting

< S
i

e e, : G

e
Horive | Sawe | Pisférences | Logewl | Help | Bl
User W fuiy =]
et ¢ [rr—
g e Changs v e et b0 yous I ConTigElion, K S 10 anply Chardges 10 Th MEter Coniauration
B Serverz [ The server mary need 1o be resiaried for these changes lotake stfect.

Appheation Servers
B Apphestions Application Servers >
B Resturces Java Virtual Machine
B Secuky -
ced wirbunl in i

B Envionmert Ackronzed Jon virunl mackine seftings

Configuration

General Properiies

Clagspath |:|

[ specities the standard cinss: path in
wehich ther Jave virlusl meching looks for
claszes,

[£]
=

Bt Clngspalh [ — [T speciies bodkstran ciossos ond
FREQIFCEE Mr 5 SV, Thie option i only

avaiiables for Joiis thet support

WebSphere Statws [1]

<Previous  Mexd s Augusd 25, 2004 45535 PR FOT &)
WebSphere Auntime Messages Clear All
Tl —r O Lo Oistsl |4 Goew Oielsl @ EDS e, 05 it
B Preferences

] Do & Irternet

175



176

Part Il « Installation and Configuration of Diagnostics Probe for J2EE

9 The following window is displayed. Click Save in the Save to Master

Configuration frame.
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10 Restart the WebSphere application server. You do not need to restart the

host machine for your application server.

11 To verify that the Probe was configured correctly, check for entries in the

<probe_install_dir>\log\<probe_id>.log file. If there are no entries in the
tile, this indicates that you did not run the JRE Instrumenter or did not enter
the Xbootclasspath correctly. For details on running the JRE Instrumenter,
see “Running the JRE Instrumenter” on page 141.
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Configuring WebLogic Application Servers

Supported versions Operating systems
6.1,7.0, 8.1 Windows 2000 SP6
Solaris 8

WebLogic application servers are configured by adding the Xbootclasspath
property to the script that is used to start the application server. WebLogic is
started by running shell scripts in a UNIX environment, or command scripts
in a Windows environment. Because the startup scripts that WebLogic
provides are frequently customized by a site administrator, it is not possible
to provide detailed configuration instructions that apply to all situations.
Instead, the following sections provide instructions for each of the certified
versions of the WebLogic application server for a generic implementation.
Your site administrator should be able to use these instructions to show you
how to make these changes in your customized environment.

Note: Make sure you understand the structure of the startup scripts, how the
property values are set, and how to use environment variables before you
make any configuration changes for the Probe. Always create a backup copy
of any file that you are going to update prior to making the changes.

WeblLogic 6.1

To configure a WebLogic 6.1 application server:

1 Locate the startup script used to start WebLogic for your domain. This file is
typically located in a path similar to this example:

D:\bea\wlserver6.1\config\<Your_Dom_Name>\start<Your_Dom_Name>.cmd

Replace <Your_Dom_Name> by the name of the script that starts your
application.

177



Part 11l  Installation and Configuration of Diagnostics Probe for J2EE
2 For example, if your domain name is petstore, the path looks like this:

D:\bea\wlserver6.1\config\petstore\startPetStore.cmd

3 Create a back-up copy of the startup script prior to making any changes to
the script.

4 Use your editor to open the startup script.

5 Add the Xbootclasspath parameter to the Java command line that starts the
application server. The parameter must be placed at the beginning of the
Java parameters following any JIT options such as -hotspot or -classic.

Following is an example of the Xbootclasspath parameter where
<probe_install_dir> is to be replaced with the path to the directory where
the Probe was installed:

-Xbootclasspath/p:<probe_install_dir>/classes/boot

Following is an example of a WebLogic startup script before adding the
Xbootclasspath parameter:

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m -classpath "%CLASSPATH%"
-Dweblogic.Domain=petstore -Dweblogic.Name=petstoreServer
-Dbea.home="C:\\bea" -Dweblogic.management.password=%WLS_PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE %
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\wlserver6.1/lib/weblogic.policy" weblogic.Server

Note: The startup script examples are shown with line breaks. The actual
scripts do not have line breaks and the text of the commands will wrap on
your screen as necessary.
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Following is an example of a WebLogic startup script after adding the
Xbootclasspath parameter:

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m -Xbootclasspath/p:"C:\Program Files\Mercury
Interactive\common\JavaProbe\classes\boot" -classpath "%CLASSPATH%"
-Dweblogic.Domain=petstore -Dweblogic.Name=petstoreServer

-Dbea.home="C:\\bea" -Dweblogic.management.password=%WLS PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE%
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\wlserver6.1/lib/weblogic.policy" weblogic.Server

6
7

8

Save the changes to the startup script.

Restart the WebLogic application server (not the computer; just the
application server).

To verify that the Probe was configured correctly, check for entries in the
<probe_install_dir>/log/<probe_id>.log file. If there are no entries in the
file, this indicates that you did not run the JRE Instrumenter or did not enter
the Xbootclasspath correctly. For details on running the JRE Instrumenter,
see “Running the JRE Instrumenter” on page 141.

WebLogic 7.0

Note: For WebLogic 7.0 sp06 you must also configure JRockit as described in
the section on configuring a WebLogic 8.1 application sever for the JRocket
JVM, on page 183.

To configure a WebLogic 7.0 application server:

Locate the startup script used to start WebLogic for your domain. This file is
typically located in a path similar to this example:

D:\bea\weblogic700\server\config\<Your_Dom_Name>\start<Your_Dom_Name>.cmd

Replace <Your_Dom_Name> by the name of the script that starts your
application.
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For example, if your domain name is petstore, the path looks like this:

D:\bea\ weblogic700\server\config\petstore\startPetStore.cmd

2 Create a back-up copy of the startup script prior to making any changes to
the script.

3 Use your editor to open the startup script.

4 To change the script, add the following immediately before the call to
startWLS.cmd (at the end of the file):

Note: The startup script examples are shown with line breaks. The actual
scripts do not have line breaks and the text of the commands will wrap on
your screen as necessary.

Windows:

set JAVA_OPTIONS=-Xbootclasspath/p:"C:\Program Files\Mercury Interactive\
common\JavaProbe\classes\boot" %JAVA_OPTIONS%

@rem Call WebLogic Server

call "C:\bea7\weblogic700\server\bin\startWLS.cmd"

UNIX:

export JAVA_OPTIONS=-Xbootclasspath/p:"/opt/Diagnostics/common/
JavaProbe/classes/boot $JAVA OPTIONS

# Call WebLogic Server

call /bea/weblogic700/server/bin/startWLS.sh"

5 Save the changes to the startup script.

6 Restart the WebLogic application server. You do not need to restart the host
machine for your application server.

7 To verify that the Probe was configured correctly, check for entries in the
<probe_install_dir>/log/<probe_id>.log file. If there are no entries in the
file, this indicates that you did not run the JRE Instrumenter or did not enter
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the Xbootclasspath correctly. For details on running the JRE Instrumenter,
see “Running the JRE Instrumenter” on page 141.

WeblLogic 8.1
To configure a WebLogic 8.1 application server for the Sun JVM:

Locate the startup script used to start WebLogic for your domain. This file is
typically located in a path similar to this example:

D:\bea\weblogic81\config\<Your_Dom_Name>\start<Your_Dom_Name>.cmd

Replace <Your_Dom_Name> is replaced by the name of the script that starts
your application.

For example, if your domain name is petstore, the path looks like this:

D:\bea\weblogic81\config\petstore\startPetStore.cmd

Create a back-up copy of the startup script prior to making any changes to
the script.

4 Use your editor to open the startup script.

5 Add the Xbootclasspath parameter to the Java command line that starts the

application server. The parameter must be placed at the beginning of the
Java parameters following any JIT options such as -hotspot or -classic.

Following is an example of the Xbootclasspath parameter where
<probe_install_dir> is to be replaced with the path to the directory where
the probe was installed:

-Xbootclasspath/p:<probe_install_dir>\classes\boot
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Following is an example of a WebLogic startup script before adding the
Xbootclasspath parameter:

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m -classpath "%CLASSPATH%"
-Dweblogic.Domain=petstore -Dweblogic.Name=petstoreServer -Dbea.home="C:\\bea"
-Dweblogic.management.password=%WLS_PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE%
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\weblogic81/lib/weblogic.policy" weblogic.Server

Note: The startup script examples are shown with line breaks. The actual
scripts do not have line breaks and the text of the commands will wrap on
your screen as necessary.

Following is an example of a WebLogic startup script after adding the
Xbootclasspath parameter:

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m -Xbootclasspath/p:"C:\Program Files\Mercury
Interactive\common\JavaProbe\classes\boot" -classpath "%CLASSPATH%"
-Dweblogic.Domain=petstore -Dweblogic.Name=petstoreServer -Dbea.home="C:\\bea"
-Dweblogic.management.password=%WLS_PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE%
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\weblogic81/lib/weblogic.policy" weblogic.Server

6 Save the changes to the startup script.

7 Restart the WebLogic application server. You do not need to restart the
application server host machine.

8 To verify that the Probe was configured correctly, check for entries in the
<probe_install_dir>\log\<probe_id>.log file. If there are no entries in the
file, this indicates that you did not run the JRE Instrumenter, or did not
enter the Xbootclasspath correctly. For details on running the JRE
Instrumenter, see “Running the JRE Instrumenter” on page 141.
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To configure a WebLogic 8.1 application server for the JRockit JVM:

1 Locate the command file that the user uses to invoke the WebLogic
application server (for example, startWLS.cmd). This file is typically located
in a path similar to the following example:

C:\bea\weblogic81\server\bin\ startWLS.cmd

2 Create a back-up copy of the command file prior to making any changes to
the script. You may want to give the new copy a name such as
startWLSWithJRockit.cmd and use this as the new version of the command
file that will be manipulated in the following steps.

3 Use your editor to open the startup script.
4 Set the JAVA executable invoked by WebLogic to JRockit.

» Locate the line in the command file where the value of the
JAVA_VENDOR parameter is set.

» Change the value of the JAVA_VENDOR variable to point to the JRockit
folder as follows:

set JAVA_VENDOR=<BEA_HOME_DIR>\jrockit
For example:

set JAVA_VENDOR=BEA

5 Modify the Java command line that starts the application server.

> Locate the line in the command file which begins as follows:
%JAVA_HOME%!\bin\java %JAVA_VM% %JAVA_OPTIONS% .....

» Indicate the JRockit management URL by specifying the
Xmanagement:class parameter immediately following the
%JAVA_OPTIONS% variable.
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The following is an example of the Xmanagement:class parameter:
-Xmanagement:class=com.mercury.opal.capture.proxy.JRockitManagement

Allow the Probe to hook into the application server process by adding the
Xbootclasspath parameter immediately following the
%JAVA_OPTIONS% variable.

Following is an example of the Xbootclasspath parameter where
<probe_install_dir> is to be replaced with the path to the directory where
the probe was installed:

-Xbootclasspath/p:<probe_install_dir>\classes\boot

The following is an example of a WebLogic startup script before adding
the Xmanagement:class and Xbootclasspath parameters:

"%JAVA_HOME%)\bin\java" %JAVA_VM% %MEM_ARGS% %JAVA_OPTIONS%
-Dweblogic.Name=%SERVER_NAME%
-Dweblogic.management.username=%WLS_USER%
-Dweblogic.management.password=%WLS_PW%
-Dweblogic.management.server=%ADMIN_URL%
-Dweblogic.ProductionModeEnabled=%PRODUCTION_MODE%
-Djava.security.policy="%WL_HOME%\server\lib\weblogic.policy" weblogic.Server

Note: The startup script examples are shown with line breaks. The actual
scripts do not have line breaks and the text of the commands will wrap
On your screen as necessary.
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The following is an example of a WebLogic startup script after adding the
Xbootclasspath parameter:

"%JAVA_HOME%\bin\java" %JAVA_VM% %MEM_ARGS% %JAVA_OPTIONS%
-Xmanagement:class=com.mercury.opal.capture.proxy.JRockitManagement
-Xbootclasspath/p:"C:\Program Files\Mercury Interactive\common\JavaProbe\classes\boot"
-Dweblogic.Name=%SERVER_NAME%
-Dweblogic.management.username=%WLS_USER%
-Dweblogic.management.password=%WLS_PW%
-Dweblogic.management.server=%ADMIN_URL%
-Dweblogic.ProductionModeEnabled=%PRODUCTION_MODE%
-Djava.security.policy="%WL_HOME%\server\lib\weblogic.policy" weblogic.Server

6 Save the changes to the command file.

7 Restart the WebLogic application server (not the computer; just the
application server).

8 To verify that the Probe was configured correctly, check for entries in the
<probe_install_dir>\log\<probe_id>.log file. If there are no entries in the
file, this indicates that you did not run the JRE Instrumenter or did not enter
the Xbootclasspath correctly. For details on running the JRE Instrumenter,
see “Running the JRE Instrumenter” on page 141.

Configuring the Oracle9i Application Server

Supported version Operating systems

9.0.3 Solaris 8

Oracle9i application servers are configured by adding the Xbootclasspath
property to the xml file used to start the application server. Because the files
that Oracle9i provides are frequently customized by the site administrator, it
is not possible to provide detailed configuration instructions that will apply
exactly for each situation. Instead, the following sections provide
instructions configuring an Oracle9i application server for a generic
implementation. Your site administrator should be able to use these
instructions to guide you through making these changes in your customized
environment.
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Note: Make sure that you understand the structure of the startup scripts,
how the property values are set, and the use of environment variables before
you make any configuration changes for the Probe. Always create a backup
copy of any file that you are going to update, prior to making the changes.

To configure an Oracle9i application server:

1 Locate the XML file that is used to control the configuration of the
application server when the server is started. This file is typically located at
<Oracle 9iAS_Install_Dir>/opmn/conf/opmn.xml.

2 Create a back-up copy of the opmn.xml file prior to making any changes.
3 Open the opmn.xml file to be edited using your editor.

4 Add the Xbootclasspath property. The property must added to the
"java-option value."
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The following is an example of the Xbootclasspath parameter where
<probe_install_dir> is to be replaced with the path to the directory where
the probe was installed:

-Xbootclasspath/p:<probe_install_dir>\classes\boot

Following is an example of an Oracle 9iAS startup script before adding the
Xbootclasspath parameter:

aiEg-mstance smins="http:/ fwena oracle.com/fias-instance®s
- <ot Lal e

ort Iocal="6100" remote="0200" request="60ONG" /=

apt foracle foradias fopmn/legs fons log" level="a" /=

agers:
HTTP Server” m,
~mode mode="ssI"

* fopt forach: foraias fj2en /home fconfig/ server.acaml />
ue="-properties’ /s
<poet aip="3000-3100° mi="3101-3200" jms="3201-3300" /=
- carvirpnmants
<prop name="L0_LIBRARY_PATH' value="/optforacleforadias /lib" />

: retancetame="0041_Demos” gid="0C41_Demas'>
cconfig-file path="/opt foracle forafias fj2ee/0C4]_Demos fconlig /server sml” />
java-option value="-Xmux512M* />
znc4j-option values"-usarThraads -propertiss” /=
cpert ap="3001-3100" rmi="3101-2200" jm:="3201-3300" /=

- EITORTENES

=prop name="0aLIB_PATH_ENYSo" valus="00LIB_PATH_WALUE%:" /=
=/amronmant>

art path="fopt/oracle/ ora%ias/dom/bin/demet] daemon -logdir fopt/oracle/oragias/dom flogs/ daemon_logs” /=
th="4opt foracle foradias dom fbinfdemct ] shutdovwndaemon® /=
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Following is an example of an Oracle 9iAS startup script after adding the
Xbootclasspath parameter:

- @iFgemstance wmins="Rttp:/ fvew oracle. com fias-instance*s
- <notification-: >
sport ocal="6100" ramote="6 200" raquest="600E" /=

Hbootclasspath /p:C:\Program
Files\MarcuryInteractive’,commeoniJavaProbeclassesiboot” />

Friies roperties
Aip="3000-3100° rri="3101-3200" jrms="3201-3300°
onmant /=

o
- ancdf instanceName="0C4I_Demos’ gid="0C4I_Demos" s
<config-file path="/opt /oracleforatias/j2ee/0C41_Demosfconfig/server.xml® />
option walue="-userThreads -properies” /-
2| a)p="3001-3100° ri="3101-3200" jms="3201-3300" /=
- anvironmeants
cprop name="0uLIB_PATH_EMYOR" valun="0%LIB_PATH_VALUE®S" /=
S OFIEn L

e dem-dasmon’ numProcss" 1" nocdiildeard < “true’ s

path="fopt faracie/ oradiasfdem fbin/demet] daemaon -logdie fopt foracleforafias/dem fogs fdaemon_logs” />
<stop path="/optforacle/oradias /dem/binddemetl shutdowndaemon® /=

foustoms

th="Sopt foracle/ oradias fopmn/logs fipm log” level="3" /»

5 Save the changes to the XML file.

6 Restart the Oracle application server. You do not need to restart the host
machine for the application server.

7 To verify that the Probe was configured correctly, check for entries in the
<probe_install_dir>\log\<probe_id>.log file. If there are no entries in the
file, this indicates that you did not run the JRE Instrumenter or did not enter
the Xbootclasspath correctly. For details on running the JRE Instrumenter,
see “Running the JRE Instrumenter” on page 141.
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Configuring the JBoss Application Server

Supported versions Operating systems
3.0.4 Windows 2000 Server
3.2.1 Linux Debian

This section explains how to configure the JBoss 3.2.1 application server.

You configure JBoss application servers by adding the Xbootclasspath
property to the script that is used to start the application server. JBoss is
started by running shell scripts in a UNIX environment, or command scripts
in a Windows environment. Because the startup scripts that JBoss provides
are frequently customized by the site administrator, it is not possible to
provide detailed configuration instructions that will apply exactly for each
situation. Instead, the following sections provide instructions for each of the
certified versions of the JBoss application server for a generic
implementation. Your site administrator should be able to use these
instructions to guide you to make these changes in your customized
environment.

Note: Make sure that you understand the structure of the startup scripts,
how the property values are set, and the use of environment variables before
you make any configuration changes for the Probe. Always create a backup
copy of any file that you are going to update prior to making the changes.
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To configure a JBoss application server:

1 Locate the startup script that is used to start JBoss for your application. This
file is typically located in path similar to the following example:

D:\JBoss\bin\run.bat

Note: For UNIX the file extension is “.sh”.

2 Create a back-up copy of the startup script prior to making any changes to
the script.

3 Open the startup script to be edited using your editor.

4 Add the Xbootclasspath parameter to the Java command line that starts the
application server. The parameter must be placed at the beginning of the
Java parameters following any JIT options such as -hotspot or -classic.
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The following is an example of the Xbootclasspath parameter where
<probe_install_dir> is to be replaced with the path to the directory where
the probe was installed:

-Xbootclasspath/p:<probe_install_dir>\classes\boot

The following is an example of a JBoss startup script before adding the
Xbootclasspath parameter:

"%JAVA%" %JAVA_OPTS% -classpath "% CLASSPATH%" org.jboss.Main %ARGS%

The following is an example of a JBoss startup script after adding the
Xbootclasspath parameter:

"%JAVA%" -Xbootclasspath/p:"C:\Program Files\Mercury Interactive\common\
JavaProbe\classes\boot"" %JAVA_OPTS% -classpath "%CLASSPATH%" org.jpboss.Main %ARGS

Note: The startup script examples are shown with line breaks. The actual
scripts do not have line breaks and the text of the commands will wrap on
your screen as necessary.

5 Save the changes to the startup script.

6 Restart the JBoss application server with the Probe by running the modified
script. You do not need to restart the application server host machine.

7 To verify that the Probe was configured correctly, check for entries in the
<probe_install_dir>/log/<probe_id>.log file. If there are no entries in the
file, this indicates that you did not run the JRE Instrumenter or did not enter
the Xbootclasspath correctly. For details on running the JRE Instrumenter,
see “Running the JRE Instrumenter” on page 141.
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Configuring the SAP NetWeaver Application Server

192

Supported versions Operating systems
3.0.4 Windows 2000 Server
3.2.1 Linux Debian

The following instructions describe how to configure the SAP NetWeaver
application server so that your applications can be monitored by the J2EE
Probe.

Configuring the NetWeaver application server means instrumenting the
JVM and adding the Xbootclasspath property to the script that is used to
start the application server. The following sections provide instructions for a
generic NetWeaver implementation. Your site administrator should be able
to use these instructions to guide you in making the changes that are
appropriate to your specific environment.

Note: Make sure that you understand the structure of the startup scripts,
how the property values are set, and the use of environment variables before
you make any changes to the configuration of your application server for
the J2EE Probe. You should always create a backup of files before making any
changes.

To configure a SAP NetWeaver application server:

Run JRE Instrumenter as described in Chapter 9, “Running the JRE
Instrumenter.”

Add the JVM that runs the NetWeaver application server. (See instructions
for adding a JVM to the Available JVM List in “Running the JRE
Instrumenter” on page 142.)

Instrument the JVM. (For instructions see “Running the JRE Instrumenter”
on page 142.) The JRE Instrumenter provides the Xbootclass parameter. This
parameter must be added to the NetWeaver Configtool’s JMV parameters
window as described in the next step.
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4 Run the NetWeaver application server configuration tool. The configuration
tool is called configtool.bat and it is located in the
usr\sap\j2e\jc00\j2ee\ configtool directory.

5 Add the -Xbootclass parameter into the Java parameters text window. This
window is in the General tab when you select your server instance. For
example, cluster-data | instance_ID70323 | server_ID7032350.

6 Save your changes and exit the configuration tool.
7 Restart the NetWeaver application server.

8 To verify that the Probe was configured correctly, check for entries in the
<probe_install_dir>/log/<probe_id>.log file. If there are no entries in the
file, this indicates that you did not run the JRE Instrumenter or did not enter
the Xbootclasspath correctly. For details on running the JRE Instrumenter,
see “Running the JRE Instrumenter” on page 141.

Note: If you detect capturing problems, assign the following values to these
properties in the etc/capture.properties file:

minimum.buffer.size = 250000
initial.private.buffer.count = 50
maximum.private.buffer.count = 200
gentle.reserve.buffer.count = 50

hard.reserve.buffer.count = 50
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Configuring a Generic Application Server
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Note: You should only use the instructions for the generic application server
when you do not find configuration instructions for your specific
application server in this document.

Your site administrator may configure the application server using an
alternative, site-specific method. If this is the case, the generic procedure
may be sufficient for the administrator to understand what changes must be
made.

Important: Before making any changes, back up all startup scripts.

To update the application server configuration:

Locate the application server startup script or the file where the JVM
parameters are set.

Create a back-up copy of the application server startup script before you
make any changes to the script.

3 Use an editor or the application server console to open the startup script.

4 Add the Xbootclasspath parameter to the Java command line that starts the

application server, using the following syntax, where <probe_install_dir> is
the path to the directory where the Probe was installed:

-Xbootclasspath/p:<probe_install_dir>\classes/boot

This connects the Probe to the application. The parameter must be placed at
the beginning of the Java parameters, following any JIT options such as
-hotspot or -classic.
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Following is an example of a WebLogic Java command line in a startup
script before adding the Xbootclasspath parameter:

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m -classpath "%CLASSPATH%"
-Dweblogic.Domain=petstore -Dweblogic.Name=petstoreServer -Dbea.home="C:\\bea"
-Dweblogic.management.password=%WLS_PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE%
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\wlserver6.1/lib/weblogic.policy" weblogic.Server

Note: The startup script examples are shown with line breaks. The actual
scripts do not have line breaks and the text of the commands will wrap on
your screen as necessary.

The following is an example of a WebLogic Java command line in a startup
script after adding the Xbootclasspath parameter:

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m -Xbootclasspath/p:"C:\Program Files\Mercury
Interactive\common\JavaProbe\classes\boot" -classpath "%CLASSPATH%"
-Dweblogic.Domain=petstore -Dweblogic.Name=petstoreServer

-Dbea.home="C:\\bea" -Dweblogic.management.password=%WLS_PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE%
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\wlserver6.1/lib/weblogic.policy" weblogic.Server

5 Save the changes to the startup script.

6 Restart the application server under test. You do not need to restart the
application server host machine.

7 To verify that the Probe was configured correctly, check for entries in the
<probe_install_dir>/log/<probe_id>.log file. If there are no entries in the
file, this indicates that you did not run the JRE Instrumenter or did not enter
the Xbootclasspath correctly. For details on running the JRE Instrumenter,
see “Running the JRE Instrumenter” on page 141.
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Note: Alternatively, you can configure the JVM process definitions of the
application server by going into the Administrative Console. However, this
does not apply to WebLogic servers.

Configuring the Probes for Multiple Application Server

Instances

196

When your application server is using multiple JVMs or when you want to
capture data for multiple JVMs, you must perform additional Probe
configuration steps. There are a couple of options; you may install one
Probe for each JVM on a host machine or you may install one Probe that
will be shared by all of the JVMs.

Configuring Multiple JVMs to Use a Single Probe Installation

To allow multiple JVMs to share a single Probe installation, you must
configure a separate instance of the Probe for each JVM. This configuration
enables the following:

» Establishing communication between the JVM and the Probe
» Identification of the Probe by the JVM

» Instrumenting the JVM to instruct the Probe about the performance metrics

it is to monitor

To configure a J2EE Probe to work with multiple JVMs:

When a Probe is being used to monitor multiple JVMs, the JRE Instrumenter
must be run once for each JVM to enable the Probe to monitor the events of
the applications that are running on the JVM.

If you have not already run the JRE Instrumenter for each of the JVMs that
the Probe will be working with, do so now. See “Running the JRE
Instrumenter” on page 141 for the instructions.
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Note: You must run the JRE Instrumenter even if you let the installer
instrument the JRE when the Probe was installed. The JRE Instrumenter
prepares the applications for the multi-JlVM support.

Note: If you are using multiple JVM versions and have run the JRE
Instrumenter multiple times, be sure to include two paths in the -
Xbootclasspath parameter exactly as indicated in the output from the
Instrumenter. The first path is for the specific JVM and the second path for
the default "boot" directory. See the following example:

-Xbootclasspath/p:/path/to/javaprobe/classes/IBM/1.3.1:/path/to/javaprobe/
classes/boot

Specify the range of ports from which the Probe can automatically select.
The J2EE Probe communicates using the mini web server. A separate port is
assigned for Probe communications for each JVM that a Probe is
monitoring. By default, the port number range is set to 35000 - 35100. You
must increase the port number range when the Probe is working with more
than 50 JVMs. The range must be large enough so that there is are two
available ports for each of the Probes.

Note: If a firewall separates your Probe and Mediator from the other
Diagnostics components, you must configure the firewall to allow
communications using the ports in the range that you specify. See
“Configuring Diagnostics Components to Work with a Firewall” on
page 399 for more information.

If you have configured the firewall to allow Probe communications on a
range of ports that is different than the default, make sure to update the port
range values discussed in the following bullets accordingly.
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» Locate the dispatcher.properties file in the folder
<probe_install_dir>/javaprobe/etc.

> Set the following properties to adjust the range of ports that are available
for Probe communications.

The minimum port in the port number range is set using the following
property:
webserver.port=35000

The maximum port in the port number range is set using the following
property:
webserver.maxPort=35100

3 Assign a custom Probe Identifier to the Probe for each JVM, using the Java
command line.

-Dprobe.id=<Unique_Probe_Name>

The Probe names defined on the Java command line override the probe
names that are defined in the probe.properties file using the Probe’s “id”

property.

The following is an example of a WebLogic startup script before adding the
probe.id parameter:

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m -classpath "%CLASSPATH%"
-Dweblogic.Domain=petstore -Dweblogic.Name=petstoreServer -Dbea.home="C:\\bea"
-Dweblogic.management.password=%WLS_PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE%
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\wlserver6.1/lib/weblogic.policy" weblogic.Server
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The following is an example of a WebLogic startup script after adding the
probe.id parameter (note that the startup script must be entered on one
line, without any breaks):

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m"-Xbootclasspath/p:C:\Program Files\Mercury
Interactive\Diagnostics for J2EE\Probe\classes\Sun\1.4.1_03;C:\Program Files\

Mercury Interactive\Diagnostics for J2EE\Probe\classes\boot" -classpath "%CLASSPATHY%"
-Dprobe.id=<Unique_Probe_Name> -Dweblogic.Domain=petstore
-Dweblogic.Name=petstoreServer

-Dbea.home="C:\\bea" -Dweblogic.management.password=%WLS PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE %
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\wlserver6.1/lib/weblogic.policy" weblogic.Server

4 Specify the points file that LoadRunner / Performance Center will use. You
may want to specify that an alternate custom points file be used when you
need to use more than one custom instrumentation plan or where you have
several JVMs on the same machine using a single probe instance, and one or
more of the JVMs needs some custom hooks to support custom
instrumentation.

-Dprobe.points.file.name="<Custom_AutoDetect Points_File>"

Configuring Separate Probe Installations For Each JVM

When there are multiple JVMs on a single host, you may install a separate
Probe for each JVM instance. To use a separate Probe for each JVM, you must
install the Probe multiple times, and define an instance of each Probe by
setting the Probe’s “id” property in the probe.properties file in each Probe
installation directory.

To define an instance of each installed Probe:

1 If you have not already manually run the JRE Instrumenter for the JVMs
that the Probe will be working with do so now. To run the JRE Instrumenter,
see “Running the JRE Instrumenter” on page 141.
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2 Locate the probe.properties file in the <probe_install_dir>/javaprobe/etc
directory.

For example:

C:\Program Files\Mercury Interactive\common\JavaProbe\etc\probe.properties

3 Set the "id” property to a name that will be unique on the server and on the
Diagnostics Server as follows:

id=<uniqueProbeName>

When the Probe instance is started, a log file will be created in the
<probe_install_dir>/javaprobe/log directory where the log messages for the
Probe will be stored.

Note: This configuration enables you to perform the diagnostics; but you

will have to spend some time configuring each Probe installation. Using a
single Probe for multiple JVMs can provide you with the same diagnostics
detail, while allowing you to spend less time configuring the components.

Configuring Multiple JVMs to Use a Single Probe for Deep
Diagnostics

When a Probe is being used by multiple JVMs, each instance of the
application server must identify with an application definition in Deep
Diagnostics. This is accomplished by defining the application definition
using the Deep Diagnostics Console. The application definition associates
the port number that the Probe will use to communicate with Deep
Diagnostics and the host name of the computer on which the Probe is
installed.

Note: This setup is the same if the application server instances are sharing a
common JRE (for example, when multiple WebLogic JVM instances are
using a shared file system).
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To configure Deep Diagnostics and the JVM:

1 Create a new application definition, or access an existing application
definition from the Deep Diagnostics console.

» Access the Application Definition window by selecting an application
definition from the tree view on the Globals tab.

» Enter the name for the Application Definition in the Name field.

2 Explicitly specify the port that the Probe is to use for communicating with
the Deep Diagnostics server.

To specify the port, enter the number of the port that the Probe will use to
communicate with Deep Diagnostics in the Port field of the Configuration
section of the Application Definition window as shown below. Deep
Diagnostics updates the port property in the points file.

([(Toern tagrastics for 280: MIC 0 =k
Fle ot Obeect Bun beolyss Took 'Windwe Meb

sl Coicasr e Py
Eratrumentatan Man: | Alocatn Ve | Pt

L1 Pk Curenddy Lising
Srenrumentstanlan: | Unable teJonlact Probe Pt
Rgrler:atun Dt aits

Serce Path!
Lirvicke Drectery Path Add

3 Instrument each JVM that is being monitored by the Probe.
» For each JVM version that is being monitored by the Probe:

e Run the JRE Instrumenter. For details on running the JRE
Instrumenter, see “Running the JRE Instrumenter” on page 141.
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¢ Copy the <probe_install_dir> classes/boot directory and rename the
directory to a name that indicates the JVM version that you ran the
JRE Instrumenter for.

o For example, if you just ran the JRE Instrumenter for the WebLogic
JVM you may want to rename the boot directory to:

<probe_install_dir>\classes\bootwls

» Add the Xbootclasspath parameter to the Java command line that starts
the application server. Make sure that the Xbootclasspath parameter
points to the <probe_install_dir> classes/boot version that you created
for the application server type that is appropriate for the startup script
that you are modifying.

The parameter must be placed at the beginning of the Java parameters
following any JIT options such as -hotspot or -classic.

The following is an example of the Xbootclasspath parameter where
<probe_install_dir> is to be replaced with the path to the directory where
the Probe was installed. Note that the boot directory is the copy of the
directory that was created for the JVM.

-Xbootclasspath/p:”"C:\Program Files\Mercury Interactive\Diagnostics for
J2EE\Probe\classes\Sun\1.4.1_03;C:\Program Files\Mercury Interactive\Diagnostics for
J2EE\Probe\classes\boot"

Note: The startup script examples are shown with line breaks. The actual
scripts do not have line breaks and the text of the commands will wrap
on your screen as necessary.
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The following is an example of a WebLogic startup script before adding
the Xbootclasspath parameter:

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m -classpath "%CLASSPATH%"
-Dweblogic.Domain=petstore -Dweblogic.Name=petstoreServer -Dbea.home="C:\\bea"
-Dweblogic.management.password=%WLS_PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE%
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\wlserver6.1/lib/weblogic.policy" weblogic.Server

The following is an example of a WebLogic startup script after adding the
Xbootclasspath parameter (note that the startup script must be entered
on one line, without any breaks):

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m -Xbootclasspath/p:"C:\Program Files\Mercury
Interactive\Diagnostics for J2EE\Probe\classes\Sun\1.4.1_03;C:\Program Files\

Mercury Interactive\Diagnostics for J2EE\Probe\classes\boot" -classpath "% CLASSPATH%"
-Dweblogic.Domain=petstore -Dweblogic.Name=petstoreServer -Dbea.home="C:\\bea"
-Dweblogic.management.password=%WLS_PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE %
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\wlserver6.1/lib/weblogic.policy" weblogic.Server"

4 Point each of the application server instances to the Probe directory, and
assign a unique Probe Identifier that will be used by the application server to
reference the Probe. To define the unique Probe Identifier for each
application server, add the following system property to the startup script
for each instance, and to the JavaProbe/etc/probe.properties file:

-Dprobe.id="<Unique_DD_Probe_Name>"

Following is an example of a WebLogic startup script before adding the
probe.id parameter:
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Note: The startup script examples are shown with line breaks. The actual
scripts do not have line breaks and the text of the commands will wrap on
your screen as necessary.

"%JAVA_HOME%!\bin\java" -hotspot -ms64m -mx64m -Xbootclasspath/p:"C:\Program Files\
Mercury Interactive\Diagnostics for J2EE\Probe\classes\Sun\1.4.1_03;C:\Program Files\Mer-
cury Interactive\Diagnostics for J2EE\Probe\classes\boot"

-classpath "%CLASSPATH%" -Dweblogic.Domain=petstore -Dweblogic.Name=petstoreServer
-Dbea.home="C:\\bea" -Dweblogic.management.password=%WLS PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE%
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\wlserver6.1/lib/weblogic.policy" weblogic.Server

Following is an example of a WebLogic startup script after adding the
probe.id parameter:

"%JAVA_HOME%\bin\java" -hotspot -ms64m -mx64m "-Xbootclasspath/p:C:\Program Files\Mercury
Interactive\Diagnostics for J2EE\Probe\classes\Sun\1.4.1_03;C:\Program Files\

Mercury Interactive\Diagnostics for J2EE\Probe\classes\boot"-classpath "%CLASSPATH%"
-Dprobe.id=<Unique_DD_Probe_Name> -Dweblogic.Domain=petstore
-Dweblogic.Name=petstoreServer -Dbea.home="C:\\bea"
-Dweblogic.management.password=%WLS_PW%
-Dweblogic.ProductionModeEnabled=%STARTMODE%
-Dcloudscape.system.home=./samples/eval/cloudscape/data
-Djava.security.policy=="C:\bea\wlserver6.1/lib/weblogic.policy" weblogic.Server

The system creates a separate log file for each probe name, so the log
messages generated by the Probe for a particular application server appear in
its own log file.
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Setting Up Diagnostics for J2EE & .NET
on LoadRunner 8.1

This chapter describes how to configure LoadRunner 8.1 so that Mercury
Diagnostics for J2EE & .NET can be enabled for use in a load test.

This chapter includes the following sections:
» About Setting Up Diagnostics for J2EE & .NET

» Setting Up Diagnostics for J2EE & .NET on LoadRunner 8.1

» Configuring LoadRunner Scenarios to use Diagnostics for J2EE & .NET

Note: For information about configuring Performance Center 8.1 for use
with Diagnostics for J2EE & .NET see Chapter 13, “Setting Up Diagnostics
for J2EE & .NET on Performance Center 8.1.”
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About Setting Up Diagnostics for J2EE & .NET

208

LoadRunner and Diagnostics for J2EE & .NET are integrated products that
have been designed to work together to provide you with the information
that helps you to understand and improve the performance characteristics
of your applications. However, you must provide LoadRunner with some
information about your Diagnostics configuration to enable the product
integration.

Before you can use Diagnostics for J2EE & .NET with LoadRunner 8.1, you
must provide LoadRunner with the information that it needs so that it can
communicate with the Diagnostics components.

Before you can gather Diagnostics metrics in a particular load test, you must
select the LAN and probes that will be involved in the test and provide
instructions for the scope and breadth of the monitoring that you would
like Diagnostics to perform.
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Setting Up Diagnostics for J2EE & .NET on LoadRunner 8.1

The first time you use LoadRunner 8.1 to capture J2EE or .NET diagnostics
data, you must tell LoadRunner the machine on which the Diagnostics
Commander is running, and the port the Commander is using for
communication with LoadRunner.

You must update this information if you want to integrate with a different
Diagnostics Commander, or if you change the port the Commander is
using.

To update the LoadRunner configuration settings for Diagnostics for J2EE &
.NET:

1 From the Start menu, choose Programs > Mercury LoadRunner >
LoadRunner to open the Mercury LoadRunner launcher window.

i Mercury LoadRunner 8.1 ] o ] o3

MERCURY"
LoadRunner

CONFIGURATION
LoadRunner License

Diagnostics for J2EE/.NET Setup

Load Testing Diagnostics | Tuning | What's Mew

Load Testing prevents costly and painful performance

. CreatefEdit SCI’IptS problems in production by detecting bottlenecks before a
systemn or upgrade is deploved. By creating production

. Run Load Tests workloads on IT systems in QA& or staging, you can
measure the performance of critical business processes

. Ana'yze Load Tests under load and pinpoint bottlenecks for rapid resolution.

Mercury's LoadRunner provides comprehensive support
for the most common protocols and technologies-including
ERP/CRM, Web, JZEE/ \MET, XML, .MET, wireless and
streaming media-allowing IT groups to use a single
praduct for load and perfarmance testing of all enterprise
applications. Implementing an effective load testing
process with Mercury's LoadRunner helps ensure that new
or upgraded applications rmeet service level abjectives
and deploy to production with no performance surprises,

&) Learn More about Load Testing

2 From the Mercury LoadRunner launcher window menu, choose
Configuration > Diagnostics for J2EE & .NET Setup.
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3 The Diagnostics for J2EE/.NET Setup screen is displayed.

Mercury Diagnostics for J2ZEE/.NET Setup ﬂ

Mercury Diagnostics Commander:

Server Mame: || Test

Port: | 2005

OK | Cancel | Help |

Enter the Server Name and Port for the Diagnostics Commander in the text
boxes provided.

You may click Test to make sure that you entered the correct information for
the Diagnostics Commander and that there is connectivity between the
Diagnostics Commander and LoadRunner.

4 When you are satisfied with the information that you provided, click OK to
finish the configuration process.
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Configuring LoadRunner Scenarios to use Diagnostics for
J2EE & .NET

When you want to capture Diagnostics metrics in a load test, you need to
configure the Diagnostics parameters for the scenario to enable Diagnostics
and to let LoadRunner know which LAN and which Probes will be included
in the load test scenario.

Note: You must configure the Diagnostics settings each time you run a load
test unless you have saved a scenario with the Diagnostics settings already
configured.

To configure the diagnostics parameters for a load test scenario:

1 Make sure that the application server has been started before configuring
your scenario for Diagnostics from the LoadRunner Controller.

2 From the Start menu, choose Programs> Mercury LoadRunner >
Applications > Controller to launch the Mercury LoadRunner Controller.

3 From the LoadRunner Controller menu bar, select Diagnostics >
Configuration.

Mercury LoadBunner Controller - Thursday Scenario Irz - [Run]
File Yiew Scemarioc Monitors Results | Diagnostics Tools  Help

GEENERICN IR AP confusion.. ) |

211



Part IV e Using Mercury Diagnostics for J2EE/.NET

The Diagnostics Distribution dialog box opens.

Diagnostics Distribution

4 Enable Diagnostics by selecting the check box, Enable the following
diagnostics.

5 Set the percentage of Vusers to participate in the monitoring. The maximum
percentage of J2EE Vusers on which breakdown can be performed is 100%.

Note: If you have enabled other types of diagnostics, the percentage of Vuser
participation cannot exceed the maximum of any of the selected diagnostics

types.
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6 In the Online & Offline Diagnostics section of the Diagnostics Distribution

dialog, click Configure. The J2EE/.NET Diagnostics Configuration dialog box
opens.

DefaultLaM

R [ssaquah CLR_JZEE_One

Note: This dialog box is read-only while a scenario or session step is
running.

7 Enable J2EE/.NET Diagnostics by checking the Enable J2EE/.NET Diagnostics
box.

8 Choose the LAN that will be involved in the load test scenario from the
Select LAN drop-down list. The selected LAN must contain the probes which
were installed on the application servers you want to monitor.
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10

11

Warning: The next time you open the J2EE/.NET Diagnostics Configuration
dialog box, the LAN that you see may be a different one. This is because the
dialog box usually shows the default LAN. Make sure you choose the LAN
you chose before. Otherwise, clicking OK will disable the Probes that you
selected.

When you choose a LAN, the list of Probes in the Select Probes from the
LAN list box is updated with the Probes that are in the selected LAN.

Note: All of the Probes in a load test must be from the same LAN.

Choose the Probes that are to be monitored during the load test from Select
probes from the LAN list box. Select the check box adjacent to each probe
that you want to monitor. A check mark appears, indicating that the probe
is enabled.

To disable a probe for the duration of a scenario or session, toggle the check
box by selecting it again.

Note: You must enable at least one probe.

If the mediators are located behind a firewall, check There is a firewall
between the mediator and the Controller, and enter the name of the MI
listener server in the Ml listener server field. For more information see
Appendix F, “Configuring Diagnostics Components to Work with a
Firewall.”

To capture a percentage of server requests which occur outside the context
of any Virtual User transaction select the Monitor server requests check
box.

The server requests will be captured at the same percentage as was selected
for the percentage of Vusers on Diagnostics Configuration dialog.
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Note: Enabling this functionality imposes an additional overhead on the
Probe.

The benefit of enabling this functionality is that calls into a “back-end” VM
can be captured even in the case where:

» The Probe is not capturing RMI calls

» RMI calls cannot be captured (perhaps because an unsupported
application container is being used)

» The application uses some other mechanism for communications
between multiple VMs.

Investigate any issues that you have with the connections between the
Diagnostics components by clicking the Troubleshoot Diagnostics for J2EE
& .NET connectivity hyper link. This will open the System Health Monitor
in a new browser window as shown below.

For details of how to use the System Health Monitor, see Appendix A,
“Using the System Health Monitor.”

When you have finished making your selections, click OK to accept your
changes and close the J2EE/.NET Diagnostics Configuration dialog. Click OK
on the Diagnostics Distribution dialog to complete the configuration.
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Setting Up Diagnostics for J2EE & .NET
on Performance Center 8.1

This chapter describes how to configure Performance Center 8.1 so that
Mercury Diagnostics for J2EE & .NET can be enabled for use in a load test.

This chapter includes the following sections:

» About Setting Up Diagnostics for J2EE & .NET
» Setting Up Diagnostics for J2EE & .NET on Performance Center 8.1

» Configuring Performance Center Load Tests to use Diagnostics for J2EE &
NET

Note: For information about configuring LoadRunner 8.1 for use with
Diagnostics for J2EE & .NET see Chapter 12, “Setting Up Diagnostics for
J2EE & .NET on LoadRunner 8.1.”
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About Setting Up Diagnostics for J2EE & .NET

Performance Center and Diagnostics for J2EE & .NET are integrated products
that have been designed to work together to provide you with the
information that helps you to understand and improve the performance
characteristics of your applications. However, you must provide
Performance Center with some information about your Diagnostics
configuration to enable the product integration.

Before you can gather Diagnostics metrics in a particular load test, you must
select the LAN and probes that will be involved in the test and provide
instructions for the scope and breadth of the monitoring that you would
like Diagnostics to perform.

Setting Up Diagnostics for J2EE & .NET on Performance
Center 8.1

218

The first time you use Performance Center 8.1 to capture J2EE or .NET
diagnostics data, you need to specify the machine on which the Diagnostics
Commander is running, and the port that the Commander is using for
communication with Performance Center.

You provide this information on the Diagnostics page of the Performance
Center Administration Site. You must update this information if you want
to integrate with a different Diagnostics Commander, or if you change the
port the Commander is using.
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To update the Performance Center configuration settings for Diagnostics
for J2EE & .NET:

1 Log on to the Performance Center Administration Site.

2 From the left navigation menu, choose System Configuration > Diagnostics
to open the Diagnostics page.

[ sustem Configuration
Licensze
General Settings
Ciagnostics
Server Configuration

Alerts Configuration

3 In the Setting J2EE/.NET Environment section of the Diagnostics page, enter
the Server Name and Port Number for the Diagnostics Commander.

Setting JZEE/.Net Env¥ironment

1ZEE/.Met Diagnostics Server Mame

Server Mame! I

Part Murnber: I2EIEIE~ Save

4 Click Save to update the information.
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Configuring Performance Center Load Tests to use
Diagnostics for J2EE & .NET

220

When you want to capture Diagnostics metrics in a load test, you need to
configure the Diagnostics parameters for the load Test to enable Diagnostics
and you need to specify which LAN and which Probes will be included in
the load test. You provide this information on the Load Test Configuration
page of the Performance Center User Site.

Note: You must configure the Diagnostics settings each time you run a load
test unless you have saved a load test with the Diagnostics settings already
configured.

To configure the Diagnostic parameters for a load test:

1 Log on to the Performance Center User Site.

From the left navigation menu, choose Load Tests > Create/Edit to open the
Load Test Configuration page.

MERCURY"

Performance Center User: Admin  Project: Default

Load Tests

=] Project
Status
Timeslots Mew Load Test
Wuser Scripts

Monitar Profiles

asd (0) 11-Jul-200%5

Autostart Viewer 666 (0] 11-ul-2005
Options sched1 (0) 4-Jul-2005

Change Project 44 (0) 28-Jun-2005

E Load Tests dashboard (2) 28-Jun-2005
Create/Edit [ empty transaction test (2) 4-Jul-2005

=] Managernent

Privilege Manager

Click an existing test that you want to configure in the Name (# of Runs)
column or click New Load Test.
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4 Click the Diagnostics Tab and select the Enable Diagnostics check box to

enable transaction breakdown monitoring.

General |Design Groups | Scheduler I Monitors

| Diagnostcs

Select the Mercury Diagnostics tools that you want to use to identify and pinpoint pedformance problerns
in your Web, ERP/CRM, and J2EE/.NET applications.

Enable diagnostics

Perforrn diagnostics breakdown on % of all relevant Wusers participating in the current Load Test

% web Page Breakdown (Max, Vuser Sarnpling: 10%) Dizable

== Sichel Diagnostics (Max. Vuser Sarnpling: 109 Configure...
== Siebel DB Diagnostics (Max, Yuser Sampling: 10%) Configure,..
== Oracle 11§ Diagrostics (Max, Vuser Sarpling: 5% Configure...
== AP Diagnostics (Max, Vuser Sampling: 100%) Configure...
== JZEE/.MET Diagnostics (Max. Yuser Sampling: 100%) Configure...

5 Set the percentage of Vusers to participate in the monitoring in the % of all
relevant Vusers box. The maximum percentage of J2EE/.NET Vusers on

which breakdown can be performed is 100%.

Note: If you have enabled other types of diagnostics, the percentage of Vuser
participation cannot exceed the maximum of any of the selected diagnostics

types.
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6 In the Offline and Online Diagnostics section, click Configure to open the
J2EE/.NET Diagnostics Configuration dialog box.

/4§ J2EE/.NET Configuration - Microsoft Internet Explorer

JZEEf.MET Configuration

¥ Enzble J2EE/MET Diagrostics

Seleck LAN IDefauItL.ﬂN -I

Select Probes From LAN

I JavaProbeonMikieBuild352_cbsolete? niko
| niko_2005_07_04 207.232.29.172

|- patron_2005_06_27 patron.mercury. co.il

[T There is = firewall between the mediator and the Controller,
Use the MI Listener for collating results,

I_ Monitor Server Reguests

Troubleshoot diagnostics for J2EE /.NET connectivity

[o]'9 Cancel Help

Note: This dialog box is read-only while a load test is running.

7 Select the Enable J2EE/.NET Diagnostics check box to enable all the other
fields in the dialog box.

8 In the Select LAN box, select the LAN that will be involved in the load test.
The selected LAN must contain the probes which were installed on the
application servers you want to monitor.
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Warning: The next time you open the J2EE/.NET Diagnostics Configuration
dialog box, the LAN that you see may be a different one. This is because the
dialog box usually shows the default LAN. Make sure you choose the LAN
you chose before. Otherwise, clicking OK will disable the Probes that you
selected.

When you choose a LAN, the list of Probes in the Select Probes from the
LAN list box is updated with the Probes that are in the selected LAN.

Note: All of the Probes in a load test must be from the same LAN.

In the Select probes from LAN section, select the check box adjacent to each
probe that you want to monitor. A check mark appears, indicating that the
probe is enabled.

To disable a probe for the duration of a load test, clear the check box.

Note: You must enable at least one probe in order to be able to save the
J2EE/.NET configuration.

If the mediators are located behind a firewall, check There is a firewall
between the mediator and the Controller.

If you are monitoring over a firewall, make sure that you have installed an
MI Listener on a machine outside of the firewall, and that you specify the IP
address of the MI Listener machine on the Performance Center
Administration Site, on the General Settings page, in the Firewall
Diagnostics Communicator field. For installation instructions, refer to the
Mercury Performance Center System Configuration and Installation Guide.

For more information about configuring Diagnostics to work with a firewall
see Appendix F, “Configuring Diagnostics Components to Work with a
Firewall.”
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To capture a percentage of server requests which occur outside the context
of any Virtual User transaction select the Monitor server requests check
box.

The server requests will be captured at the same percentage as was selected
for the percentage of Vusers on Diagnostics Configuration dialog.

Note: Enabling this functionality imposes an additional overhead on the
Probe.

The benefit of enabling this functionality is that calls into a “back-end” VM
can be captured even in the case where:

» The Probe is not capturing RMI calls

» RMI calls cannot be captured (perhaps because an unsupported
application container is being used)

» The application uses some other mechanism for communications
between multiple VMs.

Investigate any issues that you have with the connections between the
Diagnostics components by clicking the Troubleshoot Diagnostics for J2EE
& .NET connectivity hyper link. For details of how to use the System Health
Monitor, see Appendix A, “Using the System Health Monitor.”

When you have finished making your selections, click OK to accept your
changes and to close the J2EE/.NET Diagnostics Configuration dialog.

Click Save in the Diagnostics tab to save and to validate your settings and to
complete the configuration.
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Introducing Diagnostics for J2EE & .NET
Screens

This chapter introduces the screens that are used to present the Diagnostics
for J2EE & .NET performance metrics. A high level overview of the screens
and instructions for using them are provided. The next chapter provides a
detailed description of each screen along with the graphs and tables that
appear on the screens. See “Using the Diagnostics for J2EE & .NET Screens”
on page 239 for more information.

The following topics are included in this chapter:

» Viewing Diagnostics Data from the Controller
» Introducing the Diagnostics Screens
» Dirilling Down Into the Diagnostics Metrics

» Using the Diagnostics Navigation and Display Controls

Viewing Diagnostics Data from the Controller

Once you have configured LoadRunner / Performance Center and
Diagnostics for J2EE & .NET as described in Chapter 12, “Setting Up
Diagnostics for J2EE & .NET on LoadRunner 8.1” and in Chapter 13,
“Setting Up Diagnostics for J2EE & .NET on Performance Center 8.1,” and
you have initiated a load test, you may view the Diagnostics metrics as the
load test executes.

To view the Diagnostics metrics in LoadRunner:

Click the Diagnostics for J2EE/.NET tab at the bottom of the Mercury
LoadRunner Controller window to open the Diagnostics Overview screen.
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To view the Diagnostics metrics in Performance Center:

Click the View Diagnostics tab on the Load Test Run page to open the
Diagnostics Overview screen.

The Diagnostics Overview screen is displayed as shown below. From this
screen, you can navigate and drill down into all of the performance metrics
provided by Diagnostics.

A high level description of this screen and the other Diagnostics screens are
provided in the remainder of this chapter. For a more detailed description of
the screens see“Using the Diagnostics for J2EE & .NET Screens” on page 239.
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Introducing the Diagnostics Screens

The Diagnostics performance metrics are presented on a series of screens in
both graphical and tabular formats so that you can analyze a particular
aspect of your application’s performance and drill down into the details of
the system behavior that is contributing to the observed performance.

Note: Response time on the Diagnostics screens refers to the server response
time as measured on the server side. Response time on the LoadRunner /
Performance Center screens refers to the server response time as measured
on the client side. For this reason, comparison of response times between a
Diagnostics screen and a LoadRunner / Performance Center screen may not
match.

The transaction time that is displayed on the Diagnostics screens includes
only the time that the transaction spends in the J2EE/.NET server. This
means that it does not include the user’s think time in the midst of the
transaction.

The Diagnostics screens are:

» Diagnostics Overview

The top five most notable instances for Transactions, Server Requests,
Layers, and Virtual Machines data are displayed on a single screen to
provide a broad overview of the performance characteristics of your
application. The most notable instance would be the 5 slowest response
times when you are viewing the response times graphs. The 5 highest
counts would be the most notable when viewing the count graphs.

For more information on this screen see “Analyzing Performance Using
the Diagnostics Overview Screen” on page 240.

» Transactions

The response times or the requests per second for the captured
transactions across all Virtual Machines are displayed in graphical and
tabular formats. For more information on this screen see “Analyzing
Performance with the Transaction Trends Screen” on page 244.
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» Server Requests

The response times or the requests per second for the captured server
request calls are displayed in graphical and tabular formats. For more
information on this screen see “Analyzing Performance with the Server
Request Screens” on page 249.

> Layers

The average response time for the captured layers are displayed in
graphical and tabular formats. For more information on this screen see
“Analyzing Performance with the Layer Screens” on page 255.

» Virtual Machines

The average response time or the requests per second for all server
requests on the selected virtual machines are displayed in graphical and
tabular formats. For more information on this screen see “Analyzing
Performance with the Virtual Machines Screen” on page 261.

» Aggregate Profile

The method call profile behind the processing metric that you are
viewing on one of the other screens is presented in a graphical and in a
call tree format. For more information on this screen see “Analyzing
Performance with the Aggregate Profile Screen” on page 267.

Drilling Down Into the Diagnostics Metrics

228

When you analyze the performance of your application, you begin by using
the Diagnostics graphs found on the Diagnostics Overview screen. Mercury
Diagnostics allows you to drill down into the information presented on the
screens to uncover the root cause of the application performance that is
being portrayed in the higher level graphs.

The following diagram illustrates the paths that you can use as you drill
down into the metrics. As you drill down, the data displayed on the lower
level screens is filtered based upon each of the proceeding drill down levels.
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The default path that will be taken when you double click on an item in the
table is shown with a bold line.

Diagnostics Overview

el

l l l l
Server Virtual
Transactions Regussts Layers Machings
[ v v ‘ v
Server Virtual Server
D Raquests Machines ERE Requests
v v
Virtual
M Layers Layers.

Layers
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Using the Diagnostics Navigation and Display Controls

This section provides an overview of the common navigation and display
controls that appear on the Diagnostics screens. More details about these
controls have been provided in the description of each screen when the
functionality varies significantly from what is described in this section.
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Time Fange: |whole Scenario j Graph IHesponseT\mej Scenario Start Time: May 22, 2005 12:24:04 PM PDT j;—'?/' [7]

Diagnostics Overview » Server Requests

Server Requests

Average Response Time

Bread Crumb

1,600 Trail

1,400
1,200
1,000

800

Milliseconds

A
‘__\ ] ’1\\ f \'.
0o 00:04:00 00:06:00 00:08:00 00:10:00 U200 WUU 00:16:00 00:18:00 00:20:00 00:22:00
Elapsed Time (Hour:Min:Second)

600

400

{
B

Splitter

Splitter

AV

Server Request
/patient/medicaliecord do

4 Jpatient/medicalrecord.do

| [V |fadmin/approvedo 8.0% 3|22 05| Wi Time: 1400 s
[ |fadminviewrequests. do 5.4% 3853 0.3 tverage Time: 71752 me
| |V |/admin/viewpatisntrequest.do 23 100 05 Max Time: 266830 ms
v  |/patient/login.do 1.8% 2596 0z Standard Deviation: E,705.9 ms
O |/pafient/record do 05% 1466 01 |f Count &
O [Static Cortent 052 54 20 [ TolaErceptons =
= 9 - ry atal limeauts:
= f’pat!ent.f‘edltproh\e.du e 2 iy Contribution ta Application (%) 79.4%
[0 |/patient/viewprdfile.do 0.3%] T1E 01 Server Requests Per Sec: 03
[ |fadminoginda 0% 293 02|
] |/physician/searchresults.do 0.2% 15867 0.0
M nhusician/medicalernrd dn N1z R7RR n ﬂj

Dashed Lines Verses Solid Lines In Graph

When there is a solid line between two data point on the graph, the two
data points were consecutive queries. This means that line illustrates the
actual trend of the data between those two points.

When there is a dashed line between two data points on the graph, the two
data points were not consecutive queries. This means that there was a query
in between the two data points that returned no measurable data and
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therefore the actual line between the two graphed points illustrates an
approximation of the actual trend.

Adjusting the Reported Time Range

You may control the breadth of time for which performance data is
displayed in many of the graphs, tables and charts by selecting the desired
length of time from the Time Range drop down list. The choices in the drop
down list are:

» Previous 5 Minutes
» Previous 30 Minutes
» Previous 4 Hours

» Whole Scenario (This is the default selection.)

Adjusting the Graphed Metric

You may control which performance metrics will be graphed on many of the
Diagnostics screens by using the Graph drop down list. Once you make a
selection from this drop down list, the selection will be applied to all
subsequent screens until another selection is made. The choices that are
available in the drop down list are:

» Response Time - the graphed metrics will depict the response time
between the time when a call was made and when the processing for the
call was ended.

» Count - the graphed metrics will depict the average number of calls per
second.

Screen Context - Bread Crumb Trail

The “bread crumb” trail at the top of many of the diagnostics screens
provides a convenient reminder of the context for the information that is
presented on the screen. It also provides a handy method of navigation
when you want to retrace your steps in your performance analysis.
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Clicking on a level in the bread crumb trail will take you back to the screen
that displays the metrics for the selected higher level. The selections that
you made from the drop-down lists in the lower level screens to change the
time period or type of graph and changes that you make to the table
including the sort order and the rows that are to appear in the graph will be
retained.

Note: When you return to the Diagnostics Overview screen the drop-down
list selections are retained but the changes that you made to the sort order
for the table or the rows to display in the graph will be lost.

The last level displayed in the bread crumb is not a link because it represents
the current diagnostics screen that has been displayed. The bread crumb has
been highlighted with a callout in the previous screen image.

Exporting Metrics to HTML Report

&7 You may capture the processing metrics displayed in the graph and

" tableona diagnostics screen by clicking the icon on the top right-hand
side of the screen. The information displayed on the screen is exported to an
HTML report file. The HTML reports can be viewed in your browser and can
be used to share metrics for interesting or perplexing system performance
with others.

Note: There is not HTML Report Export from the Diagnostics Overview
Screen.

To export to an HTML Report:

1 Click the export icon. The Save HTML screen is displayed.

Enter the file name that you want the exported file to be saved as into the
File name field.

Enter any comments that you would like to have appear on the report into
the Comments text box.
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4 If you would like to view the HTML file, select the View HTML check box.
This will cause the HTML file that is being saved to be displayed in your
browser after it has been saved.
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Definitions for the Columns in the Diagnostics Table

The table at the bottom of the Diagnostics screens contains a list of the
items for which processing metrics are being reported. On the Server
Requests screen the table lists server requests and on the Transactions screen
the table lists transactions.

The table lists the items that apply to the context displayed in the bread
crumbs. The metrics reported in the table are filtered based upon the time
period specified in the Time Range drop-down.

The table is made up of the following columns. Some of the screens do not
display all of these columns.

» Color - When the Chart check box for the item has been selected so that
a trend line for the item will be included in the graph this column
contains a colored block. The color of the block is the same color as the
trend line for the item.

233



Part IV e Using Mercury Diagnostics for J2EE/.NET

234

» Chart - A check box that you may toggle to indicate whether the item
should be included in the graph. When the box is checked, a trend line
for the item will appear in the graph.

> Item - The name of the item that is being reported in the table. On the
Virtual Machines screen this column has a heading of “Virtual Machine”
and contains the name of the virtual machines for which metrics are
reported.

» Contribution - The amount of time and percentage of the parent’s total
time that the selected row contributed to the item. The time is reported
in milliseconds.

» Avg Time - The average response time for the item across all instances.
The time is reported in milliseconds.

> Req /Sec - The number of server requests that occurred each second for
the selected time period.

» Txn /Sec - The number of transactions that occurred each second for the
selected time period.

Sorting the Table

When viewing the Response Time graph, the table is sorted in descending
order by the Contribution column. When viewing the Count graph, the
table is sorted in descending order by the Txn/Sec or Req/Sec column.

You may change the order in which information is displayed in the tables
on the Diagnostics screens by clicking the column headers in the table.
Diagnostics will sort the rows in the table in ascending order according to
the values in the table column that you selected. Clicking the same column
header again will toggle the sort order to descending order.

Note: The table on the Aggregate Profile screen cannot be sorted.
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Adding and Removing Items From the Graph

On many of the screens you may control which items from the table appear
in the graph by toggling the selection in the Chart column of the table.

» To add an item to the graph select the check box in the Chart column for
the row in the table. When you click anywhere on a row in the table that
is not already included in the graph, it will be added to the graph as well.

» To remove an item from the graph deselect the check box in the Chart
column for the row in the table.

Highlighting the Trend Line or Area For a Detail Line in the Table

You can cause the trend line or area for a detail line in the table to stand out
in a bold font by selecting the row in the table. The graph line for the
previously selected row will be changed to a normal font and the trend line
for the row that you selected will stand out with a bolder font.

Selecting the Trend Line in the Table for a Graph Line

You can determine which detail line in the table is associated with a given
graphed trend line by clicking on a data point on the trend line. When the
data point is clicked, the focus in the table will be shifted to the row
associated with the graphed line.

Viewing Additional Details in the Details Panel

You may view additional information for the items listed in the table by
clicking on the item to select the row in the table. The details for the item in
the selected row will be displayed in the Details Panel in the bottom right
corner of the screen.

Note: The fields that are displayed in the Details Panel will vary depending
on the metrics that are being displayed on the screen and time range that
you selected in the Time Range drop down.
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Note: The time measurements may not correspond to the actual time for an
event when the beginning or end of an event has not been captured.

Definitions for the Rows in the Details Panel

The Details Panel lists the following information for the selected row of the
Diagnostics Table.

» Name - The name of the item that was selected from the Diagnostics
table and whose information is displayed in the Details Panel.

» Min Time - The elapsed time for the instance of the item selected from
the diagnostics table that has the shortest duration of all of the
aggregated instances. Time is measured from the start of the first
captured point until the end of the last captured point.

> Average Time - The average (mean) elapsed time taken by an item.
Average time is calculated by dividing the item’s total time by the item's
count.

» Max Time - The elapsed time for the instance of the item selected from
the diagnostics table that has the longest duration of all of the aggregated
instances. Time is measured from the start of the first captured point
until the end of the last captured point.

» Standard Deviation - A measure of the dispersion of the total time taken
by all of the instances of the selected item.

» Count - The total number of times an item was invoked.

> Total Exceptions - The number of exceptions that were captured for all of
the aggregated instances of the selected item.

» Total Timeouts - The number of times that an instance of the selected
item failed in an unknown manner.

» Host Name - The machine name that is the host for the virtual machine
where the item is being executed.

» Platform - The platform where the application is running.
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> Contribution to Parent (Time) - The amount of time that this item
contributed to the parents total time.

» Contribution to Parent (%) - The percentage of the time that this item
contributed to the parents total time.

» Contribution to Application - The percentage of time that this item
contributed to the applications total time.

> Server Requests per Sec - The number of events per second for the
selected time frame.

» Transactions per Sec - The number of transactions per second for the
selected time frame.

Drilling Down into Rows in the Table

Many of the Diagnostics screens allow you to drill down into the metrics
presented in the tables to see the metrics for the underlying processing.
There are two ways provided for you to drill down on the diagnostics
screens.

Note: Not all screens have drill down navigation options.

Right-click on a row in the table to display a pop-up menu with the
available navigation options.

Double click on a row in the table to drill down directly into the default
lower level graph. This is a shortcut that allows you to drill down without
stopping at the pop-up menu displayed when you right-click.

Zooming in on Sections of the Screen

Splitter controls have been provided on most of the screens to allow you to
minimize and maximize areas of the screen. See the arrows that have been
highlighted with the square in the above example for an example of splitter
controls. This makes it possible for you to highlight areas of the screen that
are of interest to you by maximizing that part of the screen and minimizing
other parts of the screen that are of less interest.
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Using the Diagnostics for J2EE & .NET
Screens

This chapter provides a detailed description of the screens, graphs, tables,
and charts that are used to present the diagnostic performance metrics for
the application that is being analyzed. The presentation of each monitored
metric is described along with the ways that you can drill down from the
higher level information to reveal the specific part of your application that
is contributing to the observed application performance. For a high level
introduction to the Diagnostic screens see “Introducing Diagnostics for J2EE
& .NET Screens” on page 225.

This chapter contains the following topics:

Analyzing Performance Using the Diagnostics Overview Screen
Analyzing Performance with the Transaction Trends Screen
Analyzing Performance with the Server Request Screens
Analyzing Performance with the Layer Screens

Analyzing Performance with the Virtual Machines Screen

Analyzing Performance with the Aggregate Profile Screen

239



Part IV e Using Mercury Diagnostics for J2EE/.NET

Analyzing Performance Using the Diagnostics Overview

Screen

240

Purpose of Diagnostics Overview Screen

The top five most notable instances for Transactions, Server Requests,
Layers, and Virtual Machines data are displayed on a single screen to
provide a broad overview of the performance characteristics of your
application. The most notable instance are the 5 slowest response times
when you are viewing the response times graphs. The S highest counts
would be the most notable when viewing the count graphs. From the
Diagnostics Overview screen, you can drill down into the details of the
performance portrayed in the graphs along with the other less noteworthy
instances of the performance metrics.

Accessing the Diagnostics Overview Screen

To access the Diagnostics Overview Screen from LoadRunner:

Click the Diagnostics for J2EE/.NET tab at the bottom of the Mercury
LoadRunner Controller window.

To access the Diagnostics Overview Screen from Performance Center:
Click the View Diagnostics tab on the Load Test Run page.

To access the Diagnostics Overview Screen from the any of the other
Diagnostics screens:

Click the Diagnostics Overview bread crumb at the top of the screen.

The Diagnostics Overview screen is displayed with the four graphs
containing the information for the worst performing transactions, server
requests, layers, and virtual machines.
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Description of Diagnostics Overview Screen

The Diagnostics Overview screen contains the Transactions graph, the
Server Requests graph, the Layers graph and the Virtual Machines graph as
shown in the following example.
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Transactions graph

This graph shows the transaction metrics for the five transactions with the
longest response times. This is the same graph that is presented on the
Transactions screen when it is first displayed. See “Transactions: Response
Time Graph” on page 246 for more information.

Drilling Down into the Transaction Metrics

You may drill down into the transaction information displayed on the
Diagnostics Overview screen. To see more information on the transactions
displayed in the Transactions graph, double click the graph. The
Transactions screen is displayed where you can view detailed metrics for the
transactions displayed on the Diagnostics Overview screen as well as the rest
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of the transactions that were not displayed on the Overview screen. See
“Analyzing Performance with the Transaction Trends Screen” on page 244
for more information.

Server Requests Graph

This graph shows the server request metrics for the five server requests with
the longest response times. This is the same graph that is displayed on the
Server Requests screen. See “Server Requests: Response Time Graph” on
page 253 for more information.

Drilling Down into the Server Request Metrics

You may drill down into the server request information displayed on the
Diagnostics Overview screen. To see more information on the server
requests displayed in the Server Requests graph, double click the graph. The
Server Requests screen will be displayed where you can view detailed metrics
for the server requests displayed on the Diagnostics Overview screen as well
as the rest of the Server Requests that were not displayed on the Overview
screen. See “Analyzing Performance with the Server Request Screens” on
page 249 for more information on these choices.

Layers Graph

This graph shows the performance metrics for the captured layers with the
worst response times. This is the same graph that is displayed on the Layers
screen.

Drilling Down into the Layer Response Time Metrics

You may drill down into the Layer performance metrics displayed on the
Diagnostics Overview screen. To see more information on the performance
metrics displayed in the Layers graph, double click the graph. The Layers
screen is displayed where you can view detailed metrics for the Layer
performance metrics displayed on the Diagnostics Overview screen as well
as the rest of the VM that were not displayed on the Overview screen. See
“Analyzing Performance with the Server Request Screens” on page 249 for
more information on these choices.
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Virtual Machines graph

This graph shows the processing metrics for the five virtual machines with
the worst response times. This is the same graph that is displayed on the
Virtual Machines screen. See “Virtual Machines graph” on page 243 for
more information.

Drilling Down into the Virtual Machine Response Time Metrics

You may drill down into the VM information displayed on the Diagnostics
Overview screen. To see more information on the performance metrics
displayed in the Virtual Machines graph, double click the graph. The Virtual
Machines screen will be displayed where you can view detailed metrics for
the VM displayed on the Diagnostics Overview screen as well as the rest of
the VM that were not displayed on the Overview screen. See “Analyzing
Performance with the Virtual Machines Screen” on page 261 for more
information on these choices.

Refining the View In the Diagnostics Overview Screen

Use the following controls to adjust the amount of data and the type of data
that is displayed on the Diagnostics Overview screen.

Choose whether to graph the response times or the call counts for the
transactions as described in “Adjusting the Graphed Metric” on page 231.
This will impact the metrics that are displayed in the Transactions, Server
Requests, and Virtual Machines graphs displayed on this screen as well as
the graphs that are displayed on any screen that is displayed as a result of
drilling down into these graphs.

The Layers graph will show the Relative Load no matter what is selected
from the Graph drop-down list. There is no version of this graph that shows
requests per second counts.

Adjust the Time Range for which transaction metrics are displayed as
described in “Viewing Additional Details in the Details Panel” on page 235.
This will impact the metrics that are displayed in the graphs on this screen
as well as any screens that are displayed as a result of drilling down into the
content of the screen.
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Analyzing Performance with the Transaction Trends Screen
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Purpose of the Transactions Screen

This screen displays performance metrics for the captured transactions
across all Virtual Machines. The graph on the screen can display either
transaction response times or the execution counts for each transaction. The
tables on the screen display the metrics for each transaction that was
captured for the context that is being displayed along with addition
information that help you to understand and improve the performance of
your applications.

Accessing the Transactions Screen

To get to the Transactions Screen from the Diagnostics Overview Screen:

1 Double click the Transactions graph.

The Transaction Trends screen is displayed. The graph should contain the
same transactions that were displayed on the Diagnostics Overview screen,
but may differ slightly if new data was received while drilling down."

To get to the Transaction screen from the other Diagnostics screens:

When you have navigated to another screen by drilling down from the
Transaction screen, you can return to the Transaction screen by clicking on
the Transaction bread crumb at the top of the screen.
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Description of Transactions Screen

Reference the following screen image when reading the information in this

section.
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Screen Context - Bread Crumb Trail

You may return to the Diagnostics Overview screen by clicking on the
Diagnostics Overview bread crumb.

Note: When you return to the Diagnostics Overview screen the drop-down
list selections are retained but the changes that you made to the sort order
for the table or the rows to display in the graph will be lost.

For more information on using the bread crumbs to navigate and to
determine the context for the information displayed on the screen see
“Screen Context - Bread Crumb Trail” on page 231.
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Transactions: Response Time Graph

When Response Time has been selected from the Graph drop-down, the
graph on the Transactions screen shows the transaction response times for
the transactions with the highest overall response time for the run.

The x-axis of the graph shows the elapsed time for the run in hours,
minutes, and seconds (hh:mm:ss).

The y-axis of the graph shows the total Response Time in milliseconds.

Transactions: Count Graph

When the Count selection is made from the Graph drop-down, the graph on
the Transactions screen shows the number of transaction calls that are made
to a transaction each second.

The x-axis of the graph shows the elapsed time for the run in hours,
minutes, and seconds (hh:mm:ss).

The y-axis of the graph shows the count of the transactions per second.
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Transactions Table

The Transactions table lists the transactions for the run. The metrics
reported in the table are filtered based upon the time period specified in the
Time Range drop-down. See “Definitions for the Columns in the
Diagnostics Table” on page 233 for a description of the columns in this
table.

Details Panel

The Details Panel lists more information for a selected row of the
Transactions table. See “Definitions for the Rows in the Details Panel” on
page 236 for a description of the metrics in this panel.

Refining the View In the Transactions Screen

You may use the standard Diagnostics screen controls to adjust the amount
of data and the type of data that is displayed on the Transactions Screen. For
more information about the ways that you can control the how information
is presented on this screen see “Using the Diagnostics Navigation and
Display Controls” on page 230.

Drilling Down Into the Transaction Performance Metrics

From the Transactions screen you may drill down into the Layers, and
Service Requests that are behind the transactions.

You may drill down into the transactions using one of the following
methods:

Double click on a transaction listed in the Transaction Table at the bottom
of the screen. The server requests metrics for the selected transaction are
displayed on the Server Requests screen. See “Description of Server Request
Breakdown Screen” on page 251 for more information on this screen.

Right-click on a transaction listed in the Transaction Table at the bottom of
the screen. A pop-up navigation menu for the selected transaction is
displayed with the following options:
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View Server Requests

To view a breakdown of a selected transaction based upon the processing
time for each server request, select the View Server Requests menu item
from the pop-up menu. The server requests metrics for the selected
transaction are displayed in a stacked area chart on the Server Request
screen. See “Description of Server Request Breakdown Screen” on page 251
for more information on this screen.

View Layer Breakdown

To view a breakdown of a selected transaction based upon the processing
time for each layer where the processing is taking place, select the View
Layer Breakdown menu item from the pop-up menu. The layer metrics for
the selected transaction are displayed in a stacked area chart on the Layer
Breakdown screen. See “Description of the Layer Breakdown Screen” on
page 258 for more information on this screen.

Note: When you drill down into the performance metrics for a transaction
that uses RMI, the breakdowns of the transaction processing that are
displayed in the stacked area graphs will not sum to the total processing
time for the transaction because the RMI server requests are double counted.
They are counted in the "Remote to:" server requests and are also included in
the callee server requests as well.

On the Server Request Breakdown screen for the transaction, if you deselect
the Chart checkbox for the "Remote to" server requests, the stacked area
chart of the server request processing will correctly sum up to equal the
transaction processing time.
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Analyzing Performance with the Server Request Screens

Purpose of Server Request Screens

The Server Request Screens display the server request performance metrics.
The Server Requests Trends screen displays the metrics for Server Requests
across all virtual machines and transactions. The Server Requests Breakdown
screen displays the metrics for a selected transaction or virtual machine.

Accessing the Server Request Screens

To get to the Server Requests screen from the Diagnostics Overview screen:
1 Double click the Server Requests graph.

2 The Server Requests screen is displayed. The graph should contain the same
Server Requests that were displayed on the Diagnostics Overview Screen but,
may differ slightly if new data was received while drilling down.

To get to the Server Request Breakdown screen:

You can access the Server Requests screen by drilling down into the metrics
reported on the Transactions screen and the Virtual Machines screen.

» Instructions for drilling down to the Server Requests screen for a
particular transaction on the Transactions screen can be found at
“Drilling Down Into the Transaction Performance Metrics” on page 247.

» Instructions for drilling down to the Server Requests screen for a
particular Virtual Machine on the Virtual Machines screen can be found
at “Drilling Down Into the Virtual Machine Metrics” on page 265.
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Description of Server Requests Screen

The Server Requests screen displays the performance metrics for the
aggregation of all of the instances of a server request during the scenario.
The metrics are graphed using a trended line graph as shown in the
following example screen image.
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Description of Server Request Breakdown Screen

The Server Request Breakdown screen displays the performance metrics for a
single instance of a transaction or virtual machine. The graph displays the
response times for the server requests that were part of the processing for a
transaction or virtual machine using a stacked area graph as shown in the
following example. The server requests will be displayed with the server
request with the highest contribution appearing at the bottom. Layers with
smaller contributions will be positioned in descending contribution order
on top of each other.
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Server Breakdown Screen Types
Total Server Request Time for Virtual Machine

This screen is accessed by drilling down on a Virtual Machine entry from the
Virtual Machine screen. See “Drilling Down Into the Virtual Machine
Metrics” on page 265.

Total Server Request Time Per Transaction (Plus RMI calls)

This screen is accessed by drilling down on a Transaction from the
Transactions screen. See “Drilling Down Into the Transaction Performance
Metrics” on page 247.

Note: When you drill down into the performance metrics for a transaction
that uses RMI, the breakdowns of the transaction processing that are
displayed in the stacked area graphs will not sum to the total processing
time for the transaction because the RMI server requests are double counted.
They are counted in the "Remote to:" server requests and are also included in
the callee server requests as well. On the Server Request Breakdown screen
for the transaction, if you deselect the Chart checkbox for the "Remote to"
server requests, the stacked area chart of the server request processing will
correctly sum up to equal the transaction processing time.

Screen Context

On the Server Requests screen, the only bread crumb displayed is the
Diagnostics Overview bread crumb.

Note: When you return to the Diagnostics Overview screen the drop-down
list selections are retained but the changes that you made to the sort order
for the table or the rows to display in the graph will be lost.
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On the Server Request Breakdown screen for a transaction you will see a
bread crumb for the transaction or virtual machine in addition to the
Diagnostics Overview. For more information on using the bread crumbs to
navigate and to determine the context for the information displayed on the
screen see “Screen Context - Bread Crumb Trail” on page 231.

Server Requests: Response Time Graph

When Response Time has been selected from the Graph drop-down, the
graph on the Server Request screens shows the server request response times
for the transactions with the highest overall response time for the run.

The x-axis of the graph shows the elapsed time for the run in hours,
minutes, and seconds (hh:mm:ss).

The y-axis of the graph shows the response time in milliseconds.

Server Requests: Count Graph

When the Count selection is made from the Graph drop-down, the graph on
the Server Request screens shows the number of calls that are made to a
service request per second.

The x-axis of the graph shows the actual chronological time for the run in
hours, minutes, and seconds (hh:mm:ss).

The y-axis of the graph shows the count of server requests per second.

Server Requests Table

The Server Requests table lists all of the server requests for the context
displayed in the bread crumbs. The metrics reported in the table are filtered
based upon the time period specified in the Time Range drop-down. See
“Definitions for the Columns in the Diagnostics Table” on page 233 for a
description of the columns in this table.

Details Panel

The Details Panel lists more information for the selected row of the Server
Requests table. See “Definitions for the Rows in the Details Panel” on
page 236 for a description of the rows in this table.
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Refining the View In the Server Requests Screen

You may use the standard Diagnostics screen controls to adjust the amount
of data and the type of data that is displayed on the Server Requests Screen.
For more information about the ways that you can control the how
information is presented on this screen see “Using the Diagnostics
Navigation and Display Controls” on page 230.

Drilling Down Into the Server Request Performance Metrics

From the Server Request screens you may drill down into the Layers, and
Service Requests that are behind the transactions.

You may drill down into the server requests using one of the following
methods:

» Double click on a server request listed in the Server Request Table at the
bottom of the screen. The virtual machine metrics for the selected server
request are displayed on the Virtual Machines screen. See “Description of
the Virtual Machines Screen” on page 262 for more information on this
screen.

» Right-click on a server request listed in the Server Request Table at the
bottom of the screen. A pop-up navigation menu for the selected server
request is displayed with the following options:

View Virtual Machines

To view the processing metrics for the virtual machine on which the server
request was processed, select the View Virtual Machines menu item from the
pop-up menu. The virtual machine metrics for the selected server request
are displayed on the Virtual Machines screen. See “Description of the Virtual
Machines Screen” on page 262 for more information on this screen.

View Aggregated Profile for...

To view the aggregated call profile for a server request select the View
Aggregate Profile for... menu option. The Aggregate Profile screen is
displayed with the aggregated profile for the selected server request. See
“Description of Aggregate Profile Screen” on page 268 for more information
on this screen.
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Note: This is a shortcut that allows you to navigate directly to the
aggregated profile for a server request on a particular virtual machine
without having to go to the Virtual Machines screen first. The bread crumb
will include a entry for the level that was skipped.

View Layers for...

To view the layer breakdown for server request processing on a virtual
machine select the View Layers for... menu item from the pop-up menu. The
Layer Breakdown screen is displayed with the processing metrics for the
selected server request. See “Description of the Layers Screen” on page 257
for more information on this screen.

Note: This is a shortcut that allows you to navigate directly to the Layer
Breakdown screen for a server request on a particular virtual machine
without having to go to the Virtual Machines screen first. The bread crumb
will include a entry for the level that was skipped.

Analyzing Performance with the Layer Screens

Purpose of Layers Screens

The Layer Screens display the performance metrics for the layers where
processing has taken place in your application. The Layers - Relative Load
screen displays the metrics for Layers across all virtual machines and
transactions. The Layers Breakdown screen displays the metrics for a
selected transaction or virtual machine.

The default layers for which metrics are gathered and reported on the Layers
screen include: servlets, JSPs, session and entity beans, JNDI, JDBC, JMS, and
Struts for the J2EE Probes and WEB.ASP, DB.ADO, and MSG.MSMQ for the
.NET Probe with ASP.NET applications.
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Occasionally, due to design decisions, a class that does not directly
implement a J2EE component may contain J2EE functionality. Or you may
wish to monitor a class that is of special interest to you. For these purposes,
you can define a custom layer. To enable Diagnostics for J2EE & .NET to
display custom classes or packages, you must configure the J2EE Probe so
that it will monitor the classes and packages. For details, see Chapter 8,
“Installing the Mercury Diagnostics Probe for J2EE.”

Accessing the Layers Screens

To get to the Layers - Relative Load screen from the Diagnostics Overview
screen:

1 Double click the Layers - Relative Load graph.

The Layers screen is displayed. The graph should contain the same Layers
that were displayed on the Diagnostics Overview Screen but, may differ
slightly if new data was received while drilling down.

To get to the Layers Breakdown screen:

You can access the Server Requests screen by drilling down into the metrics
reported on the Transactions screen and the Virtual Machines screen.

» Instructions for drilling down to the Layers screen for a particular
transaction on the Transactions screen can be found at “Drilling Down
Into the Transaction Performance Metrics” on page 247.

» Instructions for drilling down to the Layers screen for a particular Virtual
Machine on the Virtual Machines screen can be found at “Drilling Down
Into the Virtual Machine Metrics” on page 265.
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Description of the Layers Screen

The Layers screen displays the performance metrics for the aggregation of all
of the processing in the layers during the scenario. The metrics are graphed
using a using a stacked area graph as shown in the following example. The
layers will be displayed with the layer with the highest contribution
appearing at the bottom. Layers with smaller contributions will be
positioned in descending contribution order on top of each other.
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Description of the Layer Breakdown Screen

The Layer Breakdown screen displays the performance metrics for the
aggregation of all of the processing in the layers for the context shown in
the bread crumbs. The metrics are graphed using a using a stacked area
graph as shown in the following example:
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Types of Layer Breakdown Screens
» Total Layers Time Per Transaction (Plus RMI Calls)

This screen is accessed by drilling down on a Transaction entry from the
Transactions screen. See “Drilling Down Into the Transaction Performance
Metrics” on page 247.

» Total Layers Time Per Transaction for Server Request for Virtual Machine

This screen is accessed by drilling down from a Transaction on the
Transactions screen, through a Server Request on the Server Request
Breakdown Screen, through a Virtual Machine on the Virtual Machine
Breakdown screen.
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» Total Layers Time Per Server Request for Virtual Machine

This screen is accessed by drilling down from a Server Request on the Server
Requests screen, through a Virtual Machine on the Virtual Machine
Breakdown screen.

» Total Layer Time for Virtual Machine

This screen is accessed by drilling down from a Virtual Machine on the
Virtual Machine screen.

» Total Layers Time Per Virtual Machine for Server Request

This screen is accessed by drilling down from a Virtual Machine on the
Virtual Machine Breakdown screen, through a Server Request on the Server
Request Breakdown screen.

Screen Context - Bread Crumb Trail

When you are looking at the aggregated results across all virtual machines
and server requests, the Diagnostics Overview bread crumb is the only bread
crumb displayed on this screen.

Note: When you return to the Diagnostics Overview screen the drop-down
list selections are retained but the changes that you made to the sort order
for the table or the rows to display in the graph will be lost.

When you are viewing the Layer Breakdown for a server request or virtual
machine you will see a bread crumb for the appropriate item in addition to
the Diagnostics Overview. For more information on using the bread crumbs
to navigate and to determine the context for the information displayed on
the screen see “Screen Context - Bread Crumb Trail” on page 231.

Layers: Response Time Graph

When Response Time has been selected from the Graph drop-down, the
graph on the Layer screens shows the layer response times for the layers
with the highest overall response time for the run.
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The x-axis of the graph shows the actual chronological time for the run in
hours, minutes, and seconds (hh:mm:ss). The y-axis of the graph shows the
total Response Time in milliseconds.

Layers: Count Graph

The Graph drop-down does not appear on this screen and there is no count
graph for the Layers screens.

Layers Table

The Layers table lists all of the layers that pertain to the context shown in
the bread crumbs listed at the top of the screen. The metrics reported in the
table are filtered based upon the time period specified in the Time Range
drop-down. See “Definitions for the Columns in the Diagnostics Table” on
page 233 for a description of the columns in this table.

Details Panel

The Details Panel lists more information for the selected row of the Layers
table. See “Definitions for the Rows in the Details Panel” on page 236 for a
description of the rows in this panel.

Refining the View In the Layers Screen

You may use the standard Diagnostics screen controls to adjust the amount
of data and the type of data that is displayed on the Layers Screen. For more
information about the ways that you can control the how information is
presented on this screen see “Using the Diagnostics Navigation and Display
Controls” on page 230.

Drilling Down Into the Layer Metrics

There is no drill down provided from the Layer screens.
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Analyzing Performance with the Virtual Machines Screen

In Diagnostics a virtual machine corresponds to a probe implementation.
The Virtual Machines screen displays the average response times for the
virtual machines that have been captured. The Virtual Machines screen
displays the metrics for the processing for a particular server request on a
particular Virtual Machine.

Note: When RMI instrumentation is used, a "CrossVM" layer will appear in
the data denoting the time spent in remote method calls. (even though the
user didn't specify that layer in the auto_detect.points file).

Accessing the Virtual Machines Screen
To get to the Virtual Machines screen from the Diagnostics Overview
screen:

1 Double click the Virtual Machines graph.

2 The Virtual Machines screen is displayed. The graph should contain the
same Virtual Machines that were displayed on the Diagnostics Overview
screen but, may differ slightly if new data was received while drilling down.

To get to the Virtual Machines screen from the other Diagnostics screens:

When you have navigated to another screen by drilling down from the
Virtual Machine screen, you can return to the Virtual Machine screen by
clicking on the Virtual Machines bread crumb at the top of the screen.

To get to the Layers screen from the Diagnostics screens:

You can access the Virtual Machines screen by drilling down into the
metrics reported on the Transactions screen and the Server Request screen.

» Instructions for drilling down to the Virtual Machines screen for a
particular transaction on the Transactions screen can be found at
“Drilling Down Into the Transaction Performance Metrics” on page 247.
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Time Range: |Whols Scenario |— Graph: |[§l

» Instructions for drilling down to the Virtual Machines screen for a
particular server request can be found at “Drilling Down Into the Server
Request Performance Metrics” on page 254.

Description of the Virtual Machines Screen

The Virtual Machines screen displays the performance metrics for the
aggregation of all of the processing for the virtual machine during the
scenario. The metrics are graphed using a trended line graph as shown in
the following example screen image.
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Description of the Virtual Machine Breakdown Screen

The Virtual Machines Breakdown screen displays the performance metrics
for the aggregation of all of the processing for the virtual machine during
the scenario. The metrics are graphed using a stacked area chart shown in
the following example. The virtual machines will be displayed with the VM
with the highest contribution appearing at the bottom. VM with smaller
contributions will be positioned in descending contribution order on top of

each other.
Graph By [Resporse Time[[=]  Time Range: [whole Scenain 5] Scenario Start Time: Apil 21, 2006 2819 AM FDT - &7 @
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Types of Virtual Machine Breakdown Screens

» Total Virtual Machine Time Per Transaction for Server Request

This screen is accessed by drilling down from a Transaction entry from the
Transactions screen, through the Server Request Breakdown screen.

» Total Virtual Machine Time for Server Request

This screen is accessed by drilling down from a Transaction entry from the
Transactions screen, through the Server Request Breakdown screen.
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Screen Context - Bread Crumb Trail

When you are looking at the aggregated results across all virtual machines
and server requests, the Diagnostics Overview bread crumb is the only bread
crumb displayed on this screen.

Note: When you return to the Diagnostics Overview screen the drop-down
list selections are retained but the changes that you made to the sort order
for the table or the rows to display in the graph will be lost.

When you are viewing the Virtual Machine Breakdown for a transaction or
server request you will see a bread crumb for the appropriate item in
addition to the Diagnostics Overview. For more information on using the
bread crumbs to navigate and to determine the context for the information
displayed on the screen see “Screen Context - Bread Crumb Trail” on

page 231.

Virtual Machines: Response Time Graph

When Response Time has been selected from the Graph drop-down, the
graph on the Virtual Machines screen shows the VM response times for the
VMs with the highest overall response time for the run.

The x-axis of the graph shows the actual chronological time for the run in
hours, minutes, and seconds (hh:mm:ss).

The y-axis of the graph shows the total response time in milliseconds.

Virtual Machines: Count Graph

When the Count selection is made from the Graph drop-down, the graph on
the Virtual Machines screen shows the number of server request calls that
are made to the VM in each second.

The x-axis of the graph shows the actual chronological time for the run in
hours, minutes, and seconds (hh:mm:ss).

The y-axis of the graph shows count of calls to the VM per second.
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Virtual Machine Table

The Virtual Machines table lists all of the VMs that pertain to the context
shown in the bread crumbs listed at the top of the screen. The metrics
reported in the table are filtered based upon the time period specified in the
Time Range drop-down. See “Definitions for the Columns in the
Diagnostics Table” on page 233 for a description of the columns in this
table.

Details Panel

The Details Panel lists more information for the selected row of the Virtual
Machines table. See “Definitions for the Rows in the Details Panel” on
page 236 for a description of the rows in this panel.

Refining the View In the Virtual Machines Screen

You may use the standard Diagnostics screen controls to adjust the amount
of data and the type of data that is displayed on the Virtual Machines
Screen. For more information about the ways that you can control the how
information is presented on this screen see “Using the Diagnostics
Navigation and Display Controls” on page 230.

Drilling Down Into the Virtual Machine Metrics

From the Virtual Machines screen you may drill down into the Server
Requests, Layers, and the Aggregated Profile that are behind the VM
processing.

You may drill down into the server requests using one of the following
methods:

» Double click on a virtual machine listed in the Virtual Machine table at
the bottom of the screen. The server request metrics for the selected
virtual machine are displayed on the Server Request Breakdown screen.
See “Description of Server Request Breakdown Screen” on page 251 for
more information on this screen.

» Right-click on a virtual machine listed in the Virtual Machine table at the
bottom of the screen. A pop-up navigation menu for the selected server
request is displayed with the following options:
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View Server Requests

To view the processing metrics for the server requests that were processed on
the virtual machine, select the View Server Requests menu item from the
pop-up menu. The server requests for the metrics for the selected virtual
machine are displayed on the Server Request Breakdown screen. See
“Description of Server Request Breakdown Screen” on page 251 for more
information on this screen.

View Layers

To view a breakdown of the processing for the virtual machine based upon
the layers where the processing is taking place, select the View Layers menu
item from the pop-up menu. The Layer Breakdown screen is displayed. See
“Description of the Layer Breakdown Screen” on page 258 for more
information on this screen.
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Analyzing Performance with the Aggregate Profile Screen

Purpose of Aggregate Profile Screen

The Aggregate Profile Screen provides a way for you to drill down into server
requests and virtual machines metrics to examine the performance of the
method calls.

An aggregate profile presents graphical views of the sum of all call instances
for a type of service request selected from the Server Requests screen or
virtual machine selected from the Virtual Machines screen. The time
depicted for a call in the aggregate profile is the average time spent in the
call for all of the aggregated calls.

Note: An aggregate profile shows the complete set of calls for all of the
invocations of the items being profiled. This means that some of the calls
that appear in an aggregate profile may not have applied to every instance.

Accessing the Aggregate Profile Screen

To get to the Aggregate Profile Screen from the Virtual Machines screen:

You can get to the Aggregate Profile Screen for an item from the Virtual
Machines screen. See “Drilling Down Into the Diagnostics Metrics” on
page 228 for navigation paths to the Aggregate Profile Screen.

To view the Aggregated Profile for a selected virtual machine:

1 Right-click on an item in the Virtual Machines table and select the View
Aggregate Profile menu option.

2 The Aggregate Profile Screen is displayed with the call profile for the item
indicated on the Virtual Machines screen.
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om.bea.medrec.actions.BaseAction.org.apache.struts.action.ActionForward execute

om.bea.medrec.entities.UserEJB.com.b ea.medrec.value.Patient getPatientObj

com.bea.medrec.controller. AdminSessionEJB.java.util.Collection findNewUsers

Description of Aggregate Profile Screen

The Aggregate Profile screen is divided into three parts. The top part of the
screen contains the Call Profile Graph and the bottom part of the screen
contains the Call Tree Table and the Details Pane.

Scenario Start Time: May 22, 20051:2645PMPDT &7 @
1 2 3 4 5 fmid

org.apache.struts.action.ActionServlet.void doGet

org.apache.struts.action.ActionServiet.void process

org.apache.struts. action.ActionS ervlet. void

0D doGet
[=-100%  org.apache.struts.action ActionS ervlet void process 3031 123 Total Time: 374,740 0 ms
El 95.6% com.beamediec actions Basedetion.org. apache. stuts. action ActionFarward execute 2898 1236 Min. Tirne: ) F0.0ms
B 9.4.1'/, com bea mediec. controlerAdminS essionEJB. java.util Callection findMewl sers 2854 1236 a\;i'??;ehme: 201335 Q!STIS
=-47.9% com bea medrec.entities.UserEJB.com bea medrec. value. Patient getPatientObj ar2 1,846 Standad Deviation:  239.9 me
L 2% com.pointbase.net.net)DBCConnection.java.sql PreparedStatement piepareStater 1200 36 Count: 1236

2 8% com pointbase net netlDBCPreparedStatement java sgl ResultSet executeluer 1012 844 ot EXCEDI‘D'_WS L
Total Timeouts: 0
; % com bea medrec entities. PatientE B com bea medrec. value Patient getP atientLite 600 1 Tatal Exclusive Time: 62 ms
-1.3% com oointbase.net net DBCPreparedStatement iava. sal ResulS et executeQueru 1086 44 Layer: weh Servlet

Description of Call Profile Graph

The horizontal axis of the call profile graph represents elapsed time where
time progresses from left to right. The calls are distributed across the
horizontal axis based upon the time when they take place and sequence of
the calls relative to each other. The legend across the top of the Profile
Graph denotes the amount of time in seconds.

The vertical axis on the call profile represents the call stack or nesting level.
The calls made at the higher levels of the call stack are shown at the top of
the profile and those made at deeper levels of the call stack shown at the
lower levels of the profile.
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Each box in the profile graph represents a call where the left edge of the box
is the start of the call and the right edge is the return from the call. The
length of the box indicates the duration of the call execution. The call boxes
that appear directly beneath a parent call box are the child calls that are
invoked by the parent call.

The gaps between the call boxes on a layer of the profile indicate one of the
following processing conditions:

» The processing during the gap is taking place in local code to a particular
call and not in child calls in a lower layer.

» The call is waiting to acquire a lock or mutex.

» The processing during the gap is taking place in a child call that was not
instrumented or included in a capture plan for the run.

You can view the details for a particular call by mousing over the box that
represents the call. The call details that are included in the mouse-over pop-
up box are:

» The number of calls made.

» The average time spent in each call.

» The total amount of time spent in the call.
» The threads on which the calls occurred.

The calls that are part of a path through the profile that has the highest
response time are colored red. Call path components that are not part of a
critical high-latency path are colored yellow.

Analyzing Performance with a Call Profile Graph

The Call Profile Graph allows you to do the following analysis:

» Determine whether an observed latency has one cause at a certain point in
the code or many causes distributed throughout the code.

» In a multi-tier correlated diagram, determine which tier contributes the
highest percentage of the total latency.

» Explore and inspect the dynamic behavior of a complex system.
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Description of the Call Tree Table

The Call Tree Table appears directly below the Call Profile Graph. This table
presents the same data represented in the Call Profile Graph in a tabular
format.

The first row in the table contains the “root” of the call stack which is the
server request that you drilled down on when you requested the call profile.
The children rows in the tree are the method calls that were made as a result
of the server call.

The table contains the following columns:

Note: For an aggregate profile the counts and times in the following table
represent the total for all of the calls that were included in the aggregation.

» Call - The server request call or method call whose performance metrics
are reported in the row.

» Avg Time - The average latency for the call. The time is reported in
milliseconds.

» Count - A count of the number of times that the call was executed.

Details Panel

The Details Panel lists more information for the selected row of the Call Tree
table. See “Definitions for the Rows in the Details Panel” on page 236 for
more information about this metrics in this panel.

Drilling Down Into the Graph or Call Tree

To find out more about a call on the profile graph, you can mouse-over a
call in the graph to get a pop-up with the details.

To find out more about the calls in the call tree, you can expand and
collapse the levels of the tree so that the lower level information on a call is
displayed.
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Analyzing J2EE to SAP R3 Remote Function Calls

The Remote Function Call (RFC) protocol in SAP allows communication to
take place between SAP J2EE and SAP R3 environments. The remote calls
that are made between SAP J2EE and SAP R3 environments are displayed in
the Aggregate Profile as shown in the following screen image.

When a JAVA method executes an RFC, it specifies the R3 function as a
string in the RFC. Diagnostics displays the RFC as a child box under the
service request in the call profile graph and lists it as a child of the service
request in the Call Tree Table. When the RFC is selected from the Call Tree
Table, the details for the call are displayed in the Details Panel. The last line
in the Details Panel for an RFC to the R3 layer contains the R3 function that
was being executed.

Test: SAPTEGT Scheduler Step: Running Next Action: N/4 - Vusers running indsfinitsly Status: Scheduler Running...
Running Yusers: 1 Time: 00:13:05 Hits /sec: 3 (last 60 sec) Passed trans: 41 Failed trans: 0 Errors: 2 TIrans details
Time Rangs: [Whele Scereris %] Scenario Start Time: July 15, 2005 3:58:52 PMFDT - &7

Diagnostics Overview > Transactions (Add) > Server Requests i)
Aggregate Profile

us~fam/Per Family US) > Virtual Machines (SAP Rainierale) > Aggregate Profile

void com.sap.tc.webdynpro.serverimpl.defaultimpl.DispatcherServiet.doPost()

void com.sap.tc.webdynpro.serverimpl.defaultimpl.DispatcherServiet.doContent()

void com.sap.tc.webdynpro.serverimpl.defaultimpl.DispatcherServiet.doWebDynproProcessing()

Remote Function Callto R3

void com.sap.mw.jco.JCO$Client.execute() - 40id comsap mwjcoJCO$Clent.execute()

EiE e e T T I void com.sap.mw.jco.JCO$Client.execute()
=1100% DispatcherServiet doPost() £47.0 27
[=100% DispatcherServlet.doContent) 647.0 27 ParameterLis, string, String, &1
£99.6% DispatcherServiet.dowsbDynproProcessing) 645.8 27 nt
26.5% JCOfClient.execute() 514.0 o || Total Time: Za11Ams

M Time: 265.0ms
149 ICO$Client execute() 2709 9 | Average Time: 279.4 ms.
1.4 0| 279.4 B | ax Time: 27,0 ms
Standard D kior: 11,7
20.5% ICOfclient. exeoute Remote Function Call 397.6 g e oD B
Total Exceptions: 0
R% F"'”C“WLRES““ES‘W by Total Timeouts: 0
Total Exclusive Trme: 2,514 ms
Layer: SAR.R3

HR:SS_PER_CLEANLP
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Analyzing Remote Method Invocation (RMI)

When analyzing RMI on the Aggregate Profile screen you must be aware
that the latency displayed for the remote caller in the call profile graph and
the call tree table includes the processing time for the remote callee. The
remote callee is also displayed separately in the call profile graph and call
tree with just the latency for its processing.

Analyzing Life-cycle Methods for Portlets

Life-cycle methods for Portlets are identified by the name of the method
(beginRender, endRender, etc.), and the Portlet on which the method was
invoked. The Portlet name is a combination of its title and label.

When you see a life-cycle method in the call profile graph, you can identify
the life-cycle method of a Portlet using the method name that is displayed
in the call tree table and the Portlet name this is displayed in the details
pane.
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J2EE & .NET Diagnostics Analysis Graphs

After a scenario or session step run, you can use LoadRunner Analysis to
display the J2EE & .NET Diagnostics graphs to analyze server performance.

For instructions for using LoadRunner Analysis, refer to the Mercury
LoadRunner Analysis User’s Guide.

This chapter describes the following topics:

» About J2EE & .NET Diagnostics Graphs

» Viewing J2EE & .NET Diagnostics in the Summary Report
> Viewing J2EE & .NET Diagnostics Data

» J2EE & .NET Diagnostics Graphs

» J2EE & .NET Server Diagnostics Graphs

About J2EE & .NET Diagnostics Graphs

The J2EE & .NET Diagnostics graphs in LoadRunner Analysis enable you to
trace, time, and troubleshoot individual transactions and server requests
through J2EE & .NET Web, application, and database servers. You can also
quickly pinpoint problem servlets and JDBC calls to maximize business
process performance, scalability, and efficiency.

The J2EE & .NET Diagnostics graphs are comprised of two groups:

> J2EE & .NET Diagnostics Graphs: These graphs show you the performance
of requests and methods generated by virtual user transactions. They show
you the transaction that generated each request.
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> J2EE & .NET Server Diagnostics Graphs: These graphs show you the

performance of all the requests and methods in the application you are
monitoring, without connection to any transactions. These include requests
generated by virtual user transactions and by real users.

To obtain data for these graphs, you need to activate the Mercury
Diagnostics Server before running the scenario or session step. When you set
up the Mercury Diagnostics Server online monitors, you specify the
sampling percentage of diagnostics data to include in the diagnostics
graphs.

Viewing J2EE & .NET Diagnostics in the Summary Report

274

The J2EE & .NET Diagnostics Usage section of the Summary report in
Analysis provides general information about scenario execution and a usage
chart for the J2EE & .NET Diagnostics and server request layers. This report
is available from the tree view or as a tab in the Analysis window.

Note: If you do not see diagnostics data on the Summary Report, check if
you are using a user-defined template. To view relevant data, choose a
different template from the list of templates, or create and apply a new
template. For more information about using templates, see “Using
Templates” on page 20.
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The J2EE /.NET Diagnostic Usage section breaks the individual transactions
and server requests into Web server activity (Servlets and JSPs data),
application server activity (JNDIs), and back-end activity of database
requests (JDBC methods and SQL queries), and provides the total usage time
for each transaction and request.

12EE/ .MET Diagnostics Usage

Top Transactons JZ2EE/.NET Diagnostics Layers Total ime (sec)
BunChain I Y 2,499,545
myPage i 138,252
enterSamplePartal | ] 80,869
ContentManagement [ ] 45,482
JumpToAdminPortal Ll 33,997
B eEsFPortlat M BEA. UserProfile
B crosswm DBE.JIDEC
B EE SessionBean Web, ISP
B web.Servlet ‘Web, Struts
Top Requests JZ2EE/.NET Diagnostics Layers E:::; time
fCallChainwebdpp/CallChain 1 2,502,043
fzampleportalfsarnple. portal [ | 275,255

| 48,724

[portalAppAdrnin/portal portal
com.mercurv-qa..callch.ain._gi_b.CSessionBean - StringBuffer 1 45,547
callMethods(String, String.int.boolzan]

Static Content

2,345

B BEL.Entitlernent B eEs Portlat

M BEA. UserProfile CrassWM

Hceoec EJB.SessionBean

B eI Lackup Web, ISP
Web,Servlet Web, Struts

To view server side transaction and server request diagnostics data from the
Summary Report:

In the J2EE/.NET Diagnostics Usage section of the Summary Report, click
the transaction or J2EE /.NET layer on which you want to perform
breakdown. The J2EE/.NET - Transaction Time Spent in Element graph or
J2EE/.NET - Server Request Time Spent in Element graph opens.

Clicking a transaction or server request displays the breakdown to layers
over time of the selected transaction or server request.

Clicking a layer displays the specific layer breakdown in the transaction or
server request.
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For more information on J2EE/.NET Diagnostics graphs, see “Viewing J2EE
& .NET Diagnostics Data” on page 276.

Viewing J2EE & .NET Diagnostics Data

276

The J2EE & .NET Diagnostics graphs provide an overview of the entire chain
of activity on the server side of the system. At the same time, you can break
down J2EE/.NET layers into classes and methods to enable you to pinpoint
the exact location where time is consumed. In addition, you can view
custom classes or packages that you set the J2EE/.NET probe to monitor. You
can also view the transaction chain of calls and call stack statistics to track
the percentage of time spent on each part of the transaction.

You can correlate the end user response time with the Web server activity
(Servlets and JSPs data), application server activity (JNDIs), and back-end
activity of database requests (JDBC methods and SQL queries).

Example Transaction Breakdown

The following graphs illustrate the breakdown of a transaction to its layers,
classes, and methods.



Chapter 16 * ]2EE & .NET Diagnostics Analysis Graphs

Transaction Level

The following figure displays the top level Average Transaction Response
Time graph. The graph displays several transactions: Birds, Bulldog,
Checkout, Start, etc.

Action_Tranzaction
Birdz

Bulldog
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Layer Level

In the following figure, the Start transaction has been broken down to its
layers (DB, EJB, JNDI, and Web). In J2EE/.NET transactions, the Web layer is
generally the largest.

Star:DB
StartEJE
StarkIMDI

HEE
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Class Level

In the following figure, the Web layer of the Start transaction has been
broken down to its classes.

~

Startw'eb:com. sun j2ee. blueprintz. petstore. co. .
Startweb: com. sun. j2ee. blueprints. tools. popul. ..
Start el jgvas zerlet hitp. HitpS ervlet

O Siatlehin et bong
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Method/Query Level

In the following figure, the weblogic.servlet.FileServlet component of the
Web layer of the Start transaction has been broken down to its methods.

Breaking Meazurement: ISlarl:Web:weblngic.servlet.FiIeServIet _I
J2EE/.NET - Time spent in Element

Average Response Time (seconds)

0030 01:00 01:30 0200 0230 0300 O%30 0400 0430
Elapsed scenario time mm:ss

Legend | Graph Detailsl [RE Nntesl Graph Datal Raw Datal

Color | Scale | Measurement | Graph Minimum | Aer.
. 1 Startweb:weblogic. servlet FileServiet findSour... | 0 0.01¢
. 1 Start\weboweblogic. zervlet FileServlet sendFile | 0.04 0.07"
1 Start'w'eb:wehlogic. servlet FileServiet service 1] 0.00:
Al . | 3|

Note: Some JDBC methods can invoke SQLs which can be broken down
further. In this case there is another level of breakdown, that is SQL
Statements. For the methods that can not be further broken down into SQL
statements when reaching this level of breakdown, you see NoSql.
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Cross VM Analysis

When a server request makes a remote method invocation, the J2EE & .NET
Diagnostics graphs display certain measurements relating to the classes and
methods involved in these requests. These measurements are displayed at a
layer, class and method level. The VM making the call is referred to as the
caller VM, and the VM that executes the remote call is the callee VM.

Cross VM Layer is a measurement that represents a dummy layer that
integrates the data from the remote classes and methods in server requests
that take place across two or more virtual machines.

Remote-Class is a measurement that represents a dummy class that
integrates the data from the remote methods in server requests that take
place across two or more virtual machines.

Remote-Class: Remote Method is a measurement that represents a dummy
method. Remote-Class: Remote Method measures the total time, call count,
exclusive latency, minimum and maximum values, standard deviation, and
so on of the methods that are executed remotely, relative to the caller virtual
machine.

Note: Since this data is measured on the caller virtual machine the exclusive
latency will include all of the time required for making the remote method
invocation such as network latency.
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Using the J2EE & .NET Breakdown Options

You can activate the J2EE & .NET breakdown options in any one of the
following ways:

» from the View menu

» by right-clicking on a transaction or server request and choosing the option
from the short-cut menu

» by clicking the button in the toolbar above the graph

Note: The breakdown menu options and buttons are not displayed until an
element (transaction, server request, layer) is selected.

To view server side diagnostics data:

1 From the Average Response Time graph, right-click a transaction line and
choose J2EE/.NET Diagnostics > Show Server Requests, or choose
View > J2EE/.NET Diagnostics > Show Server Requests. Alternatively, click
the Show Server Requests button in the toolbar above the graph.

o
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A new graph opens showing the breakdown of the selected transaction. The
name of the transaction is displayed in the Breaking Measurement box.

Breaking Measurement: Ipatient_ll:ngin:EJB.SessinnBean _l
JZEE/.NET - Transaction Time spent in Element

Showing - Average

0.9
0.33 4
0.3
0.73 4
0.7
063 4
0.5
0.33 4
0.5
0.43 4
0.4
0.33 4
0.3
0.23 4
0.2
013 4
0.1
0.03 4

o

Average Hesponse Time (seconds)

o032 0104 01:36 0208 0240 0312 0344 04
Elapsed scenatio time mm:ss

You can view the full SQL statement for a selected SQL element by choosing
Show measurement description from the Legend tab right-click menu. The
Measurement Description dialog box opens displaying the name of the
selected measurement and the full SQL statement.
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Note: If there is no URI in the SQL, URI-None appears in front of the full
measurement description in the Measurement Description dialog box.

To view transaction properties for the breakdown measurement, click the
Lol Breaking Measurement button. To disable this feature, choose View >
Display Options, and clear the Show Breaking Measurement check box.

2 At this point, you can select a displayed element and use the J2EE/.NET
Diagnostics menu or buttons to do the following:

> Break the data down to a lower level by doing one of the following:

e Select View > J2EE/.NET Diagnostics > Break down the server request
L to layers, or click the measurement breakdownbutton in the toolbar
above the graph.

Note: The option in the J2EE/.NET Diagnostics menu, and the tool tip
of the measurement breakdown button, vary according to the
element that you want to break down. For example, when you select a
server request, the menu option and tool tip are Break down server
request to layers.

e Select View > J2EE/.NET Diagnostics > Show VM, or click the
Show VM button in the toolbar above the graph. This breaks the data
down to the application host name (VM).

=
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» Return to a previous level by doing one of the following:

o Select View > J2EE/.NET Diagnostics > Undo Break down the server
request to layers, or click the Undo <Measurement Breakdown>button
in the toolbar above the graph.

Note: The option in the J2EE/.NET Diagnostics menu, and the tool tip
of the measurement breakdown button, vary according to the
element whose breakdown you want to undo. For example, when you
select a layer, the menu option and tool tip are Undo break down
server request to layers.

o Select View > J2EE/.NET Diagnostics > Hide VM, or click the Hide VM
button in the toolbar above the graph.

» Display the chain of call or call stack statistics in the measurements tree

window: Drag the orange time line on to the graph to the time specifying
the end of the period for which you want to view data, and choose
View > J2EE/.NET Breakdown > Show Chain of Calls, or click the

Show Chain of Calls button in the toolbar above the graph.

Note: A measurement that is broken down in the Average Method
Response Time in Transactions graph will be different from the same
measurement broken down in the J2EE/.NET - Transaction Time Spent in
Element graph. This is because the J2EE/.NET - Average Method Response
Time in Transactions graph displays the average transaction time,
whereas the J2EE/.NET - Transaction Time Spent in Element graph
displays the average time per transaction event (sum of method
execution time).
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Viewing Chain of Calls and Call Stack Statistics

You can view the chain of calls for transactions and methods. The chain of
calls answers the question “Whom did I call?”

You can also view the call stack statistics for methods. Call stack statistics
answer the question “Who called me?”

Chain of call and call stack statistics data are shown in the measurements
tree window. The title of the window changes depending on which kind of
data you are viewing.

To set the point to which the measurements tree window relates, you must
drag the orange time line to the desired spot.

To view transaction call chains, right-click a component and choose
J2EE/.NET Breakdown > Show Chain of Calls. The Chain of Calls window
opens displaying the chain of calls from the parent transaction downwards.

To view method statistics, in the Chain of Calls window right-click a
method and choose Show Method Chain of Calls or Show Method Call
Stack Statistics.

The Chain of Calls Windows

You use the Chain of Calls window to view the components that the
selected transaction or method called. In the following figure, all the calls in
the critical path of the Start server-side transaction are displayed.

Transaction chain of calls =]
J{t n | [ 7 Properties J i Calumns | Vi tin 2 | Save to %ML File |

ITransaction - Start. Time Range - 7:40:45 PH - 7:40:54 PM [Scenario time: 00:071:02 - 00:01:10 [kh: rmm: z2]] J

EI@ Start [Client]

E@ Start [Server] 100.0 1 0160
E1-4® FileSerdst service 56.2% 5.2 el 0003
LR FileServiet findSource  22.2% 125 3 0.001
4B FileServlet sendFile 77.8% 437 33 0.002
(142 HitpServlet sarvice 43.8% 438 2 0.035

| 1+

Froperties I
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Note: Each red node signifies the most time consuming child of its parent.

You use the Call Stack Statistics window to view which components called
the selected component. In the following figure, the FileServlet.service was
called by Start (Server), which was called by Start (Client), and so on, down
to the transaction at the bottom of the chain.

»@ Start [Server)
(=i Start [Client]
4 Action_Tranzsaction [Client)
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Understanding the Chain of Calls Window

o Switch to Method Chain of Calls: When the call stack statistics data is
displayed, displays the method chain of calls data (only if the root is a

method).
= Switch to Method Call Stack Statistics: When the method chain of calls data
is displayed, displays the method call stack statistics data (only if the root is
a method).
L Show Method Chain of Calls: Displays the Chain of Calls window.
it Show Method Call Stack Statistics: Displays the Call Stack Statistics window.
Properties: Hides or displays the properties area (lower pane).
258 Columns: Enables you to select the columns shown in the Calls window. To

display additional fields, drag them to the desired location in the Calls
window. To remove fields, drag them from the Calls window back to the
Columns chooser.

The following columns are available in the Chain of Calls window:

Column Description

Measurement Name of the method, displayed as
ComponentName:MethodName. In the case of a
database call, query information is also displayed.
The percent shown indicates the percentage of calls
to this component from its parent.

% of Root Method Percentage of the total time of the method
from the total time of the root tree item.

No of Calls Displays the amount of times this transaction or
method was executed.

Avg Response Time Response time is the time from the beginning of
execution until the end. Average response time is
the total response time divided by the number of
divided by the number of instances of the method.

STD Response Time The standard deviation response time.
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Column

Description

Min Response Time

The minimum response time.

Max Response Time

The maximum response time.

% of Caller Displays the percentage of method time in relation
the parent method time.
Total time Displays the total method execution time,

including the child execution time.

The following columns are available in the Call Stack Statistics window:

Column

Description

Measurement

Name of the method, displayed as
ComponentName.MethodName. In the case of a
database call, query information is also displayed.
The percent shown indicates the percentage of calls
to this component from its child.

% of Root Method

Percentage of the total time of the transaction (or
method) from the total time of the root tree item.

No. of Calls to Root

Displays the amount of times this transaction or
method was executed.

Avg Time Spent in Root

Time spent in root is the time that the sub-area
spent in the root sub-area/area/transaction.

Average Time Spent in Root time is the total time
spent in the root divided by the number of
instances of the method.

STD Time Spent in Root

The standard deviation time spent in the root.

Min Time Spent in Root

The minimum time spent in the root.

Max Time Spent in Root

The maximum time spent in the root.

% of Called

Displays the percentage o method time in relation
the child method time.

Total Time Spent in Root

Displays the total method execution time,
including the child execution time.
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M
il

Expand All: Expands the entire tree.

Collapse All: Collapses the entire tree.

Expand Worst Path: Expands only the parts of the path on the critical path.
Save to XML File: Saves the tree data to an XML file.

Method Properties Area: Displays the full properties of the selected method.
SQL Query: Displays the SQL query for the selected method. (For Database
only.)

Viewing J2EE to SAP R3 Remote Calls

The Remote Function Call (RFC) protocol in SAP allows communication to
take place between SAP J2EE and SAP R3 environments. When remote calls
take place between SAP J2EE and SAP R3 environments, Analysis displays
information about the RFC functions, including the name of each function.

You view information about RFC functions by breaking down the SAP R3
layer. You can view the RFC function information in a graph display or in
the Chain Of Calls window.

To view RFC function information in a graph display:

1 Go to the J2EE/.Net Diagnostics Usage section of the Summary Report. Next
to the relevant transaction, click the color representing the SAP.R3 layer.

J2EE/.MET Diagnostics Usage

Top Transactions J2EE/.NET Diagnostics Layers Total ime (sec)
Action Transaction il JF 194,547
Wt

B oeaoBC B NDLLockup
M s4P.Portaltuthentication SAP.Portalauthaorization
B s4F.PortalCormponentsContantGeneration SAR.PortalCormponentsProfile
. SAPPortalComponentsResponse . SAPPortalComponentsRuntime

SAP.PortalRuntime SAPRZ

wab, Serulet

The J2EE/.NET - Transaction Time Spent in Element graph opens,
representing the SAP.R3 layer.

2 Right click the graph and choose J2EE/.NET Diagnostics > Break down the
class to methods.
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3 Break down the graph further by right clicking the graph and choosing
J2EE/.NET Diagnostics > Break down the method to SQLs.

The graph is broken down into the different RFC functions.

1
1 RFC - 40 0718 5.748
1 RFC-41 0.756 E.048
1 RFC - 42 0.747 4.454
1 RFC-42 4519 3E.155

4 To view the name of each RFC function, right click an RFC measurement in
the Measurement column in the graph legend and choose Show
measurement description.

The Measurement Description dialog box opens. The name of the RFC
function is displayed in the SQL box.

Measurement Description

HEXSS PEL_INIT PELME
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To view RFC function information in the Chain Of Calls window:

1 Go to the J2EE/.Net Diagnostics Usage section of the Summary Report. Next
to the relevant transaction, click the color representing the SAP.R3 layer.

The J2EE/.NET - Transaction Time Spent in Element graph opens,
representing the SAP.R3 layer.

2 Right click the graph and choose J2EE/.NET Diagnostics > Show chain of
calls.

The Transaction chain of calls window opens. When you click any of the
RFC functions, in the Measurement column, the name of the function is
displayed in the lower pane in the RFC Name tab.
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J2EE & .NET Diagnostics Graphs
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The following J2EE & .NET Diagnostics graphs are available:

» J2EE/.NET - Transaction Response Time Server Side Graph

> J2EE/.NET - Average Method Response Time in Transactions Graph
» J2EE/.NET - Transaction Time Spent in Element Graph

» J2EE/.NET - Transactions per Second Graph

» J2EE/.NET - Method Calls per Second in Transactions Graph

» J2EE/.NET - Average Number of Exceptions in Transactions Graph
» J2EE/.NET - Average Number of Timeouts in Transactions Graph
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Note: To obtain data for these graphs, you must enable the Mercury
Diagnostics Server (from the Controller or Console) before running the
scenario or session step.

Setting Graph Filter Properties

You can filter the J2EE & .NET Diagnostics graphs so that the displayed data
is more suitable to your needs. You can filter using the following methods:

» Before opening a graph, enter filter criteria in the Graph Properties box
of the Open Graph dialog box. For more information, refer to the section
“Opening Analysis Graphs” in the Mercury LoadRunner Analysis User’s
Guide.

» From an open graph, enter filter criteria in the Filter condition fields in a
filter dialog box. For more information, refer to the section “Filtering and
Sorting Data” in the Mercury LoadRunner Analysis User’s Guide.

You can filter the J2EE & .NET Diagnostics graphs by the following fields:

Scenario Elapsed Time: Shows data for transactions that ended during the
specified time.

Transaction Name - J2EE/.NET: Shows data for a specified transaction.
Layer Name: Shows data for specified layers.
Class Name: Shows data for specified classes.

SQL Logical Name: Shows data for specified SQL logical names. Due to the
length of some SQL names, after you choose an SQL statement it is assigned
a "logical name." This logical name is used in the filter dialog, legend,
grouping, and other places in place of the full SQL statement. You can view
the full SQL statement in the Measurement Description dialog box

(View > Show Measurement Description).

Some JDBC methods have the ability to invoke SQL'’s (each method can
invoke several different SQL’s) so there is another level of breakdown which
is the SQL statements.
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Note: For the methods that do not have SQL statement when reaching this
level of breakdown you see NoSql.

J2EE/.NET - Transaction Response Time Server Side Graph

The J2EE/.NET - Transaction Response Time Server Side graph displays the
transaction server response time of transactions that include steps that cause
activity on the J2EE/.NET backend. The reported times, measured from the
point when the transaction reached the Web server to the point it left the
Web server, include only the time that was spent in the J2EE/.NET backend.

The x-axis represents elapsed time. The y-axis represents the average
response time (in seconds) of each transaction.

To break the displayed elements down further, see “Viewing J2EE & .NET
Diagnostics Data” on page 276.
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J2EE/.NET - Average Method Response Time in Transactions
Graph

The J2EE/.NET - Average Method Response Time in Transactions graph
displays the average response time for the server side methods, computed as
Total Method Response Time/Number of Method calls. For example, if a
method was executed twice by an instance of transaction A and once by
another instance of the same transaction, and it took three seconds for each
execution, the average response time is 9/3, or 3 seconds. The method time
does not include calls made from the method to other methods.

The x-axis represents elapsed time. The y-axis represents the average
response time (in seconds) per method.

To break the displayed elements down further, see “Using the J2EE & .NET
Breakdown Options” on page 282.
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J2EE/.NET - Transaction Time Spent in Element Graph

The J2EE/.NET - Transaction Time Spent in Element graph displays the
server response time for the selected element (layer, class, or method) within
each transaction.

The display of graph data is determined by the graph properties selected
when the graph was opened, as described in the following table:

gr);%l;:ti:z:“by LS The graph data is displayed like this

None Time spent in each transaction.

Transaction Filtered by transaction. Grouped by layer.
Transaction and layer Filtered by transaction and layer. Grouped by class.
Transaction, layer, and Filtered by transaction, layer, and class. Grouped by
class method.

For more information on filtering by graph properties, see “Setting Graph
Filter Properties” on page 293.

The time is computed as Total Response Time/Total Number of Transactions.
For example, if a method was executed twice by an instance of transaction A
and once by another instance of the same transaction, and it took three
seconds for each execution, the average response time is 9/2, or 4.5 seconds.
The transaction time does not include the nested calls from within each
transaction.
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The x-axis represents elapsed time. The y-axis represents the average
response time (in seconds) per element within the transaction.
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To obtain data for this graph, you must enable the J2EE & .NET Diagnostics
module (from the Controller or Console) before running the scenario or
test. For more information refer to Chapter 12, “Setting Up Diagnostics for
J2EE & .NET on LoadRunner 8.1” and Chapter 13, “Setting Up Diagnostics
for J2EE & .NET on Performance Center 8.1.”

You can break down the displayed elements. For more information, see
“Viewing J2EE & .NET Diagnostics Data” on page 276.

297



Part IV e Using Mercury Diagnostics for J2EE & .NET

J2EE/.NET - Transactions per Second Graph

The J2EE/.NET - Transactions per Second graph displays the number of
completed sampled transactions during each second of a scenario run.

The number of transactions included in the sample is determined by the
sampling percentage set in the Diagnostics Distribution dialog box in the
Controller (Diagnostics > Configuration).

The x-axis represents elapsed time. The y-axis represents the number of
completed sampled transactions per second.

[ [ P

N

To break the displayed elements down further, see “Using the J2EE & .NET
Breakdown Options” on page 282.
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J2EE/.NET - Method Calls per Second in Transactions Graph

The J2EE/.NET — Method Calls per Second in Transactions graph displays the
number of completed sampled methods during each second of a scenario
run.

The number of methods included in the sample is determined by the
sampling percentage set in the Diagnostics Distribution dialog box in the
Controller (Diagnostics > Configuration).

The x-axis represents elapsed time. The y-axis represents the number of
completed sampled methods per second.

To break the displayed elements down further, see “Using the J2EE & .NET
Breakdown Options” on page 282.
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J2EE/.NET - Average Number of Exceptions in Transactions
Graph

The J2EE/.NET - Average Number of Exceptions in Transactions graph
displays the average number of code exceptions per method, transaction, or
request that were monitored during the selected time range.

The x-axis represents elapsed time. The y-axis represents the number of
events.

To break the displayed elements down further, see “Using the J2EE & .NET
Breakdown Options” on page 282.
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J2EE/.NET - Average Number of Timeouts in Transactions Graph

The J2EE/.NET - Average Number of Timeouts in Transactions graph
displays the average number of timeouts per method, transaction, or request
that were monitored during the selected time range.

The x-axis represents elapsed time. The y-axis represents the number of
events.

To break the displayed elements down further, see “Using the J2EE & .NET
Breakdown Options” on page 282.
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J2EE & .NET Server Diagnostics Graphs

The following J2EE/.NET Server Diagnostics graphs are available:
J2EE/.NET - Server Request Response Time Graph

J2EE/.NET - Average Server Method Response Time Graph
J2EE/.NET - Server Request Time Spent in Element Graph
J2EE/.NET - Server Requests per Second Graph

J2EE/.NET - Server Methods Calls per Second Graph

J2EE/.NET - Average Number of Exceptions on Server Graph

Y Y Y Y Y Y Y

J2EE/.NET - Average Number of Timeouts on Server Graph

Note: To obtain data for these graphs, you must enable the Mercury
Diagnostics Server (from the Controller or Console) before running the
scenario or session step.

Setting Graph Filter Properties

You can filter the J2EE/.NET Server Diagnostics graphs so that the displayed
data is more suitable to your needs. You can filter using the following
methods:

> Before opening a graph, enter filter criteria in the Graph Properties box
of the Open Graph dialog box. For more information, refer to the section
“Opening Analysis Graphs” in the Mercury LoadRunner Analysis User’s
Guide.

» From an open graph, enter filter criteria in the Filter condition fields in a
filter dialog box. For more information, refer to the section “Filtering and
Sorting Data” in the Mercury LoadRunner Analysis User’s Guide.
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You can filter the J2EE/.NET Server Diagnostics graphs by the following
fields:

Scenario Elapsed Time: Shows data for requests that ended during the
specified time.

Server Request: Shows data for a specified request.
Layer Name: Shows data for specified layers.
Class Name: Shows data for specified classes.

SQL Logical Name: Shows data for specified SQL logical names. Due to the
length of some SQL names, after you choose an SQL statement it is assigned
a “logical name.” This logical name is used in the filter dialog, legend,
grouping, and other places in place of the full SQL statement. You can view
the full SQL statement in the Measurement Description dialog box

(View > Show Measurement Description).
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J2EE/.NET - Server Request Response Time Graph

The J2EE/.NET - Server Request Response Time graph displays the server
response time of requests that include steps that cause activity on the
J2EE/.NET backend. The reported times, measured from the point when the
request reached the Web server to the point it left the Web server, include
only the time that was spent in the J2EE/.NET backend.

The x-axis represents elapsed time. The y-axis represents the average time
(in seconds) taken to perform each request.

JZEE/.HET - Server Requests Response Time

0.32 4

0.3

0.23

0.26 4

0.24 4
0.22 1

Average Response Time (seconds)
=
=

0.03 4

0.06
0.04 4

0.02 -
P S
04 ) I“—Q = I_—‘_OT—O e

T T T T
000 01:00 0OX00 0300 0400 000 0600 0700
Elapsed scenario time mm:ss

To break the displayed elements down further, see “Viewing J2EE & .NET
Diagnostics Data” on page 276.
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J2EE/.NET - Average Server Method Response Time Graph

The J2EE/.NET - Average Server Method Response Time graph displays the
average response time for the server side methods, computed as Total
Method Response Time/Number of Method calls. For example, if a method
was executed twice by an instance of transaction A and once by another
instance of the same transaction, and it took three seconds for each
execution, the average response time is 9/3, or 3 seconds. The method time
does not include calls made from the method to other methods.

The x-axis represents elapsed time. The y-axis represents the average
response time (in seconds) per method.
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To break the displayed elements down further, see “Using the J2EE & .NET
Breakdown Options” on page 282.
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J2EE/.NET - Server Request Time Spent in Element Graph

The J2EE/.NET - Server Request Time Spent in Element graph displays the
server response time for the selected element (layer, class, or method) within
each server request.

The display of graph data is determined by the Graph Properties selected
when the graph was opened, as described in the following table:

If you filter by these e AT q 3

properties The graph data is displayed like this

None Time spent in each server request.

Server request. Filtered by server request. Grouped by layer.

Server request and layer Filtered by server request and layer. Grouped by
class.

Server request, layer, and Filtered by server request, layer, and class. Grouped

class by method.

For more information on filtering by graph properties, see “Setting Graph
Filter Properties” on page 293.

The time is computed as Total Response Time/Total Number of Server
Requests. For example, if a method was executed twice by an instance of
server request A and once by another instance of the same server request,
and it took three seconds for each execution, the average response time is
9/2, or 4.5 seconds. The server request time does not include the nested calls
from within each server request.
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The x-axis represents elapsed time. The y-axis represents the average
response time (in seconds) per element within the server request.
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To obtain data for this graph, you must enable the J2EE & .NET Diagnostics
module (from the Controller or Console) before running the scenario or
session step.

You can break down the displayed elements. For more information, see
“Viewing J2EE & .NET Diagnostics Data” on page 276.
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J2EE/.NET - Server Requests per Second Graph
The J2EE/.NET - Server Requests per Second graph displays the number of
completed sampled requests during each second of a scenario run.

The number of requests included in the sample is determined by the
sampling percentage set in the Diagnostics Distribution dialog box in the
Controller (Diagnostics > Configuration).

The x-axis represents elapsed time. The y-axis represents the number of
completed sampled requests per second.
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To break the displayed elements down further, see “Using the J2EE & .NET
Breakdown Options” on page 282.
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J2EE/.NET - Server Methods Calls per Second Graph

The J2EE/.NET - Server Methods Calls per Second graph displays the
number of completed sampled methods during each second of a scenario
run. The number of methods included in the sample is determined by the
sampling percentage set in the Diagnostics Distribution dialog box in the
Controller (Diagnostics > Configuration). The x-axis represents elapsed
time. The y-axis represents the number of completed sampled methods per
second.
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To break the displayed elements down further, see “Using the J2EE & .NET
Breakdown Options” on page 282.
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J2EE/.NET - Average Number of Exceptions on Server Graph

The J2EE/.NET - Average Number of Exceptions on Server graph displays the
average number of code exceptions per method that were monitored during
the selected time range.

The x-axis represents elapsed time. The y-axis represents the number of
events.
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To break the displayed elements down further, see “Using the J2EE & .NET
Breakdown Options” on page 282.
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J2EE/.NET - Average Number of Timeouts on Server Graph

The J2EE/.NET - Average Number of Timeouts on Server graph displays the
average number of timeouts per method that were monitored during the
selected time range.

The x-axis represents elapsed time. The y-axis represents the number of
events.

To break the displayed elements down further, see “Using the J2EE & .NET
Breakdown Options” on page 282.
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Web Service Support

This chapter describes the Web Service support in Mercury Diagnostics for
J2EE & .NET.

This chapter includes the following sections:

» About Web Service Support
» Writing VuGen Scripts for Web Service Support

About Web Service Support

The term Web Services describes self-contained applications that can run
universally across the Internet. Using Extensible Markup Language (XML)
and Simple Object Access Protocol (SOAP), the Web Services serve as
building blocks for the rapid development and deployment of new
applications.

Since all communication is in XML, Web Services are not limited to a
specific operating system or programming language. Web Services,
therefore, allow applications from various sources to communicate with
each other without extra coding and without intimate knowledge of each
other’s IT systems behind the firewall.

Mercury Diagnostics for J2EE & .NET Web Service support allows you to
view J2EE and .NET breakdowns of virtual transactions recorded in VuGen
scripts using the Web Service protocol. By looking at all the virtual
transaction views in Diagnostics for J2EE & .NET, you can tell which Web
service is the slowest, and you can analyze its performance problems.
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Using a Web Services VuGen script with Diagnostics requires installing the
Web Services patch on the Load Generator machine. The patch is located in
the Diagnostics CD Patches directory.

Note: Differentiation between Web services can be performed only by
defining relevant virtual transactions.

Writing VuGen Scripts for Web Service Support

To enable breakdown of Web Service transactions, in VuGen create a script
with a separate transaction for each Web Service that you want to monitor.
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Troubleshooting Diagnostics for J2EE &
.NET

This chapter describes how to solve problems that may occur when using
Diagnostics for J2EE & .NET. It includes:

» Component Installation Interrupted on a Solaris Machine

» Version Mismatch Between Diagnostics Commander and LoadRunner Add-
In

» J2EE Probe Fails to Operate Properly
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Component Installation Interrupted on a Solaris Machine

If a component installer on a Solaris machine is interrupted before it has
finished the installation, there is no option for automatically uninstalling or
reinstalling the component. You must manually clean up the partial
installation of the component before you can start the installation again. To
manually clean up after an interrupted installation:

1 Clean the installation directory.
2 Delete ~/vpd.properties and ~/vpd.patches.
3 Delete the Solaris directories: /var/sadm/pkg/IS* and /var/sadm/pkg/MERQ.
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Version Mismatch Between Diagnostics Commander and
LoadRunner Add-In

The version number of the Diagnostics Commander and the LoadRunner
Add-In must be the same. If they are not the same, you will see the
following error message when you view the Diagnostics Screens in the
LoadRunner Controller:

This version of the Mercury J2EE/.NET Diagnostics user interface,
<version_nbr>, may not be compatible with the Diagnostics Com-
mander version <version_nbr>. Please use the version of the user inter-
face which came with the Diagnostics Commander.

The versions may not match when the Diagnostics Commander and LR are
running on different host machines and you have upgraded the
Commander but have not upgraded the LoadRunner installation with the
new Diagnostics Add-In.

If you see this message, you must install the correct version of the
LoadRunner Add-in. See “Installing LoadRunner 8.1 and the LoadRunner
Diagnostics Add-in” on page 49.
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J2EE Probe Fails to Operate Properly

318

If the J2EE Probe does not operate properly, check whether the
ClassLoader.class file located in the folder
<probe_instal_dir>\classes\boot\java\lang\ was created during the
installation process.

If the file was not created, run the JRE Instrumenter to create it. See
“Running the JRE Instrumenter” on page 141.
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Using the System Health Monitor

This appendix describes how to use the System Health Monitor to review
the configuration of the Diagnostics for J2EE & .NET components and verify
that they are working properly.

This appendix contains the following sections:

Introducing the System Health Monitor

Accessing the System Health Monitor

Using the System Health Monitor

Drilling Down Into The System Health Monitor Map
Customizing the System Health Monitor Display
Creating and Using System Health Monitor Snapshots

Y Y Y Y Y Y Y

Interpreting Odd Situations Displayed on the System Health Monitor
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Introducing the System Health Monitor

The System Health Monitor provides you with a map of all of the
components of your Mercury Diagnostics for J2EE & .NET deployment and
gives you real-time status and health information for each component. At a
glance, you can determine which components are experiencing problems,
the load on each component, and the amount of data flowing between
components.

By drilling down into the System Health Monitor map, you can reveal the
details about the configuration, performance metrics, and processing logs
for the components. You can also find trouble shooting tips for handling
many of the issues that are revealed in the System Health Monitor map. In
many cases, the System Health Monitor will be your first and your only stop
when you need to know information about the components in your
Diagnostics Deployment and the machines that host them.

You can capture a snapshot of the System Health Monitor information in an
XML file so that you can share it with others who may be able to help you
diagnose the issues that you see on the map.

Accessing the System Health Monitor

322

You can access the System Health Monitor directly from your Web browser,
from Performance Center, or from the LoadRunner Controller.

To Access the System Health Monitor from your Web browser:

Enter the following URL into your browser:

http://<commander host>:<commander port>/registrar/health

The System Health Monitor opens in your browser.
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To Access the System Health Monitor from LoadRunner Controller:

1 Choose Diagnostics > Configuration from the menu bar in the Controller
Window. The Diagnostics Distribution dialog box opens.

2 In the Online and Offline Diagnostics section of the Diagnostics
Distribution dialog, click Configure. The J2EE/.NET Diagnostics
Configuration dialog box opens.

JZEE;/MET Diagnostics Configuration

probe_strap_593
O archer FamE

3 Click the Troubleshoot Diagnostics for J2EE/.NET connectivity link. The
System Health Monitor is displayed in a new browser window.
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To access the System Health Monitor from Performance Center:

1 In the Load Tests page, click the Diagnostics Tab and select the Enable
Diagnostics check box to enable Diagnostics.

2 In the Offline and Online Diagnostics section, click Configure to open the
J2EE/.NET Diagnostics Configuration dialog box.

=3 J2EE/ NET Configuration - Microsoft Internet Explorer

J2EEf.NET Configuration

¥ Enable 12EEf.MET Diagnostics

Selact LAN IDefaultL.ﬁ.N "I

Select Probes From LAN

I JavaProbeonNikieBuild352_obzolete2 niko
[ niko_2005_07_04 207.232.29.172

I_ patron_Z2005_06_27 patran. mercury. cao.il

[ There is = firewall betwean the mediator and the Controller,
Use the MI Listener for collating results,

I- Monitor Server Requests

Troubleshoot diagnostics for I2EE/.NET connectiviby

Ok | Cancel | Help |

3 Click the Troubleshoot Diagnostics for J2EE/.NET connectivity link. The
System Health Monitor is displayed in a new browser window.
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Troubleshooting Problems Accessing the System Health
Monitor

If you are unable to access the System Health Monitor verify that:

» You specified the correct machine name for the Commander host.

> You specified the correct port number for Commander communications.
The default port is 2006.

» The Commander was successfully started and is running on the host
machine.
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Using the System Health Monitor

Interpreting the System Health Monitor Component Map

When the System Health Monitor opens you see a map of your deployment
of the Diagnostics for J2EE & .NET system components.

System Health As Of May 16, 20%4 3BEPM PDT Graph Legend

Component Types
@ Probe
Mediator

’E} Commander

Diagnostics Server
Component/Link Health

Inactive
[
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Error

[

g ¥ |7 [reesieEd]
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| Auto-Refresh Enabled- Rate: '—A——— |IQ

The System Health Monitor component map is made up of the following:

» Icons that represent each of the diagnostics components that you have
correctly configured as part of your Diagnostics environment.

» The color of the component icon that indicates the health of the
component.

> A “wafer” behind the component icon that indicates the amount of load
that the component is processing.
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» Links between the component icons that indicate the state of the
communication links between components. The color of the link indicates
the amount of traffic between the components.

The Graph Legend to the right of the component map helps you to interpret
the information displayed in the component map:

Graph Legend

Component Types

/é Probe

,rf Iediator

L= Commander

%I Diagnostics Server

Component/Link Health
Inactive
- Good
Fair
Poor

Error

Idle Probes query the Commander for available Mediators on their LAN
every 90 seconds by default, and then try a handshake with each of the
Mediators. If one or more of the handshakes is not successful, the probe
turns red.

Similarly, the Commander turns red if it cannot reach any idle probe. The
default time period is 90 seconds.
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Controlling the Refresh of the System Health Monitor

By default, the System Health Monitor is configured to automatically refresh
the information displayed. You may change the frequency of the auto-
refresh or completely disable the auto-refresh feature. You may also request
a manual refresh at any time.

The controls on the System Health Monitor that are used to control the
refresh of the information displayed are shown below.

[¥] Auto-Refresh Enabled - Rate: = 1)

To disable the automatic refresh feature:

Toggle the Auto-Refresh Enabled check box so that it is not selected.
To enable the automatic refresh feature:
Toggle the Auto-Refresh Enabled check box so that it is selected.

To adjust the auto-refresh rate:

Slide the Rate slide control to the right to decrease the auto-refresh
frequency and to the left to increase the frequency.

To refresh the display manually:
Click the Refresh button located to the right of the slide bar.
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Drilling Down Into The System Health Monitor Map

The System Health Monitor deployment map gives you high level
information about your Diagnostics deployment and how well the
components are performing. It also provides several ways for you to drill
down into the components on the map to discover the details of the
configuration of the components and the performance of the components
as they process the loads.

» Mouse-over tool tips for each component provide you with basic status and
configuration information for the component.

» The Component Monitor Detail table list the processing metrics,
component configuration, and log messages for the selected component.
The Component Monitor Detail table can be accessed by double clicking on
a component icon or by navigating through the right-click menu for the
component.

» Troubleshooting Tips for each component are available through the right-
click menu for the component.

Viewing Component Status and Host Configuration Tool Tips

The status and the basic host configuration for a component can be revealed
by activating the tool tip for the component. To activate the tool tip for a
component, hold the mouse over the component icon until a tool tip is
displayed.

The following images are examples of the tool tips that are displayed for
each of the types of components.
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Commander Properties

. Type: commander
’ Status: good
P ID: supermediator

Host: chelan.performant.com

IFSUPEE|  port: 2005

Mediator Properties

The information in the tool tip for a mediator component includes a list of
the Probes that have been configured to work with the component.

==

Yoy : mediator
/[ probe-loads | Status: error h

ID: mediator-load-id
. Host: mediator-load-host
7| RpieBesioaaal Port: 2612

| Probe events per sec: 12187

Probe-1: probe-load1-id (2047)
Probe-2: probe-load2-id (0)
Probe-3: probe-load3-id (1518)
Probe-4: probe-load4-id (1946)
Probe-5: probe-load5-id (1682)
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Probe Properties

The information in the tool tip for a probe component includes the
Mediator that the Probe is working with, the mode that the probe has been
configured to work in.

Type: probe
Status: good
: ID: probe-loadi-id

BEvents per sec: 2047

Host: probe-load1-host

Instrumentation: auto_detect points

Mediator-1: mediator-load-host:2006

Mode: Topaz
Port: 2612
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Introducing the Component Monitor Detail Table

If you need more information about a component than what is provided in
the mouse-over tool tip, you may drill down further using the Component
Monitor Detail table. The Component Monitor Detail is divided into three

sections: Metrics, Configuration, and Log as described below.

Component Monitor - Metrics

The following is an example of the Metrics portion of the Component
Monitor detail table for a Mediator component.

#) Metric

BFM transactions

BPM transactions since launch

Diagnostics samples dropped

Diagnostics samples dropped since launch

Diagnostics samples published offline

Diagnostics samples published offline since launch 3023
Diagnostics samples published online 0
Diagnostics samples published online since launch 0
ELT count since launch 2851

Last update (commander time)

Load Runner transactions 0

Load Runner transactions since launch 3034

Probe events per sec 0 M
Probe events since launch 387210

Time skew

-14 sec (behind comumander)

Up time

2 day(s) 13 houns) 1 minute(s) 55 second(s)
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Component Monitor - Configuration

The following is an example of the Metrics portion of the Component
Monitor detail table for a Mediator component.

& configuration

Customer name Default Client

Diagnostics Server <unlmown=

Diagnostics Time Synch true

Host repp

IP Address 10.241.3.72

Install dir C:\Program Files\Mercury Interactive\Diagnostics\Mediator

LAN ID DefaultLAN

Log file-1 C:\Program Files\MWercury Interactive\Diagnostics\Mediator/log/mediator. log

Log file-2 C:\Program Files\Mercury Interactive\Diagnostics\Mediator/log/mediator-full log
Log file-3 C:\Program Files\hWercury Interactive\Diagnostics\Mediator/log/mediator-metrics. log
Log file-4 C:\Program Files\Wercury Interactive\Diagnostics\Mediator\log/mediator-system-properties. log
Log file-5 C:\Program Files\Mercury Interactive\Diagnostics\Mediator\logmediator. out

Log file-6 C:\Program Files\Wercury Interactive\Diagnostics\Mediator\logumediator. err

Port 2612

Supermediator http:/fissaquah. performant. com:2006/supermediator

System 286 Windows 2000 5.0 Service Pack 4 (en Cpl252)

URL http:/frepp:8081

Version 3.5.12.352

Component Monitor - Log

The following is an example of the Log portion of the Component Monitor
detail table for a Mediator component.

® Log
Mon Apr 25 10:53:37 FDT 2005 | SEVERE: Mediator closed bucket before VU data amrived.

Mon Apr 25 10:53:37 FDT 2005 | WARNING: The Super Mediator did not send Mediator it's VU information for time bucleet (Diagnos

Mon Apr 25 10:08:34 FDT 2005 (WARNING: Probe Medical JIEE 1 is dropping events. Details are logged at DEBUG level
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Accessing the Component Monitor Detail Table

There are two ways to access the Component Monitor Detail for a
component: through the right-click menu for the component and by double
clicking the component.

To view access the component monitor details from a component’s right-
click menu:

Right-click on a component icon to cause the popup menu for the
component to be displayed as shown in the following example:

View Troubleshooting Tips F

Hide Graph Legend

Show Load Using Scale

\iew Log History

Select menu item for the area of the Component Monitor detail that you
would like to see first. When the Component Monitor detail is displayed,
only the section of the table that corresponds to your menu selection will be
displayed.

To access the component monitor details:

Double click icon for the component to cause the Component Monitor
Detail table is displayed in a separate browser page. All three sections of
Component Monitor Detail are displayed.

Viewing Troubleshooting Tips
To view tips for troubleshooting problems with Diagnostics components:
In the right-click menu, choose View Troubleshooting Tips. Troubleshooting

information for the selected component is displayed.

Scan through the information displayed for the symptoms that you are
investigating to see if there is a recommended solution documented in the
troubleshooting tips.
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Viewing Log Information for the Whole System

You can view the log messages for all of the components in the System
Health Monitor on one screen.

To view log information for all the components:

1 Right-click the System Health screen (anywhere except a component). The
following menu is displayed:

\iew Troubleshooting Tips ¥

Hide Graph Legend

Show Load Using Scale

View Log History

2 Choose View Log History. The log for all component activity is displayed.

4 Log History

Component Monitor Update As Of Apr 22, 2005 10:35:29 PM PDT

TIME NODE ID LOG MESSAGE

Fri Apr 22 22:04:58 PDT 2005 | mediator-repp WARNING: Probe Medical J2EE 1 is dropping events. Details are logged at DEBUG leve

Fri Apr 22 21:59:31 PDT 2005 |mediator-issagquah | WARNING: 'Trust AL' security policy configured. No Certificates will be walidated.

Component monitor will auto-refresh with health display...
|Java Applet Window

Customizing the System Health Monitor Display

You can customize the way that information is displayed on the System
Health Monitor. The two configuration options are made available on the
right-click menu for the background of the System Health Monitor.

» Toggle the Graph Legend so that it is either displayed or not. The menu
option toggles between Hide Graph Legend and Show Graph Legend.

» Toggle the load indicator from the wafer that appears behind the
component icon to a bar scale that appears below the component icon. The
menu option toggles between Show Load Using Scale and Show Load Using
Circles.
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To display the component’s load on a bar scale instead of a wafer:

1 Right-click the System Health screen at any spot except where a component
icon is displayed. The following menu is displayed:

View Troubleshooting Tips F

Hide Graph Legend

‘ \iew Log History ‘

2 Choose Show Load Using Scale. The wafers are replaced by load bars
underneath the components. The length of the bar indicates the amount of
load on the component.

System Health As Of May 17, 2005 9:02:15 AM PDT

LZERSEL 7 e

Vi

| Auto-Refresh Enabled- Rate: —/——————— |I£)

The length of the bar indicates the amount of load on the component.
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Creating and Using System Health Monitor Snapshots

Exporting a Snapshot of the System Health Monitor

You may export the information displayed on System Health Monitor to an
XML formatted file so that you can share the information with others. This
is especially useful when you need help diagnosing a problem. The
information in the System Health XML file can be viewed in the XML
format or can be imported into any working copy of the System Health
Monitor.

Note: Remember that people who have access to the Commander host can
view the System Health Monitor directly using their web browser if you give
them the URL.

To export a System Health Monitor snapshot as an XML file:

1 If the System Health Monitor is not already displayed in a browser window,
enter the following URL in your Web browser:

http://<commander host>:<commander port>/registrar/xml

where <commander host> is the host of the Commander from which the
System Health snapshot is to be saved and <commander port> is the port
that the Commander is using to communicate. The default port is 2006.

2 Using the Save menu option in your Web browser, save the Web page to a
file. Be sure to use a name that will help you remember why you saved the
snapshot. For example. to remember that you took a snapshot a System
Health Monitor with a poor performing mediator you may want to name
the file sys_health_mediator_yyyymmdd.xml.
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Importing a Snapshot of a System Health Monitor

If someone gives you an XML snapshot of a System Health Monitor you can
view it from an existing System Health Monitor.

To import a System Health Monitor snapshot:

Copy the System Health snapshot file to a directory on the Commander
host machine.

Enter the following URL in your Web browser:
http://<commander host>:<commander port>/registrar/health?xml=<XML_file>

where <XML_file> is the path to the XML file on the Commander host
machine.

For example, if you copied sys_health_mediator_yyyymmdd.xml to the C:
drive on the Commander host and Commander host machine name is jake,
the URL might look like this:

http://jake:2006/registrar/health?xml=c:\sys_health_mediator_yyyymmdd.xml
The <commander port> by default should be 2006.

When the System Health Monitor is displayed in your Web browser, the
information will be from the imported XML file.



Appendix A e Using the System Health Monitor

Troubleshooting Using the System Health Monitor

Troubleshooting tips can be accessed directly from the System Health
Monitor as described in “Viewing Troubleshooting Tips” on page 334. The
information in these tips will help you to interpret and respond to the
information that is displayed on the System Health Monitor graph.

The following situations are some odd behaviors that are not explained in
the troubleshooting tips that you should be aware of.

Interpreting Odd Situations Displayed on the System Health
Monitor

Mediator

» Do not assign the same port number for the Mediator host machine to listen
for the Probe and to listen for the web server. When this is done, the
Mediator will fail to start the web server. Despite this failure, the Mediator
will be displayed on the System Health Monitor as healthy.
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Advanced Diagnostics Commander
Configuration

The following configuration instructions are intended for experienced users
with in-depth knowledge of this product. Please use caution when
modifying any properties for the Diagnostics components.

Adjusting the Heap Size for the Commander’s VM

The size of the heap can impact the performance of the Commander. You
should adjust the size of the heap based upon the number of probes that
will be sending data through the Commander. The default heap size is
384MB which is adequate for up to 20 probes. The following table lists the
recommended heap settings for various numbers of probes:

Number of Probes Recommended Heap Size (MB)
0 to 20 Probes 384 (default setting)
21 to 50 Probes 768
51 to 100 Probes 1400

The heap size is set in the <comander_install_dir>\dat\nanny
mediator.nanny file using the VM arguments:

-Xms384m -Xmx384m
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To adjust the Commander heap size:

Open the commander.nanny file that is to be edited. This file is located at:
<commander_install_dir>\launch_service\dat\nanny\commander.nanny
Replace the heap size specified in the -Xmx???m -Xms???ms option on the

start_<os> property that is appropriate for your system OS with the
recommend Heap Size.

start_nt="ProductDir\jre\bin\javaw.exe" -Xmx???m - Xms???m ...

Note: Both the -Xmx???m and the -Xms???m options must have the same
value for “???”.

For example if you were updating the heap size from the default settings to
the recommend heap size for 21 - 50 probes; before you modify this line in
the commander.nanny file it will look like this:

start_nt="ProductDir\jre\bin\javaw.exe" -Xms384m -Xmx384m "-
Dserver.dir=ProductDir" -Dsun.net.client.defaultRead Timeout=30000 -
Dsun.net.client.defaultConnectTimeout=30000 -Dcom.sun.management.jmxre-
mote -Xbootclasspath/a:"ProductDir\lib\loading.jar;ProductDir\etc" com.mer-
cury.opal.common.loader.ModuleLoader

After you modify this line in the commander.nanny file it will look like this:

start_nt="ProductDir\jre\bin\javaw.exe" - Xms768m —Xmx768m "-
Dserver.dir=ProductDir" -Dsun.net.client.defaultRead Timeout=30000 -
Dsun.net.client.defaultConnectTimeout=30000 -Dcom.sun.management.jmxre-
mote -Xbootclasspath/a:"ProductDir\lib\loading.jar;ProductDir\etc" com.mer-
cury.opal.common.loader.ModuleLoader
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Configuring the Commander for Multi-Homed Environments

The machines that host the Commander can be configured with more than
one Network Interface Card (NIC), and the Commander process listens on
all interfaces on its host machine. Some customer environments do not
allow applications to listen on all network interfaces on a machine. If this is
the case in your environment, follow these instructions to configure the
Commander to listen on specific network interfaces.

Modifying jetty.xml

The jetty.xml file has a section which defines the interfaces on which the
Commander is permitted to listen. By default, the jetty.xml file included
with the Commander has no listeners defined and the Commander listens
on all of the interfaces.

To configure the Commander to listen on specific network interfaces on a
machine:

1 Open the <commander_install_dir>/etc/jetty.xml file and locate the
following line:

<Configure class="org.mortbay.jetty.Server">

2 Add the following block of code after this line changing the <Set
name="Host">...... </Set> to contain the NIC's IP Address.

<Call name="addListener">
<Arg>
<New class="org.mortbay.http.SocketListener">
<Set name="Host">127.0.0.1</Set>
<Set name="Port"><SystemProperty name="jetty.port"
default="2006"/></Set>
<Set name="MinThreads">1</Set>
<Set name="MaxThreads">5</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
<Set name="ConfidentialPort">8443</Set>
<Set name="IntegralPort">8443</Set>
</New>
</Arg>
</Call>
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Repeat the previous step, adding a new copy of the block of code and setting
the IP Address for the NIC, for each interface on which the Commander is to
listen.

Make sure that the </Configure> tag follows the listener code for the last
NIC.

Note: Make sure that components that access the Commander can resolve
the host names of the Commander to the IP Address that you specity in the
jetty.xml file for the Host values. It is possible that some systems may resolve
the host name to a different IP address on the Commander host.
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Sample jetty.xml File

The following example shows the jetty.xml file for the Commander where
the Commander will listen on loopback and one IP address on the system.

e —————————
<l-- Configure the Jetty Server -->
2. S==================================================== -3
<Configure class="org.mortbay.jetty.Server">
4|--===============s====================S==SS==SS=S====== .3
<l-- Configure the Request Listeners -->

¢l|--===============s=========s===s===o==SS=SSSSSS=SS==SS .3
<Call name="addListener">

<Arg>

<New class="org.mortbay.http.SocketListener">
<Set name="Host">127.0.0.1</Set>
<Set name="Port"><SystemProperty name="jetty.port" default="2006"/></Set>
<Set name="MinThreads">1</Set>
<Set name="MaxThreads">5</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
<Set name="ConfidentialPort">8443</Set>
<Set name="IntegralPort">8443</Set>
</New>
</Arg>
</Call>
<-Listen on specific IP Address on this machine for incoming Commander calls->
<Call name="addListener">
<Arg>
<New class="org.mortbay.http.SocketListener">
<Set name="Host">10.241.3.109</Set>
<Set name="Port"><SystemProperty name="jetty.port" default="2006"/></Set>
<Set name="MinThreads">1</Set>
<Set name="MaxThreads">5</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
<Set name="ConfidentialPort">8443</Set>
<Set name="IntegralPort">8443</Set>
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</New>
</Arg>
</Call>

</Configure>
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Advanced Diagnostics Mediator
Configuration

Y Y Y Y Y Y Y Y Y

The following configuration instructions are intended for experienced users

with in-depth knowledge of this product. Please use caution when
modifying any of the Diagnostics component’s properties.

This appendix contains the following sections:

Configuring the Mediator for Large Installations

Tuning the Mediator Garbage Collection

Tuning the Mediator for a Smaller Installation

Overriding the Default Mediator Host Machine Name

Configuring the Mediator for Multi-Homed Environments

Reducing Mediator Memory Usage

LoadRunner / Performance Center Diagnostics Mediator Assignments
Using the Mediator Configuration Web Pages

Configuring the Mediator for the LoadRunner Offline file

347



Part V e Appendixes

Configuring the Mediator for Large Installations
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If you will be using a Mediator with more than twenty probes, it is
recommended that you make modifications to the default configuration of
the Mediator. The following sections provide instructions for making these
Mediator configuration modifications.

Adjusting the Probe Event Buffer Size

Each Mediator has a probe buffer that is used to reduce the effect that
temporary processing slowdowns on the Mediator have on the probe’s
processing. Without this buffer, the probes would react to the temporary
processing slowdowns on the Mediator by throttling more frequently. By
default, the Mediator’s probe buffer size is set to be 2MB per probe. The per-
probe buffer size for a Mediator is determined based upon the value of the
static Mediator property, probe.event.buffer.size which is located in the
<mediator_install_dir>\etc\mediator.properties file.

To determine the amount of memory that will be allocated for a Mediator’s
probe buffer, multiply the number of probes that are assigned to the
Mediator by the value of the buffer size property.

Total Probe Buffer Size for a Mediator = # of probes assigned to the mediator *
probe.event.buffer.size

To determine a reasonable probe buffer size:

1 Determine the probe's data rate (bytes/sec) from the Mediator metrics.

Multiply the probe data rate by the number of seconds of buffering that you
need.

Set the probe.event.buffer.size property, located in
<mediator_install_dir>\etc\mediator.properties, to the probe buffer size
that you calculated.
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Note: This buffer size does not guarantee that the probe will not be throttled
for this period of time since the VM may be blocked and unable to buffer
data when it becomes immediately available. However, the probe buffers
should be able to handle most of the minor delays.

Adjusting the Direct Buffer Allocation Limit

The Mediator attempts to allocate the probe buffers outside of the java heap,
using “direct” ByteBuffers. Ideally, there will be enough direct allocation
space available so that all of the probe buffers will be direct. However, each
VM has a limit to the amount of direct ByteBuffers that can be allocated.

If the Mediator is unable to allocate a direct buffer for the probe, it will fall
back on a heap-based “indirect” buffer.

The default limit for direct buffer allocations for the Sun 1.4.2 VM, which is
currently used by the Mediator, is 64MB. You should increase the direct
buffer allocations limit when the Total Probe Buffer Size will exceed 64MB.

To increase the direct buffer allocation limit:
Open the mediator.nanny file to be edited. This file is located at:

<mediator_install_dir>\dat\nanny\mediator.nanny

Add the following argument to the VM arguments on the start_nt line:

-XX:MaxDirectMemorySize=???M

Replace “???” with the number of megabytes that you want to allocate for
direct memory.
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Before you modify this line in the mediator.nanny file it will look like this:

start_nt=C:\Program Files\Mercury Interactive\Diagnostics\Media-
tor\jre\bin\javaw.exe-server -Xmx128m -Xms128m -XX:+UseAdaptiveSizePol-
icy -XX:+UseParallelGC -Dsun.net.client.defaultRead Timeout=30000 -
Dsun.net.client.defaultConnectTimeout=30000 -Xbootclasspath/a:"C:\Program
Files\Mercury Interactive\Diagnostics\Mediator\lib\loading.jar;C:\Program
Files\Mercury Interactive\Diagnostics\Mediator\etc" com.mercury.diagnos-
tics.common.loader.ModuleLoader

After you modity this line in the mediator.nanny file it will look like this:

start_nt=C:\Program Files\Mercury Interactive\Diagnostics\Media-
tor\jre\bin\javaw.exe*-server -Xmx128m -Xms128m -XX:+UseAdaptiveSizePol-
icy -XX:+UseParallelGC -XX:MaxDirectMemorySize=128M -
Dsun.net.client.defaultRead Timeout=30000 -Dsun.net.client.defaultConnect-
Timeout=30000 -Xbootclasspath/a:"C:\Program Files\Mercury Interactive\Diag-
nostics\Mediator\lib\loading.jar;C:\Program Files\Mercury
Interactive\Diagnostics\Mediator\etc" com.mercury.diagnostics.com-
mon.loader.ModuleLoader

Note: 32-bit VMs have a 4GB address space limit, so setting the
MaxDirectMemorySize value too high may cause the heap to be too small.
In this case, you can either use a 64-bit VM, if one exists for your platform,
or decrease the probe buffer size.

Adjusting the Heap Size

The size of the heap can impact the performance of the Mediator. If the
heap is too small you may experience problems with the Mediator
“hanging” for periods of time. If the heap is too large it is possible that the
Mediator will experience long garbage collection delays.

The default value for the heap size is 256MB. The heap size is set in the
<mediator_install_dir>\launch_service\dat\nanny mediator.nanny file
using the VM arguments:
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-Xmx256m -Xms256m -XX:+UseAdaptiveSizePolicy.

If you encounter problems with the mediator "hanging", you can increase
the heap size specified in the -Xmx256m -Xms256m options.

To adjust the Mediators heap size:

Calculate the amount of heap that the Mediator will need based upon the
configuration of the machine that is the Mediator host.

The heap size must be large enough to provide the room that the Mediator
needs to do its processing plus the amount of space that the indirect probe
buffers need.

» The amount of heap that the Mediator needs is about 384M.

» The amount of space that the indirect probe buffers need can be
calculated using the values calculated in the previous section as follows:

Indirect Probe Buffer Space = Total Probe Buffer Space -
MaxDirectMemorySize

For example, if the Total Probe Buffer Space needed was 128M and the
MaxDirectMemory Size was at the default of 64MB then the Indirect Probe
Buffer Space would be 64MB.

» The optimal heap size can be calculated as:
Optimal Heap Size = Amount of Heap the Mediator Needs + Indirect Probe
Buffer Space
For example, continuing the previous example, Optimal Heap Size =
384M + 64M = 428M

Open the mediator.nanny file that is to be edited. This file is located at:

<mediator_install_dir>\dat\nanny\mediator.nanny

351



Part V e Appendixes

352

3 Replace the heap size specified in the -Xmx???m -Xms???ms option on the

start_nt line with the Optimal Heap Size that you calculated:
-Xmx???m —-Xms???m -XX:+UseAdaptiveSizePolicy -XX:+UseParallelGC

Continuing the previous example; the current heap size, represented by
"?72?" is replaced with 428 Mb.

-Xmx428m —Xms428m -XX:+UseAdaptiveSizePolicy -XX:+UseParallelGC

Note: Both the -Xmx???m and the -Xms???m options must have the same
value for “??7”.

Before you modify this line in the mediator.nanny file it will look like this:

start_nt=C:\Program Files\Mercury Interactive\Diagnostics\Media-
tor\jre\bin\javaw.exe-server -Xmx256m -Xms256m -XX:+UseAdaptiveSizePol-
icy -XX:+UseParallelGC -Dsun.net.client.defaultRead Timeout=30000 -
Dsun.net.client.defaultConnectTimeout=30000 -Xbootclasspath/a:"C:\Program
Files\Mercury Interactive\Diagnostics\Mediator\lib\loading.jar;C:\Program
Files\Mercury Interactive\Diagnostics\Mediator\etc" com.mercury.diagnos-
tics.common.loader.ModuleLoader

After you modify this line in the mediator.nanny file it will look like this:

start_nt=C:\Program Files\Mercury Interactive\Diagnostics\Media-
tor\jre\bin\javaw.exe”-server -Xmx428m -Xms428m -XX:+UseAdaptiveSizePol-
icy -XX:+UseParallelGC -Dsun.net.client.defaultRead Timeout=30000 -
Dsun.net.client.defaultConnectTimeout=30000 -Xbootclasspath/a:"C:\Program
Files\Mercury Interactive\Diagnostics\Mediator\lib\loading.jar;C:\Program
Files\Mercury Interactive\Diagnostics\Mediator\etc" com.mercury.diagnos-
tics.common.loader.ModuleLoader
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Tuning the Mediator Garbage Collection

Under rare circumstances, the default Garbage Collector, ParallelGC, may
cause the Mediator to have long periods where it is non-responsive or does
not process Probe data. When this happens, it may trigger the Probe to
throttle the capture or to drop events. This problem most commonly occurs
when you are running LoadRunner / Performance Center with high Virtual
User loads.

There are several symptoms that will help you to identify this problem. The
most common situation occurs when the Mediator host is a parallel-
processor machine (either SMP or SMT). The investigation sequence should
be as follows:

» Notice that the Probe is throttling or dropping events.

» Check the health for the Commander and the Mediator on the System
Health Monitor and find that they are healthy.

» Check the CPU utilization for the Mediator host and notice that one of the
processors is near 100% while the other processors are almost at 0%.

If you encounter problems with the Garbage Collector interfering with the
performance of the Mediator you can adjust the VM arguments in the
mediator.nanny file that is located in the directory at
<mediator_install_dir>\dat\nanny\mediator.nanny.

To Tune the Mediator Garbage Collection:

1 Adjust the size of the Java Heap by replacing by replacing the heap size
specified in the -Xmx???m -Xms???m option as described in “Adjusting the
Heap Size” on page 350 to make sure that you have an adequate heap size.

2 Replace the —-XX:+UseParallelGC option added in the previous step with
-XX:+UseConcMarkSweepGC. This option will decrease the throughput
(events/sec) of the Mediator and will result in a constant throughput.
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After you have replaced the Aggressive Heap option in the mediator.nanny
file as instructed in the previous step, the mediator.nanny file will look like
this:

start_nt=C:\Program Files\Mercury Interactive\Diagnostics\Media-
tor\jre\bin\javaw.exe”*-server -Xmx428m -Xms428m -XX:+UseAdaptive-
SizePolicy -XX:+UseParallelGC -XX:MaxDirectMemorySize=128M -
Dsun.net.client.defaultReadTimeout=30000 -Dsun.net.client.defaultConnect-
Timeout=30000 -Xbootclasspath/a:"C:\Program Files\Mercury Interac-
tive\Diagnostics\Mediator\lib\loading.jar;C:\Program Files\Mercury
Interactive\Diagnostics\Mediator\etc" com.mercury.diagnostics.com-
mon.loader.ModuleLoader

After you replace the UseParallelGC option the mediator.nanny file it will
look like this:

start_nt=C:\Program Files\Mercury Interactive\Diagnostics\Media-
tor\jre\bin\javaw.exe*-server -Xmx428m -Xms428m -XX:+UseAdaptive-
SizePolicy -XX:+UseParallelGC —-XX:+UseConcMarkSweepGC -
XX:MaxDirectMemorySize=128M -Dsun.net.client.defaultReadTime-
out=30000 -Dsun.net.client.defaultConnectTimeout=30000 -Xbootclass-
path/a:"C:\Program Files\Mercury
Interactive\Diagnostics\Mediator\lib\loading.jar;C:\Program Files\Mercury
Interactive\Diagnostics\Mediator\etc" com.mercury.diagnostics.com-
mon.loader.ModuleLoader



Appendix C  Advanced Diagnostics Mediator Configuration

Tuning the Mediator for a Smaller Installation

The default Mediator configuration that is established when the Mediator is
installed assumes that the Mediator will be the only Mercury Diagnostics
Component running on the host machine and so will allocate roughly all of
the available memory on the machine to the Java heap. The Java argument -
Xmx???m -Xms???m -XX:+UseAdaptiveSizePolicy are the options that
trigger this memory allocation for the heap.

It is possible to run the Mediator on a machine that is also host to other
components for implementations with very light loads such as a for a POC.
If you are running the Mediator on the same machine as any of the other
Mercury Diagnostics components, you should adjust the size of the Java
Heap by replacing the -Xmx???m -Xms???m -XX:+UseAdaptiveSizePolicy
option as described in “Adjusting the Heap Size” on page 350. The
difference is that in the earlier instructions, the goal was to allocate a large
enough heap for optimal performance with a large installation. In this
section, you want to allocate a small enough heap to allow the other
components enough memory to function.

> Adjust the size of the Java Heap by replacing the heap size specified in the
-Xmx???m -Xms???m -XX:+UseAdaptiveSizePolicy option making sure to
make the -Xmx???m parameter small enough so that the other components
on the machine have enough memory to function.

» Since this configuration is for an implementation that will have a very light
load, we recommend that you also decrease the probe buffer size to 512k
(524288).

355



Part V e Appendixes

Overriding the Default Mediator Host Machine Name

356

In situations where a firewall or NAT is in place or where your Mediator host
machine has been configured as a multi-homed device, it may not be
possible for the Commander to communicate with the Mediator using the
host name that was assigned when the Mediator was installed. The
registered_hostname property allows you to override the default host
machine name that the Mediator uses to register itself with the Commander.

To override the default host machine name for a Mediator set the
registered_hostname property located in
<mediator_install_dir>/etc/mediator.properties to an alternate machine name
or IP Address that will let the Commander communicate with the Mediator.

This is the host name that is passed to the Probes that are involved in a
LoadRunner / Performance Center scenario that allows them to
communicate with the Mediator.
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Configuring the Mediator for Multi-Homed Environments

The machines that host the Mediator can be configured with more than one
Network Interface Card (NIC), and the Mediator process listens on all
interfaces on its host machine. Some customer environments do not allow
applications to listen on all network interfaces on a machine. If this is the
case in your environment, follow these instructions to configure the
Mediator to listen on specific network interfaces.

Setting the Event Hostname

You should set the event.hostname property if the Mediator host machine
has multiple network interfaces and you want to specify the hostname that
the Mediator will listen on.

This property can be found at:
<mediator_install_dir>/etc/mediator.properties
Uncomment the property, event.hostname and specify the hostname value.

By default, the event.hostname property is not set. This means that the
Mediator will listen on all hostnames.

Modifying jetty.xml

The jetty.xml file has a section which defines the interfaces on which the
Mediator is permitted to listen. By default, the jetty.xml file included with
the Mediator has no listeners defined and the Mediator listens on all of the
interfaces.

To configure the Mediator to listen on specific network interfaces on a
machine:

1 Open the <mediator_install_dir>/etc/jetty.xml file and locate the following
line:

<Configure class="org.mortbay.jetty.Server">
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2 Add the following block of code after this line changing the <Set

name="Host">...... </Set> to contain the NIC’s IP Address.

<Call name="addListener">
<Arg>

<New class="org.mortbay.http.SocketListener">
<Set name="Host">127.0.0.1</Set>
<Set name="Port"><SystemProperty name="jetty.port" default="2006"/></Set>
<Set name="MinThreads">1</Set>
<Set name="MaxThreads">5</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
<Set name="ConfidentialPort">8443</Set>
<Set name="IntegralPort">8443</Set>

</New>
</Arg>
</Call>

3 Repeat the previous step adding a new copy of the block of code and setting

the IP Address for the NIC for each interface on which the Mediator is to
listen.

Make sure that the </Configure> tag follows the listener code for the last
NIC.

Note: Make sure that components that access the Mediator can resolve the
host names of the Mediator to the IP Address that you specify in the
jetty.xml file for the Host values. It is possible that some systems may resolve
the host name to a different IP address on the Mediator host. See
“Overriding the Default Mediator Host Machine Name” on page 356 for
more information.
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Sample jetty.xml File

The following example shows the jetty.xml file for the Mediator where the
Mediator will listen on loopback and one IP address on the system.

<l-- Configure the Jetty Server -->
<!-- e e e
<Configure class="org.mortbay.jetty.Server">
<!--::::::::::::::::::::::::::::::::::::::::::::::::::::: -—->
<l-- Configure the Request Listeners -->

<!--:::::::::::::::::::::::::::::::::::::::::::::::::::: -—->
<Call name="addListener">

<Arg>

<New class="org.mortbay.http.SocketListener">

<Set name="Host">127.0.0.1</Set>
<Set name="Port"><SystemProperty name="jetty.port" default="2006"/></Set>
<Set name="MinThreads">1</Set>
<Set name="MaxThreads">5</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
<Set name="ConfidentialPort">8443</Set>
<Set name="IntegralPort">8443</Set>

</New>

</Arg>

</Call>

<-Listen on specific IP Address on this machine for incoming Commander calls->
<Call name="addListener">
<Arg>
<New class="org.mortbay.http.SocketListener">
<Set name="Host">10.241.3.109</Set>
<Set name="Port"><SystemProperty name="jetty.port" default="2006"/></Set>
<Set name="MinThreads">1</Set>
<Set name="MaxThreads">5</Set>
<Set name="MaxldleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
<Set name="ConfidentialPort">8443</Set>
<Set name="IntegralPort">8443</Set>
</New>
</Arg>
</Call>
</Configure>
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Reducing Mediator Memory Usage

360

The Transaction Timeout Period is a safety mechanism that is used to
prevent the mediator from using excessive amounts of memory because it is
holding on to old data for too long. The mediator holds on to all of the
information that it receives for a transaction until it receives the ELT for the
transaction, which tells the mediator the transaction is complete. The
timeout period for a transaction is reset each time that the mediator receives
data for the transaction. If the machine that the commander is running on
is overloaded (CPU is heavily loaded or there are too many transactions per
second for it to handle), or if there are network connectivity issues between
the Load Generators and the commander, the mediator may not receive the
ELT that lets it know when a transaction has ended. If the ELT is not
received by the time that the transaction timeout period expires, the
mediator will assume that the ELT is not coming and go ahead and process
the data for the transaction and free up the memory that the transaction
data was using.

The correlation.txn.timeout property sets the duration of the transaction
timeout period. If you are experiencing out of memory conditions in the
mediator you may want to reduce the transaction timeout period so that the
mediator will give up waiting for the end of a transaction sooner. Use
caution when adjusting the value of this property because multiple probes
may be sending data to the mediator, and a active transaction may be idle in
one mediator, so setting this two low could cause problems. It is
recommended that if you need to reduce the value of this property that you
set it to 30s more than the longest transaction in your load test.
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LoadRunner / Performance Center Diagnostics Mediator
Assignments

Default Mediator Assignment

When a LoadRunner / Performance Center run is started, the Commander
selects the Mediators to be used by the Probes during the run. Each Probe
receives one Mediator assignment. The Commander assigns a Mediator to a
Probe based on the Logical LAN ID and a least-used basis. For each Probe,
the Commander determines which Mediators are active and have the same
Logical LAN ID. The Commander then selects the Mediator that has been
assigned to the fewest probes.

This least-used Mediator is started and its information is passed to the Probe.
If the Mediator fails to start, the Commander checks the next least-used
Mediator. The Probe receives the assigned Mediator information and
connects to the Mediator for the run.

Advanced Mediator Assignment

There are two different methods for changing the default Mediator
assignments for Probes.

Direct Assignment

When you use the Direct Assignment method, you create a mapping file
that allows you to override the Mediator assignment for a Probe. This is
useful when you have a Probe that produces much more data than the other
probes in a run and you want to make sure that a Mediator that has been
installed on a more powerful machine processes the events from that Probe.

To change the Mediator Assignment for a Probe using the Direct Assignment
method create a file called mediator_assignment.properties in the
<commander_install_dir>\etc directory on the Commander host machine.

The format of the mediator_assignment.properties file is:

<id> = <mediator.id>

» Replace <id> with the ID of the probe.

» Replace <mediator.id> with the ID of the mediator.
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The mediator_assignment.properties file is dynamically read at the start of
each LoadRunner / Performance Center run. This means that changes made
to this file become effective without having to restart the Commander.

Multiple Assignment

The Multiple Assignment method should only be used in extreme cases
where a single Mediator is not able to handle the output from a Probe. The
capabilities of the Mediator make it extremely unlikely that this situation
will occur.

To change the default Mediator assignment for a probe using the Multiple
Assignment method:

Change the value of the multiple_mediator_per_probe property in the
<commander_install_dir>\etc\webserver.properties file to “true”. When this
property is set to “true” the Commander is instructed to assign all active
Mediators with the same Logical LAN ID to the Probe. The Probe will
connect to each of the Mediators and send data distributed evenly to those
Mediators.

Note: Changes to this property value will not take effect until you restart the
Commander.

Using the Mediator Configuration Web Pages
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The Mediator Configuration Web pages provide a way for you to set the
property values that control how the Mediator communicates with the
other diagnostic components and how it processes the data that it receives
from the probes.

Note: To ensure that you are entering valid property values you should use
these Web pages to update the Mediator properties instead of editing the
property files directly.
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To access the Mediator configuration Web pages:

Access the Mediator Configuration Web pages on the Mediator host
machine using the following URL:

http://<mediator_host_name>:8081/configuration/

The Mediator Configuration Main Menu is displayed as shown below.

Address I@j http:/flocalhost: 8081 fconfiguration j |

Mame Description

Custormer Infarmnation Properties that are used to configure the custarner information for the mediator,

Component Communications Properties that are used to configure how the mediator communicates with the other diagnaostic components,

Properties that are used to configure the rules that the mediator will apply when trimming transactions,

Transaction Trirnrning

Mernory Diagnostics
Loggin Configure log files and logging details,

Properties that configure the way that the mediator will handle memary diagnostics

Show Advanced Options

Mediator Wersion: 3.3.12.0 Build: 84

Each menu option is a link to a page where you may update a group of
related properties:

e Customer Information
e Component Communications

Transaction Trimming

Memory Diagnostics

Logger
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Viewing Advanced Mediator Configuration Options

At the bottom of most of the Mediator Configuration pages is a link that
will cause additional configuration options to be displayed on the page.
These options are Advance Options that you should only update with
guidance from your Mercury Customer Support representative.

Note: Do not manipulate the Advance Options without the guidance of
your Mercury Customer Support representative.

To display the Advanced Mediator Configuration Options:

1 Click the Show Advanced Options link at the bottom of the page.

The list of options on the page will be updated to include the Advanced
Configuration options and the link with toggle to Hide Advanced Options.

To hide the Advanced Mediator Configuration Options:

1 Click the Hide Advanced Options link at the bottom of the page.

The list of options on the page will be updated so that the Advanced
Configuration options are no longer available and the link will toggle to
Show Advanced Options.

Modifying Mediator Properties
To modify the Mediator properties:

Select menu item for the properties that you wish to update.
Review the properties that are displayed and revise any values that should
be updated.

Click Submit to save your changes.

Note: To cancel any pending changes click Reset All at any time prior to
clicking Submit.
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4 A message appears at the top of the page to indicate that your changes were
saved.

For the Component Communications and the Transaction Trimming
properties, a message reminding you to restart the Mediator is also
displayed, along with a convenient Restart Mediator button. The property
changes will not take effect until you restart the Mediator.

Note: If you have other changes to make to the Mediator properties, you
should finish making all of your changes before restarting the Mediator.

Note: Do not restart the Mediator while a run is in progress.

For the Logging properties, it is not necessary to restart the Mediator;
however it may take up to a minute for your changes to be applied.

Address IE:I http: fflocalhost 8081 fconfiguration/Component-+Communications j

Changes were successfully saved.

Y'ou must restart for yvour configuration changes to take eﬁ‘e®|

Component Communications
Name value Description

CGoemmander URL [hecpedfmetizi2006/re;  The web address for the Diagnostics Commander.

LaM Identifiar IThisLan The logical LAN ID for the mediatar,
Probe Data Port |2612 The mediator port where it recieves event data from the probe,
Mediatar Webzerver Part ISDEI The port where the mediatar liskens for HTTP requests from the Disgnostics Commander,

Submit | Resetall |

Show Advanced Options

Mediatar Version: 3,2,12.0 Build: 94
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Configuring the Mediator for the LoadRunner Offline file

366

For each Load Runner scenario or Performance Center test that is run, the
Mediator produces a file that is needed for LoadRunner Offline analysis
which contains the J2EE data captured during the scenario. The size of this
file can grow to be quite large. You must ensure that you have enough disk
space to hold the LoadRunner Offline file on both the Mediator host
machine where the file is stored temporarily while the scenario is running
and the Load Runner controller host machine where the file is stored when
the scenario has ended.

Estimating the Size of The LoadRunner Offline File

Estimating the size of the offline file is highly dependent upon the data that
is being captured and the rate at which the data is captured.

To estimate the size of the LoadRunner offline file:

Run a load test for 5 minutes and monitor the size of the offline file created
by the Mediator when Load Runner scenario is started.

Locate the offline file on the Mediator host machine in
<mediator_install_dir>/data/<newest directory>. The offline file has an
extension of “.inuse”.

After 5 minutes note the size of the offline file.

3 Extrapolate the size of the offline file after one hour by multiplying the size

4

of the offline file from the previous step by 12.

Determine the anticipated size of the offline file at the end of your load test
by multiplying the one hour file size calculated in the previous step by the
number of hours that you expect your actual load test to run.

Determine if the Mediator host machine and the Controller host machine
have enough disk space to accommodate the anticipated offline file size.
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Reducing the Size of the LoadRunner Offline File

If you are concerned about the size of the offline file, you can reduce the file
size by increasing the Mediator’s offline aggregation periods. This will
reduce the level of granularity in the offline data and thus reduce the size of
the offline files.

The default settings for these properties are “5s” (S seconds) which causes
the Mediator to aggregate all data into 5 second time slices. Increasing the
value of these properties will make the offline file smaller because fewer data
points are required to be stored when the aggregation period is longer. For
example, increasing the offline aggregation period properties to “45s”
should reduce the file size by roughly 50-75%.

Note: The impact on the size of the offline file size that will be achieved by
adjusting the offline aggregation period is highly dependent upon the
behavior of your application and the specifics of your load test

Use the following steps modify the Mediator offline aggregation period
properties bucket.lr.offline.duration and bucket.lr.offline.sr.duration in
<mediator_install_dir>/etc/mediator.properties.

To reduce the size of the offline files by increasing the Mediator offline
aggregation periods:

Ensure that the Mediator is not participating in any active LoadRunner /
Performance Center runs. This is necessary because the Mediator must be
restarted before the property changes described in the following steps will
take effect.

Access the Mediator Configuration Page from your browser by navigating to
the following URL:

http://<mediator_hostname>:8081/configuration/Aggregation?level=60

Increase the Offline VU Aggregation Period by increasing the setting for the
Load Runner / Performance Center Offline VU Aggregation Period property.
The value of this property must be a multiple of 5. For example set it to
1145577'

367



Part V e Appendixes

368

4 Increase the Offline Server Request Aggregation Period by increasing the

value of the Load Runner / Performance Center Offline Server Request
Aggregation Period property. The value of this property must be a multiple
of 5. For example set it to “45s”.

Update the Mediator with the revised property values by clicking Submit at
the bottom of the page.

A message will appear at the top of the page to indicate that the changes
were saved along with a reminder to restart the Mediator. As a further
reminder the Restart Mediator button is displayed.

For more information on updating property values from the Configuration
Page and a screen image showing the command buttons see “Modifying
Mediator Properties” on page 364.

To cause the configuration changes to take effect restart the Mediator by
clicking Restart Mediator.



Advanced )2EE Probe and Application
Server Configuration

This appendix provides instructions for configuring the application server
and the J2EE Probe using the properties and settings that have been
provided for situations that require more advanced configurations.

It contains the following sections:

Configuring the J2EE Probe for Various Mercury Products

Setting the J2EE Probe Product Mode Properties

Configuring the J2EE Probe and Application Server for Deep Diagnostics
Unconfiguring the Probe for a Product

Configuring the Application Server for Allocation Capture

Specifying Layers to Instrument

Controlling Automatic Method Trimming

Controlling J2EE Probe Throttling

Configuring a Probe With a Proxy Server

Y Y Y Y Y Y Y Y Y'Y

Specifying Probe Properties as Java System Properties

369



Part V e Appendixes

Configuring the J2EE Probe for Various Mercury Products
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Overview

The J2EE Probe is a lifecycle probe that can be can be used to monitor your
applications from development through implementation and production.
The same Probe can be used with multiple Mercury products to enable you
to understand and improve the performance of your applications. The
product mode property is used to indicate the product for which the Probe
has been configured.

The Product Mode is set at the time that you install the J2EE Probe when
you selected the application that the Probe was going to work with. (See
Chapter 8, “Installing the Mercury Diagnostics Probe for J2EE.”) To enable
the J2EE Probe to capture data with different Mercury products you must
configure the product mode of the Probe.

AC Product Mode- Mercury Diagnostics Profiler
For Mercury Diagnostics Profiler the Product Mode is AC.

Note: If you would like to use the J2EE Probe with other Mercury Products
in addition to the Mercury Diagnostics Profiler, contact Mercury Customer
Support.

AM Mode- Application Management

When configured in AM mode, the J2EE Probe will work with Mercury
Business Availability Center 5.0 (BAC). A Probe can run in stand-alone AM
mode or it can be configured so that it will also be able to gather the
additional metrics for Mercury Deep Diagnostics.

AD Mode- Application Diagnostics

When configured in AD mode, the J2EE Probe will work with LoadRunner
8.1 and Performance Center 8.1. A Probe can run in stand-alone AD mode or
it can be configured so that it will also be able to gather the additional
metrics for Mercury Deep Diagnostics.
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DD Mode - Deep Diagnostics

Mercury Deep Diagnostics for J2EE does not include a probe in its
installation; instead, it uses the J2EE Probe installed with Mercury’s
LoadRunner 8.1, Performance Center 8.1 or BAC 5.0. The J2EE Probe must
be configured to work with Mercury Deep Diagnostics for J2EE. A Probe can
run in stand-alone DD mode or it can be configured to so that it will also be
able to gather additional metrics for the AM mode or the AD mode.

Note: AM and AD modes are mutually exclusive. The probe can only
capture data for one of these modes at any given time. Both AM and AD can
be configured to include the Deep Diagnostics mode.

Setting the J2EE Probe Product Mode Properties

Note: If you installed a Probe for use with the Mercury Diagnostics Profiler
and would like to use the J2EE Probe with other Mercury Products in
addition to the Mercury Diagnostics Profiler, contact Mercury Customer
Support. The instructions that follow will not work for a Probe installed for
the Mercury Diagnostics Profiler without intervention from Mercury
Customer Support.

Note: The following discussion provides the instructions for updating the
Probe properties by editing the property files. It is strongly recommended
that you update the properties using the Mercury Configuration Utility. See
“Reconfiguring a Probe” on page 158 for information on setting the Product
Mode, Commander Host Name, and Commander Port Number using the
Configuration Utility.
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The Product Mode for the J2EE is configured using the active.products
property which can be found in the property file:

<probe_install_dir>\etc\probe.properties

The following is an image of the probe.properties file showing the
active.products property. The comment above the property explains the
possible combinations of values that can be set. In this example, the
active.products property is set to “AD,DeepDiagnostics” which means that
the Probe is configured to work with LoadRunner / Performance Center 8.1
and Deep Diagnostics.

[That is, the probe can only report to AM or AD, not bhoth)

#

# The products that this probe should report to.

#

# Fozszible walues are:

#

# Deepliagnostics (for DD standalaone)

# LN (for AM/Topaz)

H AD (for AD/LoadRunner/Performance Center)
# LM, Deepliagnostics jwhen using DD and LM simultaneously)
# AD,Deeplhiagnostics [when using DD and AD simultansously)
#

#

#

active.products=L4D, Deepliagnostics

For each product mode there are additional properties and settings that
must be configured in addition to the active.products property. The
following sections provide instructions for doing the configuration for each
product mode.

AM - Application Management Probe Settings

Note: Remember, that it is safer to make these changes using the
Configuration Utility. See the note on page 371
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1 Configure the Probe to register with the Commander.

One of the functions of the Commander is to keep track of the Diagnostics
components so that it can facilitate communications between them and
keep you informed about the status and health of the components.

To configure the Probe to register with the Commander, set host name and
the port using the registrar.url property which can be found in the property
file:

<probe_install_dir>\etc\dispatcher.properties

The following is an excerpt from the dispatcher.properties file showing the
registrar.url property:

## the URL of the registrar
registrar.url=http://host0l.company.com: 2006/ registrar/

2 Configure the Probe to connect to a Mediator.

The Probe must be able to transmit the processing metrics that it gathers to
the Mediator in order for the AD and AM Mercury products to be able to
receive, process, and display the reports. In AD, the Probe is assigned to a
Mediator by Diagnostics. In AM, you must tell the Probe which Mediator to
work with.

To configure the Probe to communicate with the Mediator, set host name
and the port using the mediator.host.name property and the
mediator.port.number property which can be found in the property file:

<probe_install_dir>\etc\dynamic.properties

The default Mediator port is 2612. If you set the Mediator port to a value
other than the default when you installed the Mediator, make sure to use
that same port number when you set the mediator.port.number property.

The following is an excerpt from the dispatcher.properties file showing the
these properties:

#the host the Topas mediator is running on
mediator.host . name=host0l. company. com

#the port the Topasz mediator is listening on (default is Z61Z)
mediator.port.nuber=zZ612
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3 Install the Diagnostics Server and Configure the Mediator to be able to

communicate with it.

The Diagnostics Server is a Diagnostics component that is required for AM
mode. See the Mercury Diagnostics for J2EE & .NET Business Availability
Center Edition Installation and User’s Guide for more information on
installing the Diagnostics Server.

AD - Application Delivery Probe Settings

Note: Remember that it is safer to make these changes using the
Configuration Utility. See the note on page 371.

Configure the Probe to register with the Commander.

See the instructions above for AM - Application Management Probe Settings
to set the registrar.url property.

Configure the probe’s Logical LAN ID.

The network traffic between the Mediator and the Probes is high volume.
For this reason, the Mediator and the Probes that communicate with it must
be located on the same LAN. The Logical LAN ID is not a physical LAN ID.
The value that you enter for the Mediator and each of the Probes that you
expect to be able to work with the Mediator must be exactly the same.

To configure the Logical LAN ID for the Probe, set the probe.lanid property
which can be found in the property file:

<probe_install_dir>\etc\dispatcher.properties

The following is an excerpt from the dispatcher.properties file showing the
probe.landid property:

### Product Specific Properties ###
HH# Lruba

probe. lanid=Defaul tLAN
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Configuring the J2EE Probe and Application Server for
Deep Diagnostics

2

4

Note: If you installed a Probe for use with the Mercury Diagnostics Profiler
and would like to use the J2EE Probe with other Mercury Products in
addition to the Mercury Diagnostics Profiler, contact Mercury Customer
Support. The instructions that follow will not work for a Probe installed for
the Mercury Diagnostics Profiler without intervention from Mercury
Customer Support.

Once you have installed and configured the probe to work in LoadRunner /
Performance Center 8.1, you can configure it to work with Deep
Diagnostics.

In the following instructions, <probe_install_dir> is the directory where the
probe is installed.

To configure the J2EE Probe and Application Server for Deep Diagnostics:

Ensure that you have installed the Deep Diagnostics (DD) System Under Test
agents on the application server machine. If the DD agent is not there, run
the Deep Diagnostics setup, and install the DD SUT.

When you install DD you are asked to provide the location of the
<probe_install_dir>. This information is used to update properties that DD
uses to contact the probe and to associate the probe with the application.

Verify that the Deep Diagnostics Server can see the installed DD agent by
looking at the global tab, under the host tree node in the Deep Diagnostics
Console.

Ensure that you have configured the J2EE Probe and Application Server as
described in Chapter 7, “Introducing J2EE Probe Installation and
Application Server Configuration.”

Locate the directory where the J2EE Probe was installed. In the following
instruction, the directory where the probe was installed is referenced as
<probe_install_dir>.
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5 Set the following properties in <probe_install_dir>/etc/capture.properties as

indicated:

> Set the timeserver.host property to the host name for the machine
where the Deep Diagnostics Server was installed.

> Set timer.synchronize.with.server.clock = false
> Set use.native.timestamps = true
Set the following properties in <probe_install_dir>/etc/probe.properties:

» Add “DeepDiagnostics” to the value of “active.products”. See the
instructions provided in the property files for the correct syntax.

To set the Product Mode for both LoadRunner / Performance Center and
Deep Diagnostics the property would be as follows:

active.products=AD/AM,DeepDiagnostics

> Set the “id” property in probe.properties to identify the J2EE Probe to
Deep Diagnostics. This value must exactly match the Application
Definition used to specify instrumentation in the Deep Diagnostics.

Note: If the J2EE Probe is used in Deep Diagnostics mode simultaneously
with AD or AM, and a different “id” for the probe is necessary for those
modes, you can specify the “deepdiagnostics.id” property in
probe.properties to indicate which Deep Diagnostics Application Definition
this probe is associated with.

Unconfiguring the Probe for a Product

376

The Product Mode for the J2EE Probe is configured using the
active.products property which can be found in the property file:

<probe_install_dir>\etc\probe.properties

For more information about the active.products property see “Setting the
J2EE Probe Product Mode Properties” on page 371.
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To configure the probe so that it will no longer support a product, update
the active.products property so that the product is no longer included in
the property value.

For example if a Probe has been configured for Deep Diagnostics and
LoadRunner / Performance Center the active.products property would be as
follows:

active.products=DeepDiagnostics,AD/AM

To reconfigure the Probe so that Deep Diagnostics would no longer be
included, remove the product from the property value:

active.products=AD/AM

Note: You can also update the Product Mode using the Mercury
Configuration Utility. For information about this utility, see Chapter 10,
“Configuring the Application Server and Probe Using the Configuration
Utility.”.

Configuring the Application Server for Allocation Capture

If you are going to use allocation capture, you must scope the capture to
reduce the number of events and you also may have to increase the size of
the permanent generation (perm gen) in the heap so that the capture will
work properly. Capturing everything from allocation tier can cause the VM
to crash if the perm gen is not sized properly.

The following example shows the setting the size of the permanent
generation to 64m.

-XX:MaxPermSize=64m
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Specifying Layers to Instrument

378

The instrumentation for the Probe is specified in the Capture Points file.
Instrumentation refers to assigning classes and methods to layers in the
Capture Points file. The Probe will gather performance metrics for the layers
that are included in the Capture Points file.

Diagnostics has created the default layers for the performance metrics based
upon the resources that are used to perform the processing for certain classes
and methods. These layers make it easier for you to isolate and identify the
areas of the system that may be contributing to performance issues. For
information on the layers that have been defined for Diagnostics see
“Diagnostics Layers” on page 9.

Note: The Capture Points file is named auto_detect.points and is located in:
<probe_install_dir>\etc\auto_detect.points

You may define custom layers by adding entries to the Capture Points files.
You may want to define custom layers for a class that contains J2EE/.NET
functionality that does not directly implement a J2EE./.NET component. Or,
you may wish to monitor a class that is of special interest to you in a
separate layer. To enable Diagnostics for J2EE & .NET to display custom
classes or packages, you must include entries for the custom classes in the
Capture Points file.

Modifying the Capture Points file

Note: These instruction only apply when using the J2EE Probe in the AM or
AD product mode. These instructions do not apply to the DD or AC product
mode.

The Capture Points file is used to configure the instrumentation of your
application. The Capture Points file is named auto_detect.points and is
located in:
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<probe_install_dir>\etc\auto_detect.points

To specify the layers that are to be displayed in the Capture Points file, enter
a key ‘layer=...” instrumentation definition for each layer. For example, to
specify that the Web.JSP layer should be displayed, you enter the following
line:

layer =Web.JSP

Following is an excerpt from a Capture Points file:

[JDBC-SQL]
keyword = jdbcsql

[JSP-_jspService]

jmmmmmm- implements HttpJspPage Interface --------------

class = javax.servlet.jsp.HttpJspPage

ignore_cl = weblogic.servlet.jsp.JspBase

method = _jspService

ignore_method = <clinit> ()V

signature = (Ljavax/servlet/http/HttpServletRequest;Ljavax/serv-
let/http/HttpServietResponse;)V

deep_mode = soft

layer =Web.JSP

[Servlet-all]

jmmmmmmmmmm e extends HttpServlet ---------------------

class = javax.servlet.http.HttpServlet

ignore_cl = javax.servlet.http.HttpServlet, weblogic.servlet.JSPServlet,
com.bea.netuix.servlets.manager.UlServlet, com.bea.netuix.servlets.man-
ager.PortalServlet, com.sap.engine.services.servlets_jsp.server.serv-
let.InvokerServlet, com.sapportals.portal.prt.dispatcher.Dispatcher
ignore_tree = org.apache.jasper.runtime.HttpJspBase

ignore_method = <clinit> ()V

method =1~

signature =1.*

deep_mode = hard

layer = Web.Servlet
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Controlling Automatic Method Trimming

380

The default configuration for the Probe includes settings that control the

trimming of methods. Trimming can be controlled based upon how long

the method takes to execute, which is known as latency, and by the stack
depth of the method call. The default configuration instructs the Probe to
trim both by latency and by depth.

You may want to reduce the level of trimming or turn off trimming
completely for certain diagnostics situations. You can control the trimming
using the “minimum.method.latency” and “maximum.stack.depth”
properties in <probe_install_dir>/etc/capture.properties.

Latency Trimming

Methods that complete with latency greater than or equal to the value of
the “minimum.method.latency” property will be captured and those that
complete with latency less than this limit will be trimmed to avoid
incurring the overhead for methods that are less likely to be of interest.

Because of threading and buffering behavior, partial information about a
method that was trimmed may be transmitted to the Mediator. When the
Mediator detects that it only received partial information for a method, it
issues a warning message. You should ignore this message unless your run
requires that the information for all methods be captured.

If the information for all methods must be captured, lower the value of the
"minimum.method.latency" property or set it to zero.

Note: The following should be considered when setting the
“minimum.method.latency” property:

The lower the value of the “minimum.method.latency” property the
greater the chance that the performance of your application will be
adversely impacted.
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» Depending upon your platform & whether native timestamps are being used
(use.native.timestamps = false), it may not be useful to specify this value in
increments of less than 10ms.

» For Am or AD capture, the throttle mechanism will automatically increase
this value if the mediator is unable to keep up with the number of events
being sent. For Deep Diagnostics, the throttle mechanism will automatically
increase this value if the probe is unable to write events out to the workload
log file fast enough. For more information on throttling, see “Controlling
J2EE Probe Throttling” on page 382.

Depth Trimming

Methods that are called at a stack depth that is less than or equal to the
value of the “maximum.stack.depth” property will be captured and those
that are called at a stack depth greater than this limit will be trimmed to
avoid incurring the overhead for methods that are less likely to be of
interest.

For example, if maximum.stack.depth is 3, and "/login.do" calls a() calls b()
calls c(), only /login.do, a, and b will be captured.

Note: The following should be considered when setting the
“maximum.stack.depth” property.

> Setting a low maximum.stack.depth can significantly reduce the overhead
of capture.

> In AM mode, it is not useful to have a maximum.stack.depth configured
higher than the mediator's depth trim (trimming.type=depth in
mediator.properties) which is not enabled by default.
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Controlling J2EE Probe Throttling

382

The default configuration for the J2EE Probe has been set to minimize the
performance impact of collecting diagnostics information. In addition, the
J2EE Probe is able to automatically scale back on the amount of information
that it captures when it detects that its processing has started to have a
negative impact on the performance of your application. The process for
scaling back the amount of information that the Probe captures is called
throttling.

The J2EE Probe throttles the amount of diagnostics information that it
collects by skipping over method calls that occur relatively quickly. The
probe determines exactly what “relatively quickly” means based upon the
amount of data that it is collecting. The skipped method calls can have a
duration that varies between the configured minimum latency trim value
which defaults to 51 milliseconds, and 6 seconds depending on the load.

The probe properties that are used to control the throttling are listed below.
These properties are found in <probe_install_dir>/etc/capture.properties.

> gentle.reserve.buffer.count

The gentle reserve buffers are temporarily allocated for workload spikes
while the load throttle measures are deploying. By default, the
gentle.reserver.buffer.count property is set to the same value as the
maximum.private.buffer.count property.

» hard.reserve.buffer.count

The hard reserve buffers are allocated for workload spikes when it is
determined that the gentle reserve buffering cannot keep up. By default
the hard.reserve.buffer count is set to the same value as the
maximum.private.buffer.count property.

» buffer.wait.time

The buffer.wait.time property is used to control the length of time that
the probe will wait for an event to be buffered. This property tells the
Probe what to do when all throttle attempts are exhausted and an event
cannot be buffered:

¢ -1 = indicates that the processing should wait for as long as it takes

e 0 =indicates that the event should be dropped immediately
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e # =indicates that the processing should wait for # milliseconds before
dropping the event

When you are using the J2EE Probe to monitor a production system,
allowing the Probe to automatically throttle is usually the preferred
behavior. However, when diagnosing some performance issues, you may
want to sacrifice the performance of your application so that you can be
sure that every diagnostic event is captured.

To configure the J2EE Probe so that it will not throttle you must edit the
following properties in the <probe_install_dir>/etc/capture.properties file:

» Set gentle.reserve.buffer.count to O
» Set hard.reserve.buffer.count to 0

» Set buffer.wait.time to -1

Note: When you are turning off throttling be sure to set all three of the
properties as instructed.

Configuring a Probe With a Proxy Server

There are two properties that are used tell the probe the url of the
Commander with which the Probe is to work. The property that you set
depends upon whether there is a proxy present or not.

» dispatcher.properties

The registrar.url property in
<probe_install_dir>\etc\dispatcher.properties is set when you install the
Probe. This is the Commander url that is to be used when there is a direct
connection.

> webserver.properties

In the presence of a proxy you must set the registrar.url property in the
<probe_install_dir>\etc\webserver.properties file to indicate the url of
the Commander.
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Specifying Probe Properties as Java System Properties

384

All of the J2EE Probe properties, except for those defined in the
dynamic.properties property file, may be specified as a Java System
properties on the startup command-line for the application server. This is
very useful when there will be more than one JVM using a single J2EE Probe
installation.

To specify a Probe property as a Java System property, pre-pend the letter
“D” and the first part of the properties file name to the property name. This
is best explained via some examples:

To set the “id” property in probe.properties from the startup command you
concatenate the “D” and “probe” from the property file name and then tack
on the name of the property that you are specifying, “id”:

-Dprobe.id=Someld

To set the “active.products” property in probe.properties from the startup
command you concatenate the “D” and “probe” from the property file
name and then tack on the name of the property that you are specifying,
“active.products”:

-Dprobe.active.products=AD,DeepDiagnostics

To set the “registrar.url=http://hostO1.company.com:2006/registrar/”
property in dispatcher.properties from the startup command you
concatenate the “D” and “dispatcher” from the property file name and then
tack on the name of the property that you are specifying, “registrar.url”:

-Ddispatcher.registrar.url=
http://host01.company.com:2006/registrar



Advanced .NET Probe Configuration

This appendix provides instructions for configuring the .NET Probe.
It Contains the following topics:

Automatically Discovering ASP.NET Applications
Customizing the Instrumentation for ASP.NET Applications
Restarting IIS

Elements Used in the Probe_config.xml File

Disabling Logging

Y Y Y Y Y Y

Overriding the Default Probe Host Machine Name

Automatically Discovering ASP.NET Applications

The .NET Probe installer attempts to detect the ASP.NET applications on the
machine where the Probe is installed and configures the Probe to capture
basic ASP/ADO/MSMQ workload for each of the ASP.NET applications
detected.

The .NET Probe installer discovers applications by inspecting the IIS
configuration and looking for virtual directory entries that might refer to
ASP.NET applications. In some instances, the ASP.NET applications may
have been installed in a manner that prevents them from being detected.
One reason that an ASP.NET application will be missed is when an ASP.NET
application has been installed as web directories instead of virtual
directories.
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After the .NET Probe has been installed, you can force the Probe to rescan
the IIS configuration if you have fixed ASP.NET application deployments or
installed additional ASP.NET applications. To force the Probe to rescan the
IIS configuration and update your probe_config.xml file use the command
Start > Mercury Diagnostics .NET Probe > Rescan ASP.NET Applications.

For each ASP.NET application that is automatically detected, the installer
creates an appdomain reference in the probe_config.xml file located in the
<probe_install_dir>/etc directory. Each of the appdomain references in the
probe_config.xml file contains reference to a points file. The referenced
points file is the application-specific points file that the installer created for
each detected application. The points file controls the workload that the
Probe will capture for each application. You can modity the points file to
capture application specific custom business logic.

Customizing the Instrumentation for ASP.NET Applications
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When the .NET Probe is installed, the ASP.NET.points file is created with the
standard instrumentation that is to be applied to all ASP.NET processing on
the monitored server. You may create custom instrumentation files to
capture the business logic that has been implemented through application
specific classes.

To let the .NET Probe know that you want to apply the custom
instrumentation to an application you must update the probe_config.xml
file so that the customized points file can be associated with the application.

To associate a customized points file with an application:

Create a points file with the instrumentation for the application specific
classes. To create a points file copy an existing points file in the
<probe_install_dir>/etc folder.
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Note: If the application was auto detected, a points file will already exist for
the application.

2 Customize the points file so that the Probe will capture custom business
logic for your applications.

The following example illustrates how to modify the points file so that the
Probe will capture IBuySpy custom code:

[IBuySpy Callee]

class = IBuySpy.*
method = 1.*

signature =

scope =

ignoreScope =

layer = Custom.|BuySpy

3 Add an <appdomain name> tag for the application and its points file to the
probe_config.xml file which is located in the <probe_install_dir>/etc
directory.

<appdomain name="your app name">
<points file="your app.points"/>
</appdomain>
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388

The following example illustrates this step. A custom points file has been
created for the MSPetsShop application. The file has been named
MSPetShop.points. The <appdomain name> tag for the application and the
points file has been added to the probe_config.xml file.

<?xml version="1.0" encoding="utf-8"?>
<probeconfig>
<id probeid="" lanid=""/>
<webserverportrange start="" end=""/>
<registrar url="http://localhost:2006/registrar"/>
<instrumentation>
<logging level="off" threadids="no"/>
</instrumentation>
<process name="ASP.NET">
<logging level="info"/>
<points file="ASP.NET.points"/>
<appdomain name="MSPetShop">
<points file="MSPetShop.points"/>
</appdomain>
</process>
</probeconfig>
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Restarting IS

After you have modified the instrumentation and configuration for the
Probe you must restart IIS. To restart IIS from the command line or from the
Start > Run dialog box, enter iisreset and hit return. This command will
restart the web publishing service but will not immediately start the Probe.

Your applications will be instrumented and the Probe will connect to the
Commander that you specified the next time that the application is run,
that is when a page is requested.

You can verify that the Probe is connected by opening a browser and
browsing to http://<CommanderHost>:<CommanderPort>/registrar. Click
on the 'View / Edit Registered Components' link and look for your
application listed in the Name column.

Note: ASP.NET is designed to restart applications under various
circumstances including when it has detected that applications have been
redeployed or when applications are exceeding the configured resource
thresholds.

When ASP.NET restarts an application that is being monitored by a .NET
Probe, the probe is deactivated and a new probe is started. While this is
happening, there may be a period of overlap where there are multiple Probes
simultaneously registered with the Commander and connected to the
Mediator. LoadRunner / Performance Center may report errors during the
application restart sequence.
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Elements Used in the Probe_config.xml File

390

The following table describes the elements that are used in the
probe_config.xml file:

<id> element

Attributes Valid Values Default Description
probeid Letters/ $(AppDomain) | Names the Probe used by
digits/ NET LoadRunner /
underscore/ Performance Center and
dash/ System Health
period
lanid DefaultLAN Defines the logical LAN
for this probe (used by
Commander and SH)
<modes> element
Attributes Valid Values Default Description
am true false Probe in AM mode
false
ad true true Probe in AD mode
false




<registrar> element
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Attributes Valid Values Default Description
URL Registrar URL. none URL to connect to
http:// registrar
<host>:
<port>/
registrar
delay number 1000 Number of milliseconds
to wait before registering
keepalive number 15000 Number of milliseconds
between keepalives
proxy URL of proxy none Registrar connection
proxy.
registered_host | string none Name of host to register
name as (external name for
firewall traversing)
<mediator> element
Attributes Valid Values Default Description
host host name none Name of mediator
port number 2612 Mediator port
block true/false false Block until mediator
connection established
<webserver> element
Attributes Valid Values Default Description
start number 35000 Starting port for
webserver
end number 35100 Ending port for
webserver
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<bufferpool> element

Attributes Valid Values Default Description

size number 65536 Size of each buffer

buffers number 512 Number of buffers in
pool

sleep number 1000 Number of milliseconds
between flush checks

expires number 1000 Number of milliseconds
before buffer expires

<lwmd> element
Attributes Valid Values Default Description
enabled true false Enables lwmd capturing
false

sample string 1m Sample interval
(h-hour/m-minute/
s-second)

autobaseline string 1h Auto baseline interval

growth number 15 Number of collections to
growth track

size number 15 Number of collections to
size track

include string none include

exclude string none exclude
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Attributes Valid Values Default Description
levell off off Sets the logging level for
info instrumentation
severe
warning
debug
threadids true false Include thread ids in log
false
<logging> elementl
Attributes Valid Values Default Description
level off off Sets the logging level for
info capture
severe
warning
debug
<points> element
Attributes Valid Values Default Description
file string none Name of instrumentation
points file
<sample> element
Attributes Valid Values Default Description
method percent percent Sets the sampling
count method
rate number 0 Sets the sampling rate for

percent type

393



Part V e Appendixes
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<trim><depth> element

Attributes Valid Values Default Description
enabled true false Enables depth trimming
false
depth number 10 Sets the depth for depth
trimming
<trim><latency> element
Attributes Valid Values Default Description
enabled true false Enables latency trimming
false
throttle true false Enables latency trimming
false throttling
min number 50 Minimum latency
threshold
max number 100 Maximum latency
threshold
increment number 10 Threshold increment
increment number 90
threshold
decrement number 40
threshold
<appdomain> element
Attributes Valid Values Default Description
name string none Name of the .NET

AppDomain setting
apply to
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<appdomain<logging> element
<appdomain><points> element
<appdomain><webserver> element
<appdomain><modes> element
<appdomain><registrar> element
<appdomain><mediator> element
<appdomain><sample> element
<appdomain><trim> element

<process> element

Attributes Valid Values Default Description

name string none Name of the process
settings apply
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<process><appdomain> element
<process><logging> element
<process><points> element
<process><webserver> element
<process><modes> element
<process><registrar> element
<process><mediator> element
<process><sample> element
<process><trim> element
<probeconfig><instrumentation> element
<probeconfig><id> element
<probeconfig><process> element
<probeconfig><logging> element
<probeconfig><webserver> element
<probeconfig><modes> element
<probeconfig><registrar> element
<probeconfig><mediator> element
<probeconfig><sample> element

<probeconfig><trim> element
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Disabling Logging

You can disable probe application logging by changing the logging tag of
the ASP.NET process section of the probe_config.xml file as shown in the
following example:

<process name="ASP.NET">
<logging level="off"/>
</process>

You can disable probe instrumentation logging by changing the logging tag
of the instrumentation section as shown in the following example:

<instrumentation>
<logging level="off" threadids="no"/>
</instrumentation>

Overriding the Default Probe Host Machine Name

In situations where a firewall or NAT is in place or where your Probe host
machine has been configured as a multi-homed device, it may not be
possible for the Commander to communicate with the Probe. The
registered_hostname property allows you to override the default host
machine name that the Probe uses to register itself with the Commander.

To override the default host machine name for a Probe, set the
registered_hostname attribute located in the .NET Probe <registrar> tag of
the probe_config.xml file to an alternate machine name or IP Address that
will let the Commander communicate with the Probe (for example,
<registrar url="http://fo0:2006/registrar” registered_hostname="bar’/>).
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Configuring Diagnostics Components to
Work with a Firewall

Y Y Y Y Y

This appendix describes the configuration steps that you must perform to
enable Mercury Diagnostics for J2EE & .NET to work correctly in an
environment where a firewall is present. This additional configuration is
required when the firewall separates the Probes and Mediator from the
Commander and the components of LoadRunner / Performance Center 8.1.

Note: The following configuration instructions should only be used by
experienced users with in-depth knowledge of Diagnostics for J2EE & .NET.
Please use caution when modifying any configuration settings for the
Diagnostics components.

The appendix includes the following sections:

Overview of Configuring Diagnostics for a Firewall
Collating Mediator Offline Files over a Firewall
Installing and Configuring the Mercury MI Listener
Configuring the Mediator to Work with a Firewall

Configuring LoadRunner and Performance Center to Work with Diagnostics
Firewalls
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Overview of Configuring Diagnostics for a Firewall

The diagram below shows a typical Diagnostics topology where a firewall
separates the Mediator and the Probe from the other Diagnostics and
LoadRunner components.

Port 443 HTTP or TCP T (\ .
MI Listener | - \:ﬂ Mediator
3
top Pod Z22F S
Port 50500 |
r
Port 2612
TCP
LoadRunner Q
Controller
S &
HTTP
I Poris
Port 2006 35000 - 35100
I L
I Ports 35000 - 35100 ‘\\|-. J2E|E SEJ'NET
Commander I HTTP o robas
=

Note: LoadRunner is used in this diagram for illustrative purposes. The same
information would apply to Perfomance Center.

You must configure your firewall to allow the Diagnostics components to
communicate with each other.

To configure your firewall to enable the communications between the
Diagnostics components open the ports that will:
» Allow HTTP requests from the Mediator to the Commander on port 2006.

» Allow HTTP requests from the Probe and the Mediator to the Commander
on port 2006.
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» Allow TCP requests from the Probe to the Mediator on port 2612.
» Allow HTTP requests from the Commander to the Mediator on port 8081.

» Allow HTTP requests from the Commander to the Probes on port 35000-
35100. The actual ports on which you must allow communications will
depend upon the port numbers that you enabled when you configured the
Probe and the number of instrumented VMs. See “Configuring the Probes
for Multiple Application Server Instances” on page 196 for information on
setting the Probe port range.

Note: In addition to the above topology, if you are using the LoadRunner
Analysis Tool to view offline J2EE results, see “Collating Mediator Offline
Files over a Firewall” to properly configure the Controller and the Mediators
for offline file retrieval.

Collating Mediator Offline Files over a Firewall

During a load test, the Diagnostics Mediator will generate an offline analysis
file on the Mediator host machine. LoadRunner / Performance Center
retrieves this file when it collates the results of a load test.

If your system has a firewall in between the Controller and the Mediator
involved in a load test, you must configure the Controller and Medjiator to
use the MI Listener utility to enable the transfer of the offline analysis file.
The MI Listener utility comes with LoadRunner / Performance Center and
should be installed on a machine inside your firewall as shown in the
following diagram.

ogical LAN - DefaultLA|

8- - BB

Mediator Java/ .NET Probe

M Listaner

LoadRunner Firewall
Controller
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To configure the Controller to access Mediators that are behind a firewall:

» Install and configure the Mercury MI Listener.
» Configure the Mediator to work with a firewall.

» Configure LoadRunner / Performance Center to work with a firewall.

Installing and Configuring the Mercury Ml Listener

The Mercury MI Listener component is the same component that is used to
serve Load Generators that are outside of a firewall. For more information
about how to configure the MI Listener for LoadRunner, refer to the Mercury
LoadRunner Controller User's Guide. For more information about how to
configure the MI Listener for Performance Center, refer to the Mercury
Performance Center System Configuration and Installation Guide.

Configuring the Mediator to Work with a Firewall
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Once you have installed and configured the Mediator as described in
Chapter 5, “Installing the Mercury Diagnostics Mediator,” you must

complete additional configuration steps so that the Mediator will be

permitted to work across a firewall.

Configuring the Mediator for a Firewall on a Windows Machine

Modity the <mediator_install_dir>\merc_asl\process.asl file. Add the
following lines:

nanny.exe=
nanny=
javaw.exe=
javaw=

Modify the
<mediator_install_dir>\launch_service\dat\nanny\mediator.nanny file.

» Locate the start_nt line:

start_nt="d:\Program Files\Mercury Interactive\Diagnostics\Mediator\jre\bin\
javaw.exe"-server -Xmx256m -Xms256m.....
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» Remove the quotes that surround the java.exe path and add the caret (")
after javaw.exe as shown below:

start_nt=d:\Program Files\Mercury Interactive\Diagnostics\Mediator\jre\bin\
javaw.exe?-server -Xmx256m -Xms256m .....

3 Modity the <mediator_install_dir>/etc/mediator.properties file.
» Uncomment the dispatcher.offline.locationprefix property.

> Set the value of the property to “C:/Documents and Settings/Default
User/Local Settings/Temp/MOfflineFiles” as shown in the following
example. Make sure that you use the correct drive letter and path for
your installation.

dispatcher.offline.locationprefix= C:/Documents and Settings/Default
User/Local Settings/Temp/MOfflineFiles

4 Launch the Agent Configuration by running
<mediator_install_dir>/bin/AgentsConfig.exe.

The Agent Configuration process opens the following dialog box opens:

o Agent Configuration E3
Settings.. |
" Enable Teminal Services

ok I Cancel | Help |

5 Select Enable Firewall Agent. The Settings button becomes enabled.
6 Click Settings. The Agent Configuration settings dialog box opens.
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7 In Value column of the MI Listener Name property, enter the host name or
IP address of the machine where the MI Listener was installed.

Agent Configuration

Dwer Firevaall Settings

Propert | Walue |A
M1 Listener Mame _
Local Machine Key
Connection Timeout {seconds) Z0

MI Liskener User Nare

M1 Liskener Password

Server Domain

- Connection Type
@ 1cp
= O HrTP

Prozy Mame
Prozy Park
Prozy User Marne
Prosxy Password j

r— MI Listener Name

The name, full name or I address of the redirection zerver

Ok I Cancel
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8 For the Local Machine Key property, enter the machine name of the
Mediator host.

Use the System Health Monitor to determine the machine name for the
Mediator host. For more information on the System Health Monitor, see
Appendix A, “Using the System Health Monitor.”

Click OK to close the setting dialog box.

Agent Configuration E2
Ower Firevall Settings
Propert | Walue |A
MI Liskener Marne miliskener . companyy .com

Local Machine Key zhukov lab, performant. com |
Connection Timeouk {seconds) 20

MI Liskener Lser Name

MI Liskener Password

Server Domain

- Connection Type
@ 1cp
=1 O HrTP
Prozy Mame
Prozy Pork
Prozy User Mame
Prowy Passwiord :I

— Local Machine Fey

A string identifier used to establizh a unique connection fron behind the firewall, via the k|
Listerer machine

ak I Cancel |

9 Click OK again to close the Agent Configuration dialog box.

o Agent Configuration E3
Settings... |
[ Enable Teminal Services

ok I Cancel | Help |
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10 The Restart Agent dialog box opens. Click OK to restart the Agent.

Restart Agent E

Agent muszt be restarted in order bo apply pour nevs settings.
Would you like ta restart the Agent now?

Cahicel |

11 Restart the Mercury Diagnostics Mediator service.

Configuring the Mediator for a Firewall on a Solaris Machine

See “Installing the Mediator on a UNIX Machine” on page 67 for
information on installing the Mediator on Solaris.

1 Modity the <mediator_install_dir>/merc_asl/process.asl file by adding the
following lines:

nanny.exe=
nanny=
java=

2 Modify the
<mediator_install_dir>/launch_service/dat/nanny/mediator.nanny file:

» Locate the start_nt line:

start_solv4= "/opt/Diagnostics/Mediator/jre/bin/java" -server -Xmx256m -
Xms256m.....

» Remove the quotes that surround the java path and add the caret ()
after java as shown below:

start_solv4= /opt/Diagnostics/Mediator/jre/bin/java’*-server -Xmx256m -
Xms256m.....

3 Modify the <mediator_install_dir>/dat/br_Inch_server.cfg file.

Change the value of the FireWallServiceActive property to 1.
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4 Modify the <mediator_install_dir>/etc/mediator.properties file.

» Uncomment the dispatcher.offline.locationprefix property.

Appendix F e Configuring Diagnostics Components to Work with a Firewall

> Set the value of the property file to “/tmp/MOfflineFiles” as shown in the
following example. The letter for your drive may be different but the

path to the directory must be the same.

dispatcher.offline.locationprefix= /tmp/MOfflineFiles

5 Run the following commands to launch the Agent Configuration utility:

export LD_LIBRARY_PATH=.

export M_LROOT=<mediator_install_dir>
cd $M_LROOT/bin

.Jagent_config

6 In the Agent Configuration Utility window, press 2, Change a Setting.

hash—2_@5%# .-sagent_config

Menu:
1. Show current settings.
2. Change a setting.

3.
4
5

Save changes and exit.

- Exit without saving.
. Use default values.

_[o[
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7 A list of settings appears.

Press 1 to select Ml Listener Name, and enter the machine name or IP

address of the MI Listener host.

Local Machine Key =

Gonnection Timeout (seconds)> = 28
Connection Type = TCP

Server lUser Name =

Server Password =

Server Domain =

Use Secure Connection ¢(8SL> = False
Check Server Certificates = None
. Uze Client Cer icate = False
. Private key password =

. Proxy Name =

. Proxy Port =

. Proxy User Mame =

. Proxy Passuword =

. Proxy Domain =

Enter number of setting to change or B to go back to menu.

8 Press 2 to select Local Machine Key, and enter the machine name of the
Mediator host as displayed in the Host: field on the System Health Monitor.

Use the System Health Monitor to determine the machine name for the
Mediator host. For more information on the System Health Monitor, see

Appendix A, “Using the System Health Monitor.”

MI Listener Mame = milistener.company.com
Local Machine Hey zhukovu . lab.performant.com
Connection Timeout {seconds> = 28
Connection Type = P

Server User Name

Server Passuword =

Server Domain =

Use Secure Connection (88L> = False

Check Server Certificates = Hone

. Use Client Certificate False

. Private key password =

. Proxy Hame =

. Proxy Port =

. Proxy User Mame =

. Proxy Password =

. Proxy Domain =

Show current settings.
Change a setting.

Save changes and exit.
Exit without szaving.
Use default values.

BEE
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9 Press 3, Save changes and exit, to complete the updates.

10 Restart the Mediator.

For more information about restarting the Mediator, see “To start a Mediator
on a Solaris machine:” on page 73 .

Configuring LoadRunner and Performance Center to Work
with Diagnostics Firewalls

After the MI Listener has been installed and your Mediator machines have
been configured, you must update the Diagnostics Configuration in
LoadRunner / Performance Center so that the application knows to use the
MI Listener when it is transferring the offline data from a Mediator that is
outside of a firewall. This section describes:

» Configuring LoadRunner to work with a Diagnostics firewall
» Configuring Performance Center to work with a Diagnostics firewall
To configure LoadRunner to work with a Diagnostics firewall:

1 From the LoadRunner Controller menu bar, select Diagnostics >
Configuration to open the Diagnostics Distribution dialog box.

2 Ensure that the Enable the following diagnostics check box is checked.
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3 In the Online and Offline Diagnostics section, click Configure. The

J2EE/.NET Diagnostics Configuration dialog box opens.

JZEE/ HET Diagnostics Configuration

b achkine M ame Frobe Mame

repp JZEE_Repp_MedRec

4 Select There is a firewall between the mediator and the Controller.

Specify the machine name of the MI Listener host in the Ml listener server
text box.

See “Setting Up Diagnostics for J2EE & .NET on LoadRunner 8.1” on
page 207 for more information about configuring LoadRunner to use the
Diagnostics components.

To configure Performance Center to work with a Diagnostics firewall:

In the Performance Center Administration Site, in the General Settings
page, go to the Firewall section and ensure that you have specified the IP
address of the MI Listener machine in the Firewall Diagnostics
Communicator box.

In the Performance Center User site, choose Load Tests > Create/Edit from
the left navigation menu to open the Load Test Configuration page.

Click an existing test that you want to configure in the Name (# of Runs)
column or click New Load Test.
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4 Click the Diagnostics Tab and ensure that the Enable Diagnostics check box
is checked.

5 In the Offline and Online Diagnostics section, click Configure to open the
J2EE/.NET Diagnostics Configuration dialog box.

; J2EE/ NET Configuration - Microsoft Internet Explorer

J2EEf.NET Configuration

¥ Enzble J2EE/MET Diagrostics

Seleck LAN IDefauItL.ﬂN -I

Select Probes From LAN

I JavaProbeonMikieBuild352_cbsolete? niko
| niko_2005_07_04 207.232.29.172

|- patron_2005_06_27 patron.mercury. co.il

¥ Thers iz = firewsll betwesn the mediator and the Controller,
Use the MI Listener for collating results,

I_ Monitor Server Reguests

Troubleshoot diagnostics for J2EE /.NET connectivity

[o]'9 | Cancel | Help |

6 Check There is a firewall between the mediator and the Controller.

See “Setting Up Diagnostics for J2EE & .NET on Performance Center 8.1” on
page 217 for more information about configuring Performance Center to
use the Diagnostics components.
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Configuring Diagnostics Components for
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This appendix describes the configuration steps that you must perform to
enable HTTPS communications between the Diagnostics for J2EE & .NET
components.

Note: The following configuration instructions are intended for experienced
users with in-depth knowledge of Diagnostics for J2EE & .NET. Please use
caution when modifying any configuration settings for the Diagnostics
components.

The appendix includes the following sections:

Configuring the Commander to Receive HTTPS
Configuring a Mediator to Communicate via HTTPS with the Commander
Configuring a J2EE Probe to Communicate via HTTPS with the Commander

Configuring a .NET Probe to Communicate via HTTPS with the
Commander

Configuring the Mediator to Receive HTTPS

» Configuring the Commander to Communicate via HTTPS with the

Mediator
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Configuring the Commander to Receive HTTPS

Note: The Diagnostics Commander cannot be accessed by Performance
Center via HTTPS

To configure the Commander for incoming HTTPS connections:

1 Generate the keystore in the <commander_install_dir>/etc directory using
the following command, replacing the strings between the "< >" with the
value requested. Remove the "< >" from the actual values you use:

<commander_install_dir>/jre/bin/keytool -keystore
<commander_install_dir>/etc/keystore -storepass <password> -alias
SERVER -genkey -keyalg RSA -keypass <password> -dname
"CN=<commander_hostname>, OU=Diagnostics, O=Mercury, L=Mountain
View, S=CA, C=USA" -validity 3650

Note: The value specified for the <commander_hostname> must be the
machine name for the commander host and not the IP address.

2 Generate the Commander public.key file using the following command,
replacing the strings between the "< >" with the value requested. Remove
the "< >" from the actual values you use:

<commander _install_dir>/jre/bin/keytool -keystore
<commander _install_dir>/etc/keystore -storepass <password> -alias SERVER -
export -rfc -file <commander_install_dir>/etc/public.key
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Note: The public.key file must be imported into the host machines of those
Diagnostics Components that will be accessing the Commander. The
instructions for importing the public.key for each Diagnostics component
are provided below

Generate an OBF password string using the following, replacing the strings
between the "< >" with the value requested. Remove the "< >" from the
actual values you use:

<commander _install_dir>/jre/bin/java -cp
<commander_install_dir>/lib/ThirdPartyLibs.jar org.mortbay.util. Password
<password>

Enable the Commander’s SSL listener in
<commander_install_dir>/etc/jetty.xml by uncommenting the SSL Listener
section.

By default the SSL Listener section in the jetty.xml file is commented out. To
uncomment the section, remove the “<!--SSL Listener” line from the
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beginning of the section and the “END SSL LISTENER -->" line from the end
of the section.

<l-- SSL LISTENER

<Call name="addListener">
<Arg>
<New class="org.mortbay.http.SunJsseListener">
<Set name="Port">8443</Set>
<Set name="PoolName">main</Set>
<Set name="Keystore"><SystemProperty name="jetty.nome" default="."/>/etc/keystore</Set>
<Set name="Password">__STORE_PASSWORD__ </Set>
<Set name="KeyPassword">__KEY_PASSWORD__ </Set>
<Set name="NonPersistentUserAgent">MSIE 5</Set>
<Set name="MinThreads">10</Set>
<Set name="MaxThreads">100</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
</New>
</Arg>
</Call>

END SSL LISTENER -->
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5 Replace the text "_ STORE_PASSWORD__"and"__KEY_PASSORD__"in
<commander_install_dir>/etc/jetty.xml with the OBF password string that
you generated in step 3.

For example, if the OBF password string that you generated was
“OBF:a2cx9yvqwe9zv”, the uncommnented SSL Listener section of the
jetty.xml file would look as shown below.

<Call name="addListener">
<Arg>
<New class="org.mortbay.http.SunJsseListener">
<Set name="Port">8443</Set>
<Set name="PoolName">main</Set>
<Set name="Keystore"><SystemProperty name="jetty.home" default="."/>/etc/keystore</Set>
<Set name="Password">0BF:a2cx9yvqwe9zv</Set>
<Set name="KeyPassword">OBF:a2cx9yvqwe9zv</Set>
<Set name="NonPersistentUserAgent">MSIE 5</Set>
<Set name="MinThreads">10</Set>
<Set name="MaxThreads">100</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
</New>
</Arg>
</Call>

6 You may need to enable the normal, non-SSL HTTP listener for the
Commander if your deployment involves the following situations:

» The Commander is being used with LoadRunner. LoadRunner cannot
connect to Commander using HTTPS.

» A Probe cannot connect to the commander using SSL. If a Probe is
running in a VM less than 1.4 or running without JSSE, the Commander
will need to have the non-SSL HTTP listener enabled.

Note: You are responsible for securing network communications so that
access to the non-SSL port is restricted to only the authorized systems.

Enable the Commanders non-SSL listener in <commander_install_dir>/etc/
jetty.xml by uncommenting the non-SSL Listener section.

By default the non-SSL Listener section in the jetty.xml file is commented
out.
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Note: If the non-SSL section is missing from the jetty.xml file you should
add the following immediately after the SSL section.

To uncomment the section delete the line "<!-- NON-SSL LISTENERS" from
the beginning of the section and the line "END NON-SSL LISTENER-->"
from the end of the section.

The following shows the non-SSL section of the jetty.xml file with the
comment lines still in place.

<I-- NON-SSL LISTENER

<Call name="addListener">
<Arg>
<New class="org.mortbay.http.SocketListener">
<Set name="Port">2006</Set>
<Set name="MinThreads">10</Set>
<Set name="MaxThreads">100</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
<Set name="ConfidentialPort">8443</Set>
<Set name="IntegralPort">8443</Set>
</New>
</Arg>
</Call>

END NON-SSL LISTENER -->
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The following shows the jetty.xml file with the comment lines
removed.so that the non-SSL listener will be activated.

< <Call name="addListener">
<Arg>
<New class="org.mortbay.http.SocketListener">
<Set name="Port">2006</Set>
<Set name="MinThreads">10</Set>
<Set name="MaxThreads">100</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
<Set name="ConfidentialPort">8443</Set>
<Set name="IntegralPort">8443</Set>
</New>
</Arg>
</Call>

7 To verify that you have updated the Commander configuration correctly:
» Start the Commander.

» Open your Web browser to http://localhost:2006 and verify that the page
successfully loads.

» Open your Web browser to https://localhost:8443 and verify that the
page loads.

The other Diagnostics components should now be able to connect to
Commander via HTTP or HTTPS.
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Configuring a Mediator to Communicate via HTTPS with
the Commander

To configure the Mediator to enable HTTPS communications with the
Commander:

1 Import the Commander's public.key into the Mediator JRE cacerts keystore.
The instructions for generating the Commander’s public.key can be found
in step 2 in “Configuring the Commander to Receive HTTPS” on page 414.

» Execute the following command on the Mediator host machine.
<mediator_install_dir>/jre/bin/keytool -import -file

<commander _install_dir>/etc/public.key -keystore <mediator
_install_dir>/jre/lib/security/cacerts -alias SERVER

> You will be prompted to enter keystore password. Enter the value:
changeit.

» You will be asked if the certificate should be trusted:
“Trust this certificate? [no]:” Enter the value: yes.
2 Set the following Mediator properties using the Mediator Configuration
Web page located using the following URL:

http://<mediator_host>:8081/configuration/Component+Communications

Note: These properties are stored in the property file,
<mediator_install_dir>/etc/mediator.properties. You should modify the
properties using the configuration Web pages in order to make sure that
your changes are made correctly.
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Configuration Page
Label

Property Value

Property

Commander URL

https://
<commander_hostname>:8443

commander.url

Diagnostics Server/
Commander Proxy Host

<commander_hostname>

dispatcher.server.delivery.url_host

Diagnostics Server/ 8443 dispatcher.server.delivery.url_port
Commander Proxy Port
Diagnostics Server/ https dispatcher.server.delivery.url_protocol

Commander Proxy
Protocol

Important! Make sure that the <commander_hostname> specified in the
property settings above EXACTLY matches the name specified in the "CN="
value when you created the Commander keystore in step 1 in “Configuring
the Commander to Receive HTTPS” on page 414. Also, ensure that both
values are machine names and not IP addresses.

If these values do not match or if you used an IP address instead of a
machine name, you will see error messages in the Mediator log file:

2005-04-14 22:36:30,727: WARNING event_listener EventListener.register[522]
: error registering with registrar at
RemoteHttpComponent@{https://localhost:8443/registrar}:
com.mercury.diagnostics.common.net.registrar.RegistrarException: error registering:
java.io.lOException: HTTPS hostname wrong: should be <localhost>

3 Start the Mediator. For instructions on starting the Mediator, See “Starting

and Stopping Mediators” on page 73.

4 Verify that the Mediator was properly configured.
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Check that the Mediator icon in the System Health Monitor is colored
green. If icon for the Mediator is not displayed or if the color of the icon
indicates that there might be trouble, review the log for the Mediator for
possible problems.

For instructions on accessing the System Health Monitor see “Accessing the
System Health Monitor” on page 322.

Configuring a J2EE Probe to Communicate via HTTPS with
the Commander

422

To configure the J2EE Probe to enable HTTPS communications with the
Commander:

Note: For a J2EE Probe to be able to communicate using HTTPS, the VM
being instrumented with the J2EE Probe must be at least a 1.4 VM or have
JSSE if the VM version is less than 1.4.

Import the Commander's public.key into the application servers cacerts
keystore. The Instructions for generating the Commanders public.key can be
found in step 2 in “Configuring the Commander to Receive HTTPS” on
page 414.

» Execute the following command on the J2EE Probe host machine.
<applications_JRE_dir>/bin/keytool -import -file

<commander _install_dir>/etc/public.key -keystore
<applications_JRE_dir>/lib/security/cacerts -alias SERVER

» You will be prompted to enter keystore password. Enter the value
“changeit”

» You will be asked if the certificate should be trusted:

“Trust this certificate? [no]:” Enter the value “yes”.



Appendix G ¢ Configuring Diagnostics Components for HTTPS

2 Set the J2EE Probe’s properties so that the Probe can communicate with the
HTTPS port on the Commander.

In the <probe_install_dir>/etc/dispatcher.properties file set the property,
registrar.url to "https://<commander_hostname>:8443".

Important!<commander_hostname> should EXACTLY match the name
specified in the "CN=" value used when creating the Commander keystore in
Configure Commander for HTTPS - step 2 above. Also, ensure that both
values are machine names and not IP addresses.

If these values do not match or if you used an IP address instead of a
machine name, you will see error messages in the Mediator log file:

2005-04-14 23:12:09,513 WARN com.mercury.opal.capture.dispatcher [shared
InfrequentEventScheduler] registrar.register:
RemoteHttpComponent@{https://localhost:8443/registrar}com.mercury.diagnost
ics.common.net.registrar.RegistrarException: error registering:
java.io.lOException: HTTPS hostname wrong: should be <localhost>

3 Start the instrumented application. This will also start the J2EE Probe.
4 Verify that the J2EE Probe was properly configured.

Check that the icon for the J2EE Probe in the System Health Monitor is
colored green. If it is not displayed or if problems are shown, review the log
for the Probe to investigate possible problems.

For instructions on accessing the System Health Monitor see “Accessing the
System Health Monitor” on page 322.
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Configuring a .NET Probe to Communicate via HTTPS with
the Commander

424

To configure the .NET Probe to enable HTTPS communications with the
Commander:

Copy the Commandet’s public key to the host machine for the .NET Probe.

Instructions for generating the Commander’s public key are documented in
“Configuring the Commander to Receive HTTPS” on page 414. If you
followed the instructions as specified, the public key will be located at
<commander_install_dir>/etc/public.key on the host machine for the
Commander.

Update the .NET Probes configuration to point to the HTTPS URL.

Update the configuration of the .NET Probe by editing
<probe_install_dir>/etc/probe_config.xml. Change the “url” attribute for the
<registrar> tag to specify the HTTPS URL for the Commander. For example:

<registrar url="https://commander_host:8443/registrar"/>

Begin the process of adding the Certificates Snap-in by starting the
Microsoft Management Console.

» Click Start > Run.

» Enter mmc into the Open text box and then click OK.

Select File > Add/Remove Snap-in... from the MMS Console.

The Add/Remove Snap-in dialog is displayed.

Click Add... on the Standalone tab of the Add/Remove Snap-in dialog.
The Add Standalone Snap-in dialog is displayed.

Select Certificates from the Available Standalone Snap-ins listbox and then
click Add....

The Certificate Snap-in dialog is displayed.
Select Computer account and then click Next.

The Select Computer dialog is displayed.
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Select Local Computer: (the computer this console is running on), and then
click Finish.

Click Close on the Add Standalone Snap-in dialog.
Click OK on the Add/Remove Snap-in dialog.

Begin the process of importing the Commander’s startup key that you
copied by double clicking on Certificates (Local Computer) in the left pane
of the MMC snap-in. This should expand the entry to show the lower level
components including Trusted Root Certification Authorities.

Double click Trusted Root Certification Authorities to expand the entry to
show the lower level components including Certificates.

Right-click Certificates to display its pop-up menu and select All Tasks >
Import... to start the Certificate Import Wizard.

Click Next to move past the Welcome dialog box of the Certificate Import
Wizard.

Indicate the file to import by clicking Browse... to navigate to the
Commanders public key file.

On the Open dialog, select “All Files (*.*)” in Files of type: drop down.

Navigate to the directory where the Commander’s public.key was copied in
step 1 and click Open.

Click Next to import the public key file.

Click Next to accept the default Certificate Store location of “Trusted Root
Certification Authorities”.

Click Finish on Completing the Certificate Import Wizard.
Click OK on the Certificate Import Wizard confirmation dialog.
Restart IIS.

To verify that you have successfully configured the .NET Probe for HTTPS
communication with the Commander:

Activate the .NET Probe by browsing to your applications using your web
browser.

Verify that the .NET Probe node for the reconfigured Probe is shown in
System Health.
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Configuring the Mediator to Receive HTTPS

426

To configure the Mediator to receive HTTPS communications:

Generate the keystore in the <mediator_install_dir>/etc directory using the
following command, replacing the strings between the "< >" with the value
requested. Remove the "< >" from the actual values you use:

<mediator_install_dir>/jre/bin/keytool -keystore
<mediator_install_dir>/etc/keystore

-storepass <password> -alias MEDIATOR -genkey -keyalg RSA -keypass
<password>

-dname "CN=<mediator_hostname>, OU=Diagnostics, O=Mercury, L=Moun-
tain View, S=CA, C=USA" -validity 3650

Note: The value specified for the <mediator_hostname> must be the
machine name for the mediator host and not the IP address.

Generate the Mediator public.key file using the following command,
replacing the strings between the "< >" with the value requested. Remove
the "< >" from the actual values you use:

<mediator_install_dir>/jre/bin/keytool -keystore
<mediator_install_dir>/etc/keystore

-storepass <password> -alias MEDIATOR -export -rfc -file
<mediator_install_dir>/etc/

public.key

Note: The public.key file must be imported into the host machines of those
Diagnostics Components that will be accessing the Mediator. The
instructions for importing the public.key for each Diagnostics component
are provided below.
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3 Generate an OBF password string using the following, replacing the
strings between the "< >" with the value requested. Remove the "<>"
from the actual values you use:

<mediator_install_dir>/jre/bin/java -cp <mediator_install_dir>/lib/ThirdPartyL-
ibs.jar org.mortbay.util. Password <password>

4 Enable the Mediator’s SSL listener in <mediator_install_dir>/etc/jetty.xml by
uncommenting the SSL Listener section.

By default the SSL Listener section in the jetty.xml file is commented out. To
uncomment the section, remove the “<!--SSL LISTENER “ from the
beginning of the section and the “END SSL LISTENER-->" from the end of
the section.

<l-- SSL LISTENER
<Call name="addListener">
<Arg>
<New class="org.mortbay.http.SunJsseListener">
<Set name="Port">8445</Set>
<Set name="PoolName">main</Set>
<Set name="Keystore"><SystemProperty name="jetty.nome" default="."/>/etc/keystore</Set>
<Set name="Password">__STORE_PASSWORD__ </Set>
<Set name="KeyPassword">_KEY_PASSWORD__ </Set>
<Set name="NonPersistentUserAgent">MSIE 5</Set>
<Set name="MinThreads">1</Set>
<Set name="MaxThreads">5</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
</New>
</Arg>
</Call>
END SSL LISTENER -->
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5 Replace the text "_ STORE_PASSWORD__"and "__KEY_PASSORD__"in
<mediator_install_dir>/etc/jetty.xml with the OBF password string that you
generated in step 3.

For example, if the OBF password string that you generated was
“OBF:a2cx9yvqwe9zv”, the uncommnented SSL Listener section of the
jetty.xml file would look as shown below.

<Call name="addListener">
<Arg>
<New class="org.mortbay.http.SunJsseListener">
<Set name="Port">8445</Set>
<Set name="PoolName">main</Set>
<Set name="Keystore"><SystemProperty name="jetty.nome" default="."/>/etc/keystore</Set>
<Set name="Password">0BF:a2cx9yvqwe9zv</Set>
<Set name="KeyPassword">OBF:a2cx9yvqwe9zv</Set>
<Set name="NonPersistentUserAgent">MSIE 5</Set>
<Set name="MinThreads">1</Set>
<Set name="MaxThreads">5</Set>
<Set name="MaxIdleTimeMs">30000</Set>
<Set name="LowResourcePersistTimeMs">5000</Set>
</New>
</Arg>
</Call>

6 To verify that you have updated the Mediator configured correctly:
» Start the Mediator.

» Open your Web browser to http://localhost:8443 and verify that the page
successfully loads.

» Verify that the hostname with which the Mediator registers is EXACTLY
the same as the mediator hostname specified when creating the keystore
in step 1 above.

If the hostname does not match, then the Commander will have
problems starting a LoadRunner / Performance Center run.
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Configuring the Commander to Communicate via HTTPS
with the Mediator

To configure the Commander to enable HTTPS communications with the
Mediator:

1 Import the Mediator's public.key into the Commanders JRE cacerts keystore.
The Instructions for generating the Mediator’s public.key can be found in
step 2 in “Configuring the Mediator to Receive HTTPS” on page 426.

» Execute the following command on the Commander’s host machine.
<commander _install_dir>/jre/bin/keytool -import -file

<mediator_install_dir>/etc/public.key -keystore
<commander _install_dir>/jre/lib/security/cacerts -alias MEDIATOR

> You will be prompted to enter keystore password. Enter the value
“changeit”.

> You will be asked if the certificate should be trusted:
“Trust this certificate? [no]:” Enter the value “yes”.
2 Start the Mediator.
3 Verify that the Commander was properly configured.

Check that the icon for the Mediator in the System Health Monitor is
colored green. If it is not displayed or if problems are shown, review the log
for the Mediator to investigate possible problems.

For instructions on accessing the System Health Monitor see “Accessing the
System Health Monitor” on page 322.
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Configuring Diagnostics Components for
HTTP/HTTPS Proxy

\

This appendix describes the configuration steps that you must perform to
enable HTTP/HTTPS proxy communications between the Diagnostics for
J2EE & .NET components.

Note: The following configuration instructions are intended for experienced
users with in-depth knowledge of Diagnostics for J2EE & .NET. Please use
caution when modifying any configuration settings for the Diagnostics
components.

The appendix includes the following sections:

Configuring the Mediator to Communicate Through an HTTP/HTTPS Proxy

Configuring the J2EE Probe to Communicate Through an HTTP/HTTPS
Proxy

Configuring a .NET Probe to Communicate Through an HTTP/HTTPS Proxy
Proxy from Commander To Mediator/Probes in Load Test Environment

Proxy Server Configuration for HTTPS
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Configuring the Mediator to Communicate Through an
HTTP/HTTPS Proxy

The following section describes how to configure the Mediator to
communicate with the Commander through and HTTP/HTTPS proxy.

To configure the Mediator for HTTP/HTTPS Proxy Communications:

1 Set the following Mediator properties in
<mediator_install_dir>/etc/mediator.properties:

» Set "proxy.host" to the hostname of the proxy server.
» Set "proxy.port" to the port of the proxy server.

> Set "proxy.protocol" to the protocol to use for proxy server (http or
https).

2 If the proxy server’s protocol is HTTPS, import the proxy server's certificate
into the Mediator's JRE cacerts keystore.

<mediator_install_dir>/jre/bin/keytool -keystore -import -file <ProxyCer-
tificateFile>
-keystore <mediator_install dir>/jre/lib/security/cacerts -alias PROXY

» Enter keystore password: changeit
» Trust this certificate? [no]: yes

3 Restart the Mediator. For instructions see “Starting and Stopping Mediators”
on page 73.
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Configuring the J2EE Probe to Communicate Through
an HTTP/HTTPS Proxy

The following section describes how to configure the Java Probe to
communicate with Commander through and HTTP/HTTPS proxy:

To configure the J2EE Probe for HTTP/HTTPS Proxy Communications:

1 Set the following J2EE Probe properties in
<J2ee_install_dir>/etc/dispatcher.properties:

» Set "proxy.host" to the hostname of the proxy server.
> Set "proxy.port" to the port of the proxy server.

> Set "proxy.protocol" to the protocol to use for proxy server (http or
https).

2 If the proxy server’s protocol is HTTPS, import the proxy server's certificate

into the cacerts keystore of the JRE used by the instrumented application.

<ApplicationJRE>/bin/keytool -keystore -import -file <ProxyCertificate-
File> -keystore <ApplicationJRE>/jre/lib/security/cacerts -alias PROXY

» Enter keystore password: changeit
» Trust this certificate? [no]: yes

3 Restart the instrumented application VM.
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Configuring a .NET Probe to Communicate Through
an HTTP/HTTPS Proxy

To configure the .NET Probe for HTTP/HTTPS Proxy Communications:

1 Set the following .NET Probe property in

<.NET_probe_install_dir>/etc/probe_config.xml to point to the Commander
host machine:

<registrar url="http://<commander_host_name>:2006/registrar/"
proxy="http://proxy:8080" />

2 Restart the instrumented application process.

Proxy from Commander To Mediator/Probes in Load Test
Environment

To configure the .NET Probe for HTTP/HTTPS Proxy Communications:

1 Make sure the Mediator and Probe have been configured with a LAN ID that
permits the Commander to establish a proxy to them. For example, if the
Commander must communicate with Mediatorl and Probel through one
proxy and to Mediator2 and Probe2 through another proxy, make sure the
Mediatorl and Probel are configured with a different LAN ID than
Mediator2 and Probe2.

» The .NET Probe LAN ID can be set in the
<ProbeHome>/etc/probe_config.xml with the "lanid" attribute.

» The Java Probe LAN ID can be set in
<ProbeHome>/etc/dispatcher.properties with the "probe.lanid" property.

» The Mediator LAN ID can be set in the
<MediatorHome>/etc/mediator.properties with the "lanid" property.
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2 Point your browser to
http://<commander_host>t:2006/registrar/add_proxy?action=display to add
a proxy for a specific LAN ID. Enter the "LAN ID" the proxy should be used
for, the Host Name of the proxy host, the Port of the proxy and the protocol
support of the proxy (http or https). Click Submit when finished. Repeat
this process for each LAN ID -> Proxy combination.

3 If any proxy server entered in the previous step is HTTPS, import the proxy
server's certificate into the Mediator's JRE cacerts keystore.

<mediator_install_dir>/jre/bin/keytool -keystore -import -file <ProxyCer-
tificateFile>
-keystore <mediator_install dir>/jre/lib/security/cacerts -alias PROXY

» Enter keystore password: changeit

» Trust this certificate? [no]: yes
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Proxy Server Configuration for HTTPS
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If you've configured any Diagnostics component to communicate with
other components using HTTPS and you are proxying, you will need to
import the public certificate of the remote component into your proxy
server.

To extract the public certificate for any component, run the following
command using the JRE for the component. For example, the following will
extract the public certificate for the Commander:

<commander_install_dir>/jre/bin/keytool -keystore
<commander_install_dir>/etc/key

store -storepass <password> -alias SERVER -export -rfc -file <Commander
Home>/etc/public.key

Note: Make sure that you have already setup the component for SSL. See
“Configuring Diagnostics Components for HTTPS” on page 413 for more
information.

If you need to export the certificate in a certain formation, instructions for
how to do this can be found at:
http://java.sun.com/j2se/1.4.2/docs/tooldocs/windows/keytool.html.




Diagnostics Component Configuration
and Communication Diagrams

This appendix provides you with a diagram to assist you as you install and
configure the Diagnostics components.

Note: The following configuration information is intended for experienced
users with in-depth knowledge of Diagnostics for J2EE & .NET. The diagrams
are intended to provide a high level view, not provide an in depth
knowledge of the working of the components.

The appendix includes the following sections:

» Diagnostics Component Configuration and Communication
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Diagnostics Component Configuration and Communication

MERCURY" AD: LoadRunner / PC
Diagnostics Configuration/Communication

Start/Stop Collate
DeleteRun Keep Alive
Check Run:
2006

Probe Run Start/Stop:
(Unique port for each JVM
from 35000 - 35100)

ELT: 2006

Data Samples
URI: ATree: 80 KeepAlive
Coloring http or https ) URI:Alive:2006
Eipen Time Sync
2006
Query ELT . Register Probe

URI: ELT :2006 URI: Register:

2006

URI: Register :2006
Port 443 KeepAlive
Http or tcp URI:Alive:2006
Mediator Start/Sto
CanCollate: 8081

35000 - 35100

When no

MI Listener
Port 23472 Events
TCP TCP/Socket : 2612
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Diagnostics Upgrade Paths for Mercury
Products

This appendix provides you with the recommended upgrade paths for
upgrading your current Mercury products so that you can use this version of
Mercury Diagnostics.

The appendix includes the following sections:

» Overview of Product Upgrade Paths
» General Upgrade Recommendations

» Product Upgrade Paths
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Overview of Product Upgrade Paths

The following instructions have been provided to help you understand how
to upgrade your current Mercury products so that you can take advantage of
the new features of Mercury Diagnostics.

You should consult with Mercury Customer Support if you have any
questions about the information provided here

General Upgrade Recommendations
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The following recommendations are generally applicable when upgrading
from earlier versions of Diagnostics or from versions of Products that did not
work with Diagnostics.

Upgrade decisions should be made a case by case basis. Each product
deployment is unique and the answer for one situation may not apply to a
similar situation.

When you determine that you must upgrade a Probe you should also
upgrade Mediator to make sure that you can take advantage of all of the
latest features.

You should contact Mercury Customer Support when you need to upgrade
from an earlier version of Mercury’s Application Management Products,
Topaz and Business Availability Center.

Be sure to check the system requirements for the new components before
you install them on the host that was used for the earlier version of the
component
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Product Upgrade Paths

Current
Mercury
Current Product Diagnostics Upgrade Path
Version
LoadRunner 7.8 None e Upgrade LR to 8.1
with Transaction e Uninstall All Diagnostics
Breakdown Components
e Install All D3.6 Diagnostics
Components
LoadRunner 8.0 None e Upgrade LR to 8.1
e Install All D3.6 Diagnostics
Components

D3.0, D3.5 e Upgrade LR to 8.1

e Uninstall Diagnostics Server,
Database, Mediator

e Install D3.6 Commander and
Mediator

e Upgrade J2EE Probes to D3.6 using
Manual Upgrade Process

LoadRunner 8.1 None e Install all D3.6 Diagnostics
Components
Business Availability None ]
Center 4.5 FP1 & FP2 * Uninstall BAC 4.5
Standard ¢ Install BAC 5.x
¢ Install all D3.6 Diagnostics
Components

Note: There is no data upgrade
path.
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Current
Mercury
Current Product St Upgrade Path
Version
Business Availability RO, R1 Uninstall Probe
Center 4.5 FP2 Special Install D3.6 Probe
Edition
Uninstall Mediator
Install D3.6 Mediator
Business Availability D3.0 Uninstall Probe
Center 5.X Install D3.6 Probe
Uninstall Mediator
Install D3.6 Mediator
Deep Diagnostics 3.x D3.x Upgrade J2EE Probes to D3.6 using

Manual Upgrade Process
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