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Overview

This chapter covers the following topics:

SAA and the Service Assurance Report Pack
Folders and reports

Integration with Network Node Manager (NNM)
Ways to customize reports

Sources for additional information

SAA and the Service Assurance Report Pack

The following text is borrowed from a white paper from Cisco Systems:

SAA is an embedded, synthetic performance-monitoring tool to measure service
performance from the network perspective. Because SAA is embedded in Cisco I0S

Software, it is platform independent from all Cisco routers and switches running Cisco
I0S Software.

Because SAA is an intelligent agent embedded in the router, it provides only raw
statistics. The programmatic interface allows an external application to configure and
retrieve performance metrics. The external application can then use the metrics to
analyze and present the measurements graphically, as well as to generate service-level
monitoring reports.

The raw statistics generated by SAA are stored in the CISCO-RTTMON-MIB. OpenView
Performance Insight (OVPI) is an external application that polls this MIB and then processes
the data it collects from the MIB in accordance with directives from the Service Assurance
Report Pack. Using directives from the report pack, OVPI calculates the following statistics:

Response time — round-trip time for specific SAA tests

Exception counts — number of SAA tests that exceeded the threshold for response time
Availability — the ratio of successful SAA tests to total tests

Jitter — variation in the packet inter-arrival time

Throughput — an estimate of the bytes per second transmitted during an SAA test
Number of transactions — number of SAA tests completed

Traffic volume — number of bytes sent and received by an SAA source device

MOS — estimated Mean Opinion Score for VoIP tests



Datapipes and NRT Reports

If you use the Cisco SAA Datapipe and only the Cisco SAA Datapipe, you will have one NRT
report, the NRT Summary report in the Source-Destination-Application folder. If you use the
Cisco SAA NRT Datapipe and the Cisco SAA Datapipe, you will have three NRT reports.

The Cisco SAA NRT Datapipe polls data from the Latest Test Table. How often the Cisco SAA
NRT Datapipe polls the Latest Test Table is configurable. Because the Service Assurance
Agent may conduct tests at a frequency that varies from test to test, the frequency of polling
should not exceed the frequency of testing. The maximum rate of polling is once every 5
minutes.

Configuring Routers for SAA Operations

The Service Assurance Agent will not operate unless someone configures it. Although the
command line interface for IOS provides a way to configure SAA operations, run SAA
operations, and view statistics, this approach to SAA configuration is awkward and slow,
especially when multiple routers are involved. The Cisco SAA Datapipe includes a
configuration utility that makes this task easier. You can use this utility to define which
operations are conducted, the frequency of the operation, and the destination. For more
information, see Chapter 4, Router Configuration.

Version History

The following table provides details about recent enhancements to Service Assurance.

Version Release Date Features/Enhancements
1.0 May 2003 32 reports
Sybase support
2.0 October 2003 OVPI Object Manager support
MPLS VPN Aware Test
Modify SAA Thresholds (form)
3.0 April 2004 Oracle support

Minor changes to property tables
Minor changes to existing reports
Removal of obsolete TEEL directives
new datapipe:
e (CiscoSAA_NRT_Datapipe
new sub-package:
e Service Assurance NRT 1.0:

— NRT - Latest Test

— Jitter NRT

3.0 August 2004 new upgrade packages:
e UPGRADE_ Service Assurance_to_ 3
e UPGRADE_Service_Assurance_lLocation_to_3
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Version Release Date

Features/Enhancements

3.0

November 2004

Service_Assurance NRT 2.0:
e VoIP NRT - Latest Test (new report)
¢ Changes to NRT Latest Test:
— Location
— ToS
— Tag
¢ (Changes to Jitter NRT:
— Location
— ToS
— Tag
CiscoSAA_Datapipe 5.5:
¢ Improved performance of stored procedures
e Support VoIP test (MOS data collection)
CiscoSAA_NRT_Datapipe 2.0:
e Improved performance of stored procedures
e Support VoIP test (MOS data collection)

3.1

June 2005

defect fixes:

Service_Assurance 3.1
Service_Assurance_Location 3.1
UPGRADE_Service_Assurance_to_31
UPGRADE_Service_Assurance_Location_to_31
CiscoSAA_Datapipe 5.6
CiscoSAA_NRT_Datapipe 2.1

There is no upgrade path for Service_Assurance_NRT. If you are running version 1.0 and you
want to install version 2.0, your first step is to delete version 1.0. After deleting version 1.0,
restart Package Manager and install version 2.0. Although you will lose data when you delete
version 1.0, OVPI will quickly recollect the data that you lost.

Folders and Reports

Overview

Service Assurance 3.1 contains the following report folders:

Application

Customer

Destination

Jitter

Location

Source

Source / Destination / Application

NearRealTime
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The following table provides a list of the reports in each folder.

Folder

Reports

Application

Application Exceptions by Source/Destination
Application Forecast

Application Forecast by Source/Destination
Application Summary

Application Top Ten

Customer

Customer Forecast
Customer Summary
Customer Top Ten

Destination

Destination Exceptions by Source / Application
Destination Forecast

Destination Forecast by Source / Application
Destination Summary

Destination Top Ten

Jitter

Jitter Destination Summary
dJitter Source/Destination Summary
Jitter Source Summary

Location

Application Exceptions by Location / Destination
Application Forecast by Location / Destination
Destination Exceptions by Location / Application
Destination Forecast by Location / Application
Location Summary

Location Exceptions by Application / Destination
Location Forecast

Location Forecast by Application / Destination
Location Top Ten

Source

Source Exceptions by Application / Destination
Source Forecast

Source Forecast by Application / Destination
Source Summary

Source Top Ten

Source/Dest/App

Near Real Time Summary (collections once an hour)

Source Destination Application Summary

NRT

Near Real Time - Latest Test
Jitter Near Real - Latest Test
VoIP Near Real Time - Latest Test

Following is a brief description of each generic report.
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Exception. Shows elements that exceeded the predefined response time threshold during the
previous day. The element can be a source, a destination, an application, or a location. Does
not include jitter test results.

Summary. Displays aggregations of performance data for a particular perspective—a source,
a destination, an application, a location, or a customer. Helps you identify anomalies and
performance trends within the element group. Does not include jitter test results.

Forecast. Presents a summary of response time and throughput forecasts from different
perspectives. Identifies the applications, sources, destinations, locations, or customers that
are likely to have response time or throughput problems in the near future. Does not include
jitter test results. Although some data will appear in forecast reports a few days after you
install Service Assurance, reliable forecasting will not be available until the initial baseline is
complete, about thirteen weeks after installation.

Top Ten. Identifies ten elements ranked by response time, throughput, and rate of change.
Provides data tables for worst response time, projected response time, worst throughput,
projected throughput, most transactions, and most traffic. Does not include jitter test results.

Near Real Time. Available in two flavors. The report in the Source/Destination/Application
folder is produced from hourly data collected by the Cisco SAA Datapipe. This report provides
a list of source/destination/application combinations with high exception counts. Updated
hourly, this report also provides hourly and daily data for response time, throughput,
transactions, traffic, exceptions, and availability. The three reports in the optional Service
Assurance NRT module contain data collected by the Cisco SAA NRT Datapipe. These reports
can be updated more frequently, as often as every 5 minutes.

Jitter. Displays total jitter tests and response time exceptions for each customer and
deviation statistics for all devices belonging to each customer. Monitors response time, packet
error types, deviation, and packet loss. Includes jitter test results only.

Integration with Network Node Manager

If you use NNM as well as OVPI, you have the option of improving your ability to diagnose a
problem by integrating OVPI with NNM. To integrate OVPI and NNM, install the Integration
Module. The Integration Module contains packages for NNM and packages for OVPI.

If NNM and OVPI are integrated, you should install the optional thresholds sub-package that
comes with Service Assurance. Installing the optional thresholds sub-package configures the
Thresholds Module to monitor the database for threshold conditions and respond to breach
conditions by taking one of several possible actions in accordance with category, severity, and
destination parameters. The default response is to send a breach trap to NNM. The breach
trap received by NNM becomes an alarm in the NNM alarm browser. The NNM operator
responds to the alarm by launching the Near Real Time report in the Source/Destination/
Application folder.

Configuring the Thresholds Module is not necessary. You do not need to define an action or
specify a destination for breach traps. However, you are free to modify category, severity, and
destination parameters at any time. For details about these options, refer to the Thresholds
Module 5.0 User Guide.
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Ways to Customize Reports

Service Assurance reports can be customized by applying group filters, by importing
properties (customers and locations), by applying constraints, and by editing tables and
graphs. If you intend to share reports with customers, you will use group filters to produce
customer-specific reports. Any user can apply constraints to a report, or edit tables and
graphs. For more information about view options for tables and graphs, see Chapter A, .

Group Filters

If you intend to share your reports with customers, you will need to produce customer-specific
reports. Creating customer-specific reports involves the following tasks:

e Importing customers and locations using Common Property Tables
e C(Creating a group account for all of the users affiliated with a particular customer
e Creating a group filter for the group account

For more information about group filters, refer to the OVPI 5.1 Administration Guide.

Importing Property Data

The Cisco SAA Datapipe populates Service Assurance reports with SAA tests and IP
addresses (or DNS names) for source and destination routers. Tests, addresses, and DNS
names appear automatically. If you want to associate a customer and a location with a device,
you must import this information yourself. To do that, use the change forms that come with
Common Property Tables, or use the property import utility that comes with the Common
Property Tables.

Editing Parameters

Editing a parameter applies a constraint. The constraint filters out data you are not
interested in seeing. If you edit Customer Name, data for every customer except the customer
you typed in the Customer Name field drops from the report. If you edit Destination Location,
data for all destination locations except the destination location you typed in the field drops
from the report.

You can apply multiple constraints at once. Service Assurance supports the following
parameters:

e (Customer Name

e (Customer ID

* Source Name

® Source Location

¢ Destination Name

¢ Destination Location

e Application (SAA test type)
e ToS (Type of Service)

¢ Tag (Test Tag defined in the source router)
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If you are using the Web Access Server to view reports remotely, edit parameters by clicking
the Edit Parameters icon at the bottom right-hand corner of the report. When the Edit
Parameters window opens, enter the constraint in the field and click Submit.

If you are using Report Viewer, select Edit > Parameter Values from the menu bar. When the
Modify Parameter Values window opens, click the Current Value field. Type a new value and
click OK.

Sources for Additional Information

Overview

This user guide provides samples of some of the reports in Service Assurance. The demo
package that comes with Service Assurance contains a sample of every report in the package.
If you have access to the demo package and you want to know what fully-populated reports look
like, install the demo package. Like real reports, demo reports are interactive. Unlike real
reports, demo reports are static.

For information regarding the latest enhancements to Service Assurance, any known issues
affecting this package, and any known issues affecting the two datapipes associated with this
package, refer to the Service Assurance Report Pack 3.1 Release Statement. You may also be
interested in the following documents:

e Common Property Tables 3.5 User Guide

e Thresholds Module 5.0 User Guide

e  NNM/OVPI Integration Module 2.0 User Guide

e OVPI Report Packs, Version 8.0: Release Notes, June 2005

Manuals for OVPI, and manuals for the reporting solutions that run on OVPI, can be
downloaded from the following web site:

http:/www.managementsoftware.hp.com

Select Support > Product Manuals to reach the Product Manuals Search page. The user guides for
OVPI are listed under Performance Insight. The user guides for report packs and datapipes are
listed under Performance Insight Reporting Solutions.

Manuals listed under Performance Insight Reporting Solutions indicate the month and year of
publication. If a manual is revised and reposted, the date of publication will change even if the
software version number does not change. Since we post revised manuals on a regular basis,
we recommend searching this site for updates before using an older manual that might not be
the latest version available.
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2 The Upgrade Install

This chapter covers the following topics:

¢  Guidelines for a smooth upgrade to version 3.1
e Datapipes and remote pollers

e Custom table views

e Upgrading in a distributed environment

e Installing upgrade packages and the new datapipes

Guidelines for a Smooth Upgrade

The June 2005 report pack CD contains the latest report packs and datapipes. When you
insert the report pack CD in the CD-ROM drive and start the package extraction program, the
install script extracts every package from the CD to the Packages directory on your system.
When the extract finishes, the install script prompts you to launch OVPI and start Package
Manager. Before using Package Manager, review the following guidelines.

Prerequisites for the Upgrade

The following software must already be installed before upgrading to Service Assurance 3.1:
e OVPI 5.0 or higher

e Any available service pack for the version of OVPI (5.0 or 5.1) you are running

e Service Assurance 1.0, 2.0, or 3.0

e (Cisco SAA Datapipe (version 5.5 or earlier)

e (Cisco SAA NRT Datapipe 1.0

You can find information about OVPI service packs, including installation instructions, in the
release notes issued with the service pack.

Upgrading Common Property Tables

If you are running an older version of Service Assurance on any server, you are probably
running an older version of Common Property Tables. Service Assurance requires Common
Property Tables 3.0 or higher. Upgrading to version 3.5 is recommended. Do not install the
“to_3.5” upgrade package for Common Property Tables and other packages at the same time.
Install the upgrade package for Common Property Tables and only the upgrade package for
Common Property Tables.
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Datapipes and Remote Pollers

When you uninstall an existing datapipe, the following information is lost:
e Single polling policy for a remote poller

e (Cloned polling policies for multiple remote pollers

e (Customized polling groups

To prevent this information from being lost, you can export existing polling policy
configurations and customized polling groups by using the following commands:

e collection_manager

® group_manager

Exporting Polling Policy Configurations
If your environment contains polling policies for remote pollers, use the collection_manager
command to export existing policy configurations to a file.
UNIX: As user trendadm, run the following command:
cd $DPIPE_HOME
./bin/collection_manager -export -file /tmp/savePollingPolicy.lst

Windows: As Administrator, launch a command window. Navigate to the OVPI install
directory and execute the following command:

bin\collection manager -export -file \temp\savePollingPolicy.lst

Exporting Polling Group Configurations
If your environment contains customized polling groups, use the group_manager command to
export groups to individual .xml files.
UNIX: As user trendadm, execute the following command:
cd $DPIPE_HOME
./bin/group_manager -export_all -outfile /tmp/savePollingGroups

Windows: As Administrator, launch a command window, then navigate to the OVPI install
directory and execute the following command:

bin\group_manager -export_all -outfile \temp\savePollingGroups

Custom Table Views

If you created one or more custom table views, the views you created may interfere with the
report pack upgrade process, causing the process to fail. Whether your custom table views
interfere with the upgrade process depends on how you created them. If you created them
using SQL, the upgrade will succeed, however, your custom views will not be available once
the upgrade is complete. If you created them using Datapipe Manager, the upgrade is likely to
fail. To prevent the upgrade from failing, delete custom table views before you upgrade the
report pack, then recreate them after the report pack is upgraded.
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Installing Service Assurance NRT 2.0

The Service Assurance NRT 2.0 sub-package includes one new report and modifications to two
existing reports. There is no upgrade path. If you want to install version 2.0, first delete
version 1.0, then install version 2.0.

Distributed Environments

If you are running Service Assurance as a distributed system, the central server, every
satellite server, and every remote poller must be running the same version of OVPI and all
available Service Packs. Follow these steps to upgrade a distributed system:

1

2
3
4

Disable trendcopy on the central server.
Install the upgrade package for the report pack; deploy reports.
Install the upgrade package for locations.

Remove Cisco SAA Datapipe (version 5.5 or earlier) and Cisco SAA NRT Datapipe 1.0
from the central server.

Install the following datapipes:
e (Cisco SAA Datapipe 5.6
e (Cisco SAA NRT Datapipe 2.1
For each satellite server:
e Install the “to_31” upgrade package for the report pack
e Install the “to_31” upgrade package for locations.
e Remove these packages:
— Cisco SAA Datapipe (version 5.0 or earlier)
— Cisco SAA NRT Datapipe 1.0
e Install the following datapipes:
— Cisco SAA Datapipe 5.6
— Cisco SAA NRT Datapipe 2.1

Re-enable trendcopy on the central server.

Installing Upgrade Packages and New Datapipes

Perform the following tasks to upgrade to Service Assurance 3.1:

The Upgrade Install

Task 1: Stop OVPI Timer and extract packages from the product CD
Task 2: Upgrade to the latest release of Common Property Tables
Task 3: Install the “to_31” upgrade package for the report pack
Task 4: Install these packages:

— UPGRADE_Service_Assurance_Location_to_31

17
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— Service Assurance Thresholds (optional)
— Service Assurance NRT (optional)

e Task 5: Uninstall old datapipes:
— Cisco SAA Datapipe (version 5.5 or earlier)
— Cisco SAA NRT Datapipe 1.0.

e Task 6: Install new datapipes:
— Cisco SAA Datapipe 5.6
— Cisco SAA NRT Datapipe 2.1

Task 1:  Extract packages from the product CD to the Packages directory
1 Login to the system. On UNIX systems, log in as root.
2 Stop OVPI Timer and wait for processes to terminate.
Windows: Select Settings > Control Panel > Administrative Tools > Services
UNIX: As root, type one of the following:
HP-UX: sh /sbin/ovpi_timer stop
Sun: sh /etc/init.d/ovpi_timer stop

3 Insert the June 2005 report pack CD in the CD-ROM drive. On Windows, a main menu
appears automatically. On UNIX, mount the CD, navigate to the top level directory on the
CD, and run the ./setup command.

4 Type 1in the choice field and press Enter. The install script displays a percentage complete
bar. When the copy is complete, the install script starts Package Manager. The Package
Manager welcome window opens.

Once the copy to the Packages directory is complete, you have the option of navigating to the
Packages directory to see the results. The Packages directory contains separate folders for
Service Assurance and each datapipe. The following folders appear under Service Assurance:

e Service_Assurance.ap

e Service_Assurance_Demo.ap

e Service_Assurance_Location.ap

e Service_Assurance_NRT.ap

e Service_Assurance_Thresholds.ap

e UPGRADE_Service_Assurance_to_31.ap

e UPGRADE_Service_Assurance_Location_to_31.ap

The following folder appears under Cisco SAA Datapipe:

e (Cisco_SAA_Datapipe.ap

The following folder appears under Cisco SAA NRT Datapipe:
e Cisco_SAA_NRT_Datapipe.ap

Task 2:  Upgrade to Common Property Tables 3.5

Service Assurance 2.0 required Common Property Tables 2.2. If you have not already upgraded

to Common Property Tables 3.5, do this now. When you upgrade Common Property Tables, do
not install other packages at the same time. Install the “to_3.5” upgrade package for Common

Chapter 2



Property Tables and only the upgrade package for Common Property Tables. If you need help
with the upgrade, refer to the Common Property Tables 3.5 User Guide.

Task 3:  Install the upgrade package for the report pack

1 Start Package Manager. The Package Manager welcome window opens.

2 Click Next. The Package Location window opens.

3 Click Install. Approve the default installation directory, or select a different directory if
necessary.

4 Click Next. The Report Deployment window opens. Accept the default for Deploy Reports;
accept the defaults for application server name and port. Type your user name and
password for the OVPI Application Server.

Click Next. The Package Selection window opens.
6  Click the check box next to the following package:
UPGRADE_Service_Assurance_to_31
7  Click Next. The Type Discovery window opens. Disable the default.
Click Next. The Selection Summary window opens.

9 Click Install. The Installation Progress window opens and the install begins. When
installation finishes, an install complete message appears.

10 Click Done.
) Do not be surprised if the upgrade package you just installed seems to have

disappeared. The install wizard displays what you just installed as Service
Assurance 3.1. This is not an error.

Task 4:  Install UPGRADE Service Assurance Location and optional packages (thresholds and NRT)
1 Start Package Manager. The Package Manager welcome window opens.
Click Next. The Package Location window opens.

Click Install.

A O N

Click Next. The Report Deployment window opens. Accept the default for Deploy Reports;
accept the defaults for application server name and port. Type your user name and
password for the OVPI Application Server.

[6,]

Click Next. The Package Selection window opens.
6  Click the check box next to the following packages:
e UPGRADE Service_Assurance_Location_to_31
e Service_Assurance_Thresholds
e Service_Assurance_ NRT
7  Click Next. The Type Discovery window opens. Disable the default.
Click Next. The Selection Summary window opens.

9 Click Install. The Install Progress window opens. When installation finishes, an install
complete message appears.

10 Click Done.

The Upgrade Install 19



Task 5:  Remove old datapipes

AW N

(8, ]

10

Start Package Manager. The Package Manager welcome window opens.
Click Next. The Package Location window opens.
Click Uninstall.

Click Next. The Report Undeployment window opens. Accept the default for Undeploy
Reports; also accept the defaults for application server name and port. Type your user
name and password for the OVPI Application Server.

Click Next. The Package Selection window opens.
Click the check box next to the following package:
Cisco_SAA_Datapipe
Cisco_SAA_NRT Datapipe
Click Next. The Type Discovery window opens. Disable the default.
Click Next. The Selection Summary window opens.

Click Uninstall. The Progress window opens and the removal process begins. When
removal finishes, a package removal complete message appears.

Click Done.

Task 6:  Install new datapipes and restart OVPI Timer

1
2
3

10
1

20

Start Package Manager. The Package Manager welcome window opens.
Click Next. The Package Location window opens.

Click Install. Approve the default installation directory or select a different directory if
necessary.

Click Next. The Report Deployment window opens. Accept the default for Deploy Reports;
accept the defaults for application server name and port. Type your user name and
password for the OVPI Application Server.

Click Next. The Package Selection window opens.

Click the check box next to the following packages:

e Cisco_SAA_Datapipe 5.6

e (isco_SAA_NRT Datapipe 2.1

Click Next. The Type Discovery window opens. Disable the default.
Click Next. The Selection Summary window opens.

Click Install. The Install Progress window opens. When installation finishes, an install
complete message appears.

Click Done.
Restart OVPI Timer.
Windows: Select Settings > Control Panel > Administrative Tools > Services
UNIX: As root, type one of the following:
HP-UX: sh /sbin/ovpi_timer start

Sun: sh /etc/init.d/ovpi_timer start
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3 The New Install

This chapter covers the following topics:

¢  Guidelines for a smooth install of Service Assurance 3.1
e Installing the report pack

e Accessing deployed reports

e New object categories in the object model

e Package removal

Guidelines for a Smooth Install

When you insert the June 2005 report pack CD in the CD-ROM drive and launch the package
extraction program, the install script extracts every package from the CD and copies the
results to the Packages directory on your system. When the extract finishes, the install script
prompts you to launch OVPI and start Package Manager. Before running Package Manager,
review the following guidelines.

Prerequisites for a New Installl

The following software must be installed before installing Service Assurance 3.1:
e OVPI5.00r OVPI5.1
e Any service pack available for the version of OVPI (5.0 or 5.1) you are running

You will find information about each service pack, including installation instructions, in the
release notes issued with the service pack.

Upgrading Common Property Tables

If you are running an older version of Common Property Tables, version 2.2 or 3.0, upgrade to
3.5. Installing the “to_3.5” upgrade package is no different from installing other upgrade
package, however, you cannot install the upgrade for Common Property Tables and other
packages at the same time. Install the upgrade package for Common Property Tables and only
the upgrade package for Common Property Tables.

Integration with NNM: Threshold Alarms

If OVPI and NNM are integrated, you have the option of launching Service Assurance reports
from NNM in response to threshold breaches detected by OVPI. To take advantage of this
feature, install the thresholds sub-package, Service_Assurance_Thresholds.
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Service_Assurance_Thresholds provides default threshold settings. The thresholds
sub-package cannot operate without the Threshold and Event Generation Module, commonly
known as the Thresholds Module. If you select the thresholds sub-package for installation,
Package Manager will install the Thresholds Module for you, automatically.

Distributed Environments

If you are running Service Assurance as a distributed system, the central server, every
satellite server, and every remote poller must have OVPI 5.0 installed. Following is an
overview of the installation procedure for distributed environments:

1 Disable trendcopy on the central server.
2 Install the following packages on the central server:
e Service Assurance 3.1; deploy reports.
e Service Assurance Location 3.1
e Service Assurance Thresholds (optional)
e Service Assurance NRT (optional)
e (Cisco SAA Datapipe 5.6
e (Cisco SAA NRT Datapipe 2.1
3 Install the following packages on each satellite server:
e Service Assurance 3.1
e Service Assurance Location 3.1
e Service Assurance Thresholds (optional)
e Service Assurance NRT (optional)
e (Cisco SAA Datapipe 5.6
e (Cisco SAA NRT Datapipe 2.1
4 Re-enable trendcopy on the central server.

After the installation is complete, you must set up connections with satellite server databases,
configure trendcopy pull commands, and switch off daily aggregations at each satellite server.
These steps are covered in Chapter 5, Package Configuration.

Installing Service Assurance 3.1

Perform the following tasks to install Service Assurance 3.1:
e Task 1: Extract packages from the report pack CD
e Task 2: If necessary, upgrade to Common Property Tables 3.5
e Task 3: Install the following packages:
— Service_Assurance 3.1
— Cisco_SAA_Datapipe 5.6
— Cisco_SAA_NRT_Datapipe 2.1
If desired, install the optional sub-packages when you install the report pack.
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The New Install

Task 1:  Extract packages from the report pack CD to the Packages directory
1 Login to the system. On UNIX systems, log in as root.
2 Stop OVPI Timer and wait for processes to terminate.
Windows: Select Settings > Control Panel > Administrative Tools > Services
UNIX: As root, type one of the following:
HP-UX: sh /sbin/ovpi_timer stop
Sun: sh /etc/init.d/ovpi_timer stop

3 Insert the report pack CD in the CD-ROM drive. On Windows, a Main Menu displays
automatically. On UNIX, the CD may or may not mount automatically; if it does not
mount automatically, navigate to the top level directory on the CD, and run the ./setup
command.

4 Type 1in the choice field and press Enter. The install script displays a percentage complete
bar. When the copy is complete, the install script starts Package Manager. The Package
Manager install wizard opens.

When the copy to the Packages directory is complete, you can navigate to the Packages
directory to see the results. The Packages directory contains separate folders for Service
Assurance and each datapipe. The following folders appear under Service Assurance:

e Service_Assurance.ap

e Service_Assurance_Demo.ap

e Service_Assurance_Location.ap

e Service_Assurance_NRT.ap

e Service_Assurance_Thresholds.ap

e UPGRADE_Service_Assurance_to_31.ap

e UPGRADE_Service_Assurance_Location_to_31.ap
The following folder appears under Cisco SAA Datapipe:
e (Cisco_SAA_Datapipe.ap

The following folder appears under Cisco SAA NRT Datapipe:
e Cisco_SAA_NRT_Datapipe.ap

You may ignore the upgrade packages. Installing the demo package is optional. You may
install the demo package by itself, with no other packages, or you may install the demo
package along with everything else.

Task 2:  Upgrade to Common Property Tables 3.5

If you are not running any version of Common Property Tables, let Package Manager install
Common Property Tables for you. If you are running an earlier version, 2.2 or 3.0, upgrade
Common Property Tables by installing the “to_3.5” upgrade packages. Do not install other
packages when you do this; install the upgrade package for Common Property Tables and only
the upgrade package for Common Property Tables. When Package Manager indicates that
installation is complete, click Done to return to the Management Console.

Task 3:  Install Service Assurance 3.1, the datapipes, and optional sub-packages
1 Start Package Manager. The Package Manager install wizard opens.

2 Click Next. The Package Location window opens.
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3  Click Install. Approve the default installation directory, or select a different directory if
necessary.

4 Click Next. The Report Deployment window opens. Accept the default for Deploy Reports;
accept the defaults for application server name and port. Type your user name and
password for the OVPI Application Server.

5  Click Next. The Package Selection window opens. Click the check box next to the following
packages:

Service_Assurance
Service_Assurance_Location
Service_Assurance_NRT
Service_Assurance_Thresholds
Cisco_SAA_Datapipe 5.6
Cisco_SAA_NRT_ Datapipe 2.1

) If your system is distributed, the Location and Thresholds sub-packages
belong on the central server only, not on satellite servers.

Click Next. The Type Discovery window opens. Keep the default.
Click Next. The Selection Summary window opens.

Click Install. The Install Progress window opens and the installation begins. When the
installation finishes, an install complete message appears.

9 Click Done to return to the Management Console.
10 Restart OVPI Timer.
Windows: Select Settings > Control Panel > Administrative Tools > Services
UNIX: As root, type one of the following:
HP-UX: sh /sbin/ovpi_timer start

Sun: sh /etc/init.d/ovpi_timer start

Accessing Deployed Reports

When you installed this report pack, you enabled the Deploy Reports option. As a result, the
reports in this package (as well as any forms that come with this package) were deployed to
the OVPI Application Server. Once reports and forms reside on the OVPI Application Server,
you have two ways to view them:

e OVPI client applications
e  Web browser

If you have the client applications, you have access to Report Viewer, Report Builder, and the
Management Console. If you don’t have the client applications, using a web browser to view
reports is the only way you can view reports.

For more information about the clients, refer to the OVPI 5.1 Installation Guide. For details
about the Management Console, including how to use the Object/Property Management view
to launch reports specific to a selected object, refer to the OVPI 5.1 Administration Guide.
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New Object Categories in the Object Model

An object is any item that has performance data associated with it. Devices, customers, and
locations are object categories that belong to OVPI’s default object model. When you select an
object in the object model, the right side of the Object/Property Management window
refreshes, showing a list of forms under General Tasks, a list of forms under Object Specific
Tasks, and a list of reports under Object Specific Reports.

The object tree changes each time you install a new report pack. Some report packs will add a
new class of objects or services that do not fit within the default model. When this happens,
the report pack adds a new view. To open the new view, select View > Change View.

Service Assurance adds the following object categories to the OVPI object model:
e SAA Source

e SAA Destination

e SAA_Application

Package Removal

Follow these steps to uninstall Service Assurance and the Cisco SAA Datapipe.
1 Login to the system. On UNIX systems, log in as root.
2 Stop OVPI timer and wait for processes to terminate.
Windows: Select Settings > Control Panel > Administrative Tools > Services
UNIX: As root, type one of the following:
HP-UX: sh /sbin/ovpi_timer stop
Sun: sh /etc/init.d/ovpi_timer stop

3 Launch Performance Insight and start Package Manager. The Package Manager welcome
window opens.

Click Next. The Package Location window opens.
Click the Uninstall radio button.

Click Next. The Report Undeployment window opens.

N o0 o0 M

Click the check box next to the following packages:
Service_Assurance
Service_Assurance_Locations (if installed)
Service_Assurance_INRT (if installed)
Service_Assurance_Thresholds (if installed)
Service_Assurance_Demo (if installed)
Cisco_SAA_Datapipe
Cisco_SAA_NRT_Datapipe (if installed)

8 Click Next. The Uninstall Packages window opens.

9 Click Uninstall. The Progress window opens. When the removal finishes, a removal
complete message appears.
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10 Click Done to return to the Management Console.
11 Restart OVPI Timer.
Windows: Select Settings > Control Panel > Administrative Tools > Services
UNIX: As root, type one of the following:
HP-UX: sh /sbin/ovpi_timer start

Sun: sh /etc/init.d/ovpi_timer start
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4 Router Configuration

The Cisco SAA Datapipe 5.0 supports the following SAA tests:

e Echo

e udpEcho

e tcpConnect
e HTTP

e DNS

e DLSw

e DHCP

e FTP

o Jitter

e MPLS VPN Aware Cisco I0S 12.2(2)T or later
e  VoIP UDP (Cisco I0S 12.3(4)T or later

Although you can configure SAA tests using the Cisco IOS Command Line Interface and the
SNMPSET command, these techniques are not that easy to use, especially when multiple
routers are involved. To make this task easier and faster, use CiscoSAA_Config. This is a Perl
module that functions as a batch-mode SAA test configuration utility for source routers.

CiscoSAA_Config

CiscoSAA_Config resides inside the Cisco SAA Datapipe package. The full path is:
SDPIPE_HOME/packages/CiscoSAA_Datapipe/CiscoSAA_ Config
CiscoSAA_Config consists of two perl scripts and one XML file.

CiscoSAAConfig.pl. Perl script that reads an XML configuration file and sets SAA
operations in a router.

CiscoSAADelete.pl. Perl script that deletes the SAA operations that were set by the
CiscoSAAConfig script.

CiscoSAAConfig.xml. XML file that defines MIB values in the CISCO-RTTMON-MIB,;
includes some examples of SAA operations with nominal IP address.

The following Perl modules are required to run this utility:
e Getopt::Std

e Cwd

e File::Spec
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e Net::SNMP
e XML::Simple

You should have no problem running CiscoSAA_Config on the OVPI server. To verify that no
modules are missing and that all modules are correctly installed, run the following command:

perl -e “use Getopt::Std;use Cwd; use File::Spec; use Net::SNMP; XML::Simple”

Using an XML Block to Define an Operation

Each SAA operation is defined by an XML block. For each operation, only basic arguments are
defined. Additional arguments can be defined based on the CISCO-RTTMON-MIB. The value
of some arguments (excluding MIBName and ValueType) should be modified to fit your
network and SAA target information. These arguments are located in the last few arguments
in each operation block.
For example, the following block defines an Echo operation:

<Operation Name="ECHO">

<!-- Following arguments cannot be modified -->

<OperationArg MIBName="rttMonCtrlAdminRttType" ValueType="i">1</
OperationArg>

<OperationArg MIBName="rttMonEchoAdminProtocol" ValueType="i">2</
OperationArg>

<!-- Following arguments are required and must be modified -->

<OperationArg MIBName="rttMonEchoAdminTargetAddress"
ValueType="d">192.15.115.22</0OperationArg>

<!-- Following arguments are optional and could be modified -->

<OperationArg MIBName="rttMonCtrlAdminTag" ValueType="s">SNMP_ECHO</
OperationArg>

<OperationArg MIBName="rttMonCtrlAdminThreshold" ValueType="i">1000</
OperationArg>

<OperationArg MIBName="rttMonCtrlAdminFrequency" ValueType="i">600</
OperationArg></Operation>

When you configure an Echo operation in your router using this example, you have to change
the value of the rttMonEchoAdminTargetAddress to the IP address of your target device.

Configuration Script Syntax

Use the main configuration script as follows:

Perl CiscoSAAConfig.pl -a router_address [-c community] [-f
XML_config file] [-m] [-h]

where:
e -a Cisco Router IP address, required argument
e -cread/write community string, default is private

e -fname of XML configuration file, default is CiscoSAAConfig.xml
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e .m enable writing the SAA probes into the non-volatile memory, default is 0 (false)

) If this option is set to 1, you must log in to the source router and enter the
command write after this script runs.

e -hhelp

Delete Script Syntax

The configuration script will hard-code the lifetime of all operations as forever. If you want to
delete the SAA operations that have been set in the router, run the CiscoSAADelete.pl script.
Use this script as follows:

Perl CiscoSAADelete.pl -a <router address> [-c <community>] [-b] [<SAA
Test Index> ...] [-h]

Where:

¢ -a Cisco Router IP address, a required argument

e .c community string, default is private

e .b delete all SAA tests

¢ <SAA Test Index> delete one or more SAA tests

e -hhelp

If you do not enter an SAA index or use the -b option, the script will return all SAA indexes in
the router. This is one way to find out which SAA tests have been configured. Once you know
which SAA tests have been configured, you can use the SAA index value (the number after the
last “dot” sign) to delete the SAA test you want to stop.

Other Approaches to Configuring SAA Tests

You have three other approaches to SAA test configuration:
e Command Line Interface (CLI)

e (Cisco’s VPN Solution Center

e (Cisco Works

For more information about using the CLI, go here:

http://www.cisco.com/univercd/cc/td/doc/product/software/ios120/120newft/120t/
120t5/saaoper.htm

For more information about the VPN Solution Center, go here:

http://www.cisco.com/warp/public/779/servpro/operate/csm/memnsw/vpn/prodlit/

For more information about Cisco Works, go here:

http:/www.cisco.com/warp/public/ce/pd/wr2k/index.shtml
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5 Package Contiguration

This chapter covers the following topics:

e Default thresholds in the Service_Assurance_Thresholds sub-package
e Using the Modify SAA Thresholds form to change default values

e Distributed Systems

You can modify the exception thresholds for all the devices owned by one customer, for all the
devices in one location, for all the test operations initiated from one device, or for a subset of
test operations initiated by one device belonging to one customer.

Defaults in Service Assurance_Thresholds

The Service_Assurance_Thresholds sub-package imposes thresholds for two MIB counters:
e  Number of response time exceptions
e Number of test failures

The actual threshold for response time is controlled by Cisco I0S. To configure the threshold,
use CiscoSAA_config, the test configuration utility described in the previous chapter. You will
probably want to set this parameter on a test-by-test basis. For any one test, the threshold can
vary from destination to destination.

The thresholds sub-package monitors the response time exceptions counter and the test
failures counter. When either counter breaches the threshold, the thresholds sub-package
sends a trap to the network management system. (If OVPI is currently integrated with
Network Node Manager, the Thresholds Module will, by default, send threshold traps to your
NNM server.) The following table indicates the default for each threshold category and the
severity level for each threshold breach.

MIB Counter OVPI Threshold Condition for NNM Alarm | Severity

Response Time Exception Hour 75% of tests exceed the Minor
threshold for response time.

Exception Day 50% of tests exceed the Major
threshold for response time.
Test Failures Failed Hour 100% of tests failed. Warning
Failed Day 100% of tests failed. Critical
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For details about the Thresholds Module, such as how to enable multiple
types of traps or how to set up multiple trap destinations, refer to the
Thresholds Module 5.0 User Guide.

The Thresholds Form

Service Assurance provides a form for modifying the default thresholds for:
e Exception Hour
¢ Exception Day

The other two fields in this form, Failed Hour and Failed Day, cannot be modified. Although
there is only one form, the contents of the form will change depending on where you are in the
object tree. The object tree provides these objects:

e Default [Device]
e (Customer
e Location

You may apply your modification to all the devices belonging to one customer, to selected
devices belonging to one customer, or to one device belonging to one customer. If you are
modifying the thresholds for one device, you may apply the modification to every application
(test operation) or to selected applications.

Follow these steps to open the form:
1 Start the Management Console.

2 Click Objects. In the Object/Property Management pane, navigate to a customer, a location,
or a device. For each customer, your options are:

* Device

e SAA_Application
e SAA_Destination
e SAA_ Source

3 Highlight an object. You will see the Modify SAA Thresholds form listed under Object
Specific Tasks.
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4 Double-click Modify SAA Thresholds. The form opens.

Bl E:\O¥PI'packages\Service_Assurance'\Service_Assurance.ap’

1ol
Service Assurance [ﬁﬁ]

Modify SAA Thresholds invent

x|

This form allows wou to modify SAA thresholds forthe Senice_fssumace_Thresholds module. Enter the new threshold walues. Click the
OK button to save the values and close the window, Click the Apply button to update the valuesin the database and leave the window
open for futher modifications. Click the Cancel button to cancel,

SAA Test Selection
Hold Ctrl or Shift key to select multiple rows
Source Destinati Applicati HourlyThreshold DaityThreshold
default default ALL 75.00 50.00 -
Ciscodd 19215962 dismsppl0 75.00 50.00
Ciscoddd 192.15.115.2 ipUdpEchoAppl:1 75.00 50.00
Ciscodd 1921511522 iplempEcho:5 75.00 50.00
Ciscodda 1821511622 ipTepConn:2:80 75.00 50.00
Ciscodd 1921511522 ipUdpEchoAppl1 75.00 50.00
Ciscodd 1892.15.128.31 dhepApplO 75.00 50.00
Ciscodda 182.15.128.51 dnsAppl0 75.00 50.00
Cisco®a ultra/README .bd fipAppl0 75.00 50.00
Cisco1700 1921511522 iplompEcho:0 75.00 50.00 :J

If Hourly ExceptionRate is grester than this threshold,

Hew HourlyExceptionThreshold |750 send a trap to NNM.

Hew DailyExceptionThreshold 500 If Daily ExceptionRate is greater than this threshold,
send a trap to NNM.

QK Apply Cancel

5 Modify one or both defaults.

If you want to modify multiple, contiguous test operations, hold down the SHIFT key and
use the mouse to highlight multiple test operations. If you want to modify individual test
operations, hold down the CTRL key and use the mouse to select individual test
operations.

6  Click Apply to save changes, OK to save changes and close the form, or Cancel to close the
form without saving changes.

Distributed Systems

If you intend to run Service Assurance as a distributed system, you need to configure every
server in the system. Before doing that, use the following table to verify that datapipes and
optional packages are installed where they need to be installed.

Central Server Satellite Server
Service Assurance Service Assurance
Common Property Tables Common Property Tables
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Central Server Satellite Server

Thresholds Module Thresholds Module

Service_Assurance_Thresholds Service_Assurance_Thresholds

Cisco SAA Datapipe

Cisco NRT SAA Datapipe

Typically, the central server does not poll. If you want the central server in your system to
poll, then you must install one or both datapipes on the central server.

If you are only interested in setting thresholds on hourly data or rate data, you do not need to
install the thresholds sub-package on the central server. If you are interested in setting
thresholds for aggregated data (for example, summary data of any kind, or a forecast) then
you need to install Service_Assurance Thresholds on the central server.

Configuring the Central Server

This task involves the following steps:

e Task 1: Set up connections with satellite server databases

e Task 2: Disable the hourly trendsum process

e Task 3: Configure trendcopy pull commands for hourly data

e Task 4: Configure trendcopy pull commands for rate data (optional)

In addition to performing these tasks, it is important to verify that the system clock on the
central server is synchronized with system clocks on the satellite servers.

) The following steps apply to new installations only. If you just upgraded to
Service Assurance 3.1 and your servers were already configured for operation
as a distributed system, those settings are still in effect.

Task 1:  Set up connections with satellite server databases
1 Start the Management Console.

2 Click the Systems icon on the lower left. The System/Network Administration pane opens.

w

Right-click the Databases folder. When prompted, select Add OVPI Database. The Add
Database Wizard opens.

Click Next.
Type the hostname and port number for the database you want to add; click Next.
Review the Summary. Repeat Steps 4 and 5 for each additional database.

Click Finish.

N o0 o M

Task 2:  Disable the hourly trendsum process
1 Modify the hourly process file; open the following file:

SDPIPE_HOME/scripts/Service_Assurance_Hourly.pro
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2 Comment out blockl by adding the comment sign (“#”) before the word begin and the
word end.

Task 3:  Configure trendcopy pull commands for hourly data

1 Configure trendcopy pull commands for each satellite server; open the following file:
SDPIPE_HOME/scripts/Service_Assurance_Hourly.pro

2 Modify block2 as follows:
e Remove “#” before the word begin and before the word end
e Replace SATELLITE SERVER_1_DATABASE with the satellite server name
e Replace THIS_MACHINE_DATABASE with the central server name

3 Ifthere is more than one satellite server, create a copy of block2 for each satellite server
and repeat step 2 for each copy of block2.

Task 4:  Configure trendcopy pull commands for rate data (optional)

If you want to view the Near Real Time report from the central server, you must copy rate
data from each satellite server to the central server. To do that, configure trendcopy pull
commands from the central server for each satellite server.

) Pulling rate data from satellite servers has two side-effects. It increases the traffic between
satellite servers and the central server, and it increases the processing load on the central
server.

1 Open the following file:
SDPIPE_HOME/scripts/Service_Assurance_Hourly.pro

2 Modify block3 as follows:
e Remove “#” before the word begin and before the word end
e Replace the SATELLITE_SERVER_1_DATABASE with the satellite server name
e Replace THIS_MACHINE_DATABASE with the central server name

3 Ifthere is more than one satellite server, create one copy of block3 for each satellite server
and repeat step 2 for each copy of block3.

Configuring a Satellite Server

Follow these steps to configure a satellite server:

1 Switch off daily aggregations. Do this by commenting out the lines referencing
Service_Assurance_Daily.pro in the $SDPIPE_HOME/lib/trendtimer.sched file.

2 In the same file, modify the start time in the Service_Assurance_Hourly.pro file. By
default, hourly summarizations start 40 minutes after the hour. Since you want the
satellite server to complete hourly summarizations before the central server copies the
data, make the start time earlier. Change it from 1:00+40 to 1:00+25.

Configure polling policies for the Cisco SAA Datapipe. Make sure that each SAA router is
polled by only one satellite server.
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6 Ranking Exception Counts

The exception reports rank elements according to yesterday’s exception count. Use the
exception reports to drill down from elements with relatively high exception counts to the
specific element pairs that are causing the exceptions. There are six exception reports:

e Source Exception Report, by Application/Destination

e Destination Exception Report, by Source/Application

¢ Destination Exception Report, by Location/Application
e Application Exception Report, by Source/Destination

e Application Exception Report, by Location/Destination
e Location Exception Report, by Source/Destination

The customer selection table ranks customers by number of exceptions. The next table is a list
of elements, also ranked by number of exceptions. The third selection table provides a list of
element pairs, for example, source and destination pairs, or location and destination pairs,
that contributed to the exception total. The history graphs to the right compare yesterday’s
activity to the previous 30 days.

The bottom table and the graphs below the bottom table focus on one specific element pair,
from one perspective, for one customer. The graphs provide hourly data for yesterday and
daily data for the previous 90 days. The following table outlines the scope of each graph.

Hourly/Daily Graph What it Tracks

Response time Minimum, average, and maximum response time.

Throughput Minimum, average, and the maximum throughput.

HTTP Response Time DNS lookup time + TCP connection time + HTTP
transaction time. Applies to HTTP tests only.

Exception Counts Total number of response time exceptions.

Number of Transactions | Total number of transactions.

Availability The end user’s perception of destination availability.

Samples of three exception reports follow: (1) Destination by Source/Application, (2) Source by
Application/Destination, and (3) Application by Source/Destination.
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Destination Exception by Source/Application invent

The Destination Exception by Source § Application Report alloves the uzers to quickly identity the destination devices which are
experiencing the wworst perfarmance. Once a destingtion device iz selected, the performance of individual source § application pairs
can be investigated in detail.
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Source Exception by Application/Destination invent

The Source Exception by Application § Destination Repart allowws the users to quickly identifty the source devices which are
experiencing the worst performance. Onoe a source device is selected, the performance of individual application § destination pairs
can be investigated in detail.

Sun Dec 0% 2002 Exception Counts
Customer CustiD # Trans # Exceptions HPOY
Deddalk 3 743 T3 Fri Woow 22 2002 - Sun Dec 05 2002

HF O 1 1,133 2 0T
16T

121

E +

41

I:I.
Fri03:00 ‘Wed 03:00 Mon 03:00 Sat03:00

Sources with Most Exceptions Exception Counts
Sun Dec 08 2002 Mcrouterss
Source # Tran= # Exceptions Tue Dec 03 2002 - Sun Dec 08 2002

hcrauterss o5 2 aT

0 t + t
Tue 03:00  Thu03:00 Sat 03:00

Application ! Destination Pairs with Most Exceptions
Sun Dec 0F 2002

S L Humber of I Response Time
Application Destination Transactions Availability Exceptions
dnsfpplo 19215125157 = la] 100.0 z2

Ranking Exception Counts 41



Hourly I Da"':-’l
Response Time

Mcrowterds @ 192.15.125.157 : dnsappl:0
Sun Dec 08 03:00 A - hion Dec 09 02:00 A

)

n 4]
C
84
i)
2
1]
Sun 05:00 Ak Sun 0500 Pm
— hBzimum
— Fforerage
— hAinimum
— Threshold

Hourly | Diily I

Th rouyg h pl..lt
Merouterss @ 192.15.125.157 : dnsappl:0
Sun Dec 08 03:00 2 - hion Dec 09 02:00 A

0.000008M |
0.000006M |

0.000004M ]

Bytes ! Second

0.000002k 1

] + +
Sun 0500 AM Sun 05:00 P
— hbazimum
— Fuwrerage
— hfinimum

Hourly I Diily I
= [=]
HTTP Response Time by Components
Thig graph ig only used for HTTP type tests
Fri Aug 22 02:34 Phd - Fri fag 22 02:34 Ph

Hourly | Diily I

Exception Counts

Merouterss @ 192.15.125.157 : dnsappl:0
Sun Dec 08 03:00 2 - hion Dec 09 02:00 A

Sun 03:00 Sun 10:00 Sun17:00 Man 00:00
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Hourly | Dﬁ”‘:-"l

NMumber of Trahsactions

Mcerouter8s : 19245125157 : dnsAppl:0
Sun Dec 02 03:00 A4 - hion Dec 09 02:00 2hd

1]
Sun 0300 Sun10:00 Sun17:00 Maon 00:00

Haurly | Draily I
Availability

Mcrouterds : 19215125157 : dnsAppl:0
Sun Dec 02 032:00 Al - bMaon Dec 09 02:00 A

100
a0

GO

Fercent

40

20

1]
Sun 05:00 Am Sun 05:00 P

O+ fuailable
B % Unavailable

Ranking Exception Counts
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Application Exception by Source/Destination invent

The Application Exception by Source/Destination Report allows the users to guickly idertify the applications which are experiencing
the worst perfarmance. Once an application is selected, the performance of individual source § destination pairs can be investigated
it cletail.

Sun Dec 0% 2002 Exception Counts
Customer CustiD # Trans # Exceptions Desktalk
Cresdalk 3 F43 T3 Fri Mow 22 2002 - Sun Dec 0F 2002
HPOW 1 1,133 2 200
Trinagy 2 432 u}
160
120 I
an |-
40

o+ + + +
Frio3:00 ‘Wed 03:00 mon03:00 Sat03:00

Applications with Most Exceptions Exception Counts
Sun Dec 08 2002 ipTcpConn:2:80
Application # Trans # Exceptions Fri Mow 22 2002 - Sun Dec 03 2002
ipTepConn:2:E0 Og T2 107 _
hitpappl0 215 1 1 BINIEE Blm
PAPP ant
GOt
401
207

0 t t t
Fri03:00 “Wed 03:00 Mon03:00 Sat03:00

Source / Destination Pairs with Most Exceptions
Sun Dec 08 2002

Humber of Response Time
Source Destination _ Availabilr .
Transactions Ty Exceptions
Cigg o509 192.15.115.22 a5 100.0 T2
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Haurly I iy I

Response Time

Cisco2509 : 192.15.115.22 : ipTcpConn:2:80
Sun Dec 08 02:00 A - hion Dec 09 02:00 2hd

Hauirly I iy I

Throughput

Cisco2509 : 192.15.115.22 : ipTcpConn:2:80
Sun Dhec 03 02:00 A0 - hdon Dec 09 02:00 2

0.000009m

- 0.000003M
L) C
E z
o — ; = & 0.000006mM
i -
i ® (0.000004M
&
0.000002m
Sun 05:00 A Sun 05:00 FM 0+ '
— hazimum Sun 05:00 Ak Sun 05:00 PM
— Ayrerage — hbazimum
— hdinimum — Fforerage
— Threshald — hdnimum
Houirly I Da"':-’l Houirly I Disily I

AaLg

HTTP Response Time by Components

Thi= graph is only used for HTTP type tests
Fri fug 22 01:52 Ph - Fri 2ag 22 01:52 Ph

Exception Counts

Cisco2509 : 192.15.115.22 : ipTecpConn:2:50
Sun Dhec 08 02:00 2 - hon Dec 09 0Z:00 A

. Il

o+ + + +
Sun 03:00 Sun10:00 Sun 1700 Mon 00:00

Ranking Exception Counts
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Haourly | Diily I

Mumber of Tranhsactions

Cisco2509 : 192.15.115.22 : ipTcpConn:2:80
Sun Dec 02 03:00 A - hion Dec 09 02:00 Ahd

]
Sun 02:00 Sun10:00 Sun17:00 Maon 00:00

Hourly | Dﬁ”‘:-"l
Availability

Cizco2509 : 192.15.115.22 : ipTepConn:2:80
Sun Dec 02 02:00 Al - Mon Dec 09 02:00 Ak

100
20

]}

Fercent

40

20

1]
Sun 05:00 A Sun 05:00 P

O+ fwvailable
M % Unavailable

Chapter 6




7 Aggregating Performance Data

Summary reports look at aggregations of data. For example, if you are looking at the
destination summary, the statistics for each destination bring together individual statistics
for each source and each SAA test that was initiated by the source. The data that is brought
together for the destination is either a total or an average. These are totals compiled from
multiple sources:

e Number of transactions

e Number of bytes

These are averages based on results from multiple sources:
e Response time

e Throughput

e Availability

Use summary reports to find out whether recent activity appearing in a Top Ten report is a
temporary condition with no history behind it, or a longer term trend that you may need to
investigate more closely. The Service Assurance package includes one summary report for
each of the following perspectives:

e  Source

¢ Destination

e Application

e Location

e Customer

e Source / Destination / Application

Most summary reports have two selection tables. The Customer Summary has one selection
table and the Source Summary by Application/Destination has three selection tables. The
third selection table lists all application/destination pairs associated with the selected source.
The Source Summary by Application/Destination provides the greatest amount of detail, since
it is looking at performance from the source-destination-application perspective.

See below for samples of the following reports:
¢ Destination Summary
e Application Summary

e Source Summary by Application/Destination
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Destination Sumimary

(3

invent

The Destination Summary Report presents destination device performance metrics aggregated over all zources and applications for a

given customer. Thiz report can be uzed to viesw historical destination device perfarmance to identify devices with degrading

Sun Dec 08 2002

Humber of Humber of
Tran=sactions Exceptions
2,308 Fi<] -
743

13 LI

A4 420

Destination Device Selection Table
Sun Dec 02 2002

performance.
Customer Customer 10
All Customers -1
Creshtalk 3
uomar
Destination # Trans Avg Resp. Time
{Seconds)
19215 11522 1,008 0.040
athp.hp.com 430 0.3320
uwnany yahoo.com 142 1.612
ultrafREADME .t =la3 0.2
192 15125 157 =la3 0.73rF
v, 3al.com =la3 0.435
192.15.128 .51 =la3 0.152
192.15.96 .2 =la3 0.1z0
192.15.160.51 =la3 0.037F

Hourly I Daily I

Response Time

192.15.115.22
Sun Dec 08 02:00 A - hion Dec 09 02:00 A

Seconds

[ e e e T e T —————

—————,
Sun 05:00 A Sun 05:00 P

— Awerage +1 50

— Pwrerage

— Fwerage -1 50

— Thre=hald

Avg Throughput Availability Traffic
{Bp=s) {Percent) {Bytes)
5220 k 100,00 G14.59 k
10509 8333 8112k
2112k Fraog 2184 k

1.54 100,00 192.00
.29 100,00 192.00
11.26 k 100,00 22939 k
F.50 100,00 192.00
0.00 100,00 0.00
29.00 100,00 192.00
Hourly I Daily I
Throughput

192.15.115.22
Sun Dec 08 02:00 A - hion Dec 09 02:00 A

INEEITR

5 015MY

c |
Bog1mi

0.05M T

Bytes !B

0.04m T

] + +
Sun 05:00 A Sun 05:00 PM
— Awrerage +1 50
— Furerage
— Awerage -1 50

\A/\A/\A/\A/\/\/\/\/\/\/\I\I\/
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Hourly Dy

Number of Trahsactions

192.15.115.22
Fri Mow 22 2002 - Sun Dec 08 2002

20001
16007
1,2007

00t

400

1]
Fri0z:00 ‘wed 032:00 Mon 03:00 Sat03:00

Hourly Dy |

Exception Counts

192.15.115.22
Fri Mow 22 2002 - Sun Dec 08 2002

1007

a0t

60T

407

201

|:| t t t t
FrioZ:00 “Wed 03:00 Mon03:00 Sat03:00

Hourly  Daily
Availability

192.15.115.22
Fri Mow 22 2002 - Sun Dec 03 2002

100
g0

G0

Percent

40

20

Fri 12:00 Ahd

O+ Available
B % Unavailable

Fri12:00 Abd

Hourly  Daily
Traffic
192.15.115.22
Fri Mow 22 2002 - Sun Dec 03 2002

0.67MT
0.583MT

" 0.40mMT
.-_-E‘ 1
027t
.13

1]
Fri 0300 vWyed 03:00 Tue 03:00

M Bytes Sent
Oeytes Received

Aggregating Performance Data
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Application Summary

O

invent

The Application Summary Report presents application performance metrics agaregated over all sources and destinations for a given
custamer. This report can be used to view historical application performance and identify applications with degrading performance.

50

Sun Dec 08 2002

Humber of Humber of
Customer Customer 1D _ .
Transactions Exceptions
All Customers 2,302 75 e
Dreshtalk 3 743 73
[SR=Nm byl 4 400 bl j
Application Selection Table
Sun Dec 08 2002
Auvg Resp. Au -
o ) g Resp g Availability Traffic
Application # Transactions Time Throughput
{Percent) {Bytes)
{Seconds) {Bp=)
httpAppl:0 532 0708 2464, 7 0235 4065k .
ipUdpEchosppl:1 354 0.034 21450 k 100.00 To6 .43 k
dnzfAppl0 20 0200 13.26 100.00 576.00
iplempEeha:0 20 0.049 1415 k 100.00 1613 k
ipTepConn:2:80 20 0.047 32422 100.00 576.00
httpappl:2 192 0323 1074.2 GE 67 3245k
iplempEcha:s 144 0.001 2455k 100.00 20640
ftpappl0 a5 0541 1.54 100.00 19200 T
dlaménnl- ar noAsn 1 nn 400 NN i nn j
Hourly I Da"‘:-’l Hourly I Da"‘:-’l
Response Time Throughput

ipUdpEchoAppl1
Sun Dec 08 02:00 A - hion Dec 09 02:00 A

ipUdpEchoAppl1
Sun Dec 08 02:00 A - hion Dec 09 02:00 A

37 0.38MT
N 2 031N
" |
I B 0.2amt
a & | I W s W N
ooT -
@1 % 01501
E‘ 1

DE

Sun 05:00 A Sun 05:00 P 0Lt— '
— Puerage +1 50 Sun 05:00 AWM Sun 05:00 P
— Pwrerage — Awrerage +1 50
— Fwerage -1 50 — Furerage
— Thre=hald — Awerage -1 50
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Haourly | Drily I

Number of Transactions
ipUdpEchoAppl:1
Sun Dec 02 03:00 A - hion Dec 09 02:00 Ahd

20

]
Sun 02:00 Sun10:00 Sun17:00 Maon 00:00

Haurly  Daily |

Exception Counts
ipUdpEchofppl:1
Fri Mow 22 2002 - Sun Dec 08 2002

FH 0300 Wed 0300 Mon03:00 Sat 0300

Hourly  Daily
Availability

ipUdpEchoAppl:1
Fri Mow 22 2002 - Sun Dec 02 2002

100
a0

G0

Fercent

40

20

Fri12:00 Aht Fri 12:00 Aht

O+« fvailable
B % Unawailable

Hourly  Daily
Traffic
ipUdpEchoippl:1
Fri Mow 22 2002 - Sun Dec 02 2002
0.76MT
QETMT
i 0. 46M T
E:T 1
0.37h1
0.15m

1]
Fri 03:00 Wed 03:00 Tue 03:00

M Eytes Sent
O Bytes Received

Aggregating Performance Data
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invent

Source Summary by Application/Destination

The Source Summary by Application § Destination Report prezents hourly and daily source § application f destination performance
metrics. Source devices are listed first, fallowed by a list of application F destination pairs utilized by the selected source device. Both
lizts are sorted by number of trangactions. The charts below present historical perfarmance metrics for the source §application §
destination combinstion zelected in the takbles.

Sun Dec 0% 2002

Customer CustiD Humher_ of HI.IITIIJE-:T of
Tran=sactions Exceptions
Drashdalk 3 743 73 -
HF oW 1 1,133 2
Trinagy 2 432 u] ;I

Source Device Selaction Table
Sum Dec 08 2002

B Resp. Time Availabilr Traffic
Source # Transactions {sesun ds) Throughput {Bp=) {Perce m'?r {bytes)
Cizsc o 1,037 0322 5163 k 9320 2EIT 2k
hlcrouter2s j=]a3 073y 3.2 100.00 192.00
Application / Destination Pair Selection Table
Sun Dec 05 2002
L o Resp. Time Throughput Availabilr Traffic
Application Destination # Trans {sesun ds) {Bpgs}p {Perce I_:;F {Bytes)
hitpfppl:0 athp.hp.com 14 0428 anz.o0s 100.00 2434k -
iplempEcho:S 1892 15.115.22 144 0.0 2455 k 100.00 2054.0
ftpAappld ultrafREADME .tt a5 0.8 1.54 100.00 182.00
hitptippl:2 athp.hp.com O 0430 01004 100.00 1622 k
dnsfAppl0 192 .15.128.51 a5 0.152 7.80 100.00 182.00
dlawdppl:0 189215952 a5 0.1z0 0.a0 100.00 0.a0
ipUdpEchofppl: 1892 15.115.22 a5 0005 21497 k 100.00 196 .51 k
ipUdpEchofppl: 192151152 a5 0004 28545 k 100.00 196 .51 k i
ipTepConn:2:E80 1892 15.115.22 a5 0.0z 435.29 100.00 182.00 ;I
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Howrly | Daily I Hourly | Draily I

Response Time Throughput
Ciscodkd : athp.hp.com : httpAppl:0 Cizcodkd : athp.hp.com : httpAppl:0
Sun Dec 02 03:00 2 - hon Dec 09 02:00 Ahd Sun Dec 02 03:00 A4 - hion Dec 09 02:00 2hd
G 0.002m T
1 1
R = 0.002M T
w 1
=B o 1
ES & EI.EIEI'II‘-.ﬂ“
|u —
W 3 gn.nnnam--\’\/-’\/\/v\/\_’\/
1] & |
| e ——— 0.0004m 1
0 t t 1
Sun 05:00 AM Sun 05:00 Pw 0— '
— hitagimum Sun 05:00 AM - Sun 05:00 P
— Ffurerage — hlgximum
— hdnimum — Furerage
— Thre=hald — hfinimum
Hourly | Da"':-’l Hourly | Da”':-’l
Number of Transactions Exception Counts
Ciscodkd : athp.hp.com : httpAppl:0 Ciscodkd : athp.hp.com : httpAppl:0
Sun Dec 08 03:00 2 - hon Dec 09 0Z2:00 A Sun Dec 03 02:00 20 - hion Dec 09 02:00 2
Fi
0 + + + +
Sun 0300 Sun 1000 Sun 1700 Koo 00:00 Sun 0300 Sun10:00 Sun 1700 Kon 00:00

NN A A S S
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Haurly | Da"‘fl
Availability

Cizcodkd : athp.hp.com : httpAppl:0
Sun Dec 02 032:00 Al - Mon Dec 09 02:00 Ak

100
a0

G0

Percent

40

20

1]
Sun 05:00 Al

Sun 05900 Pw

O+ fvailable
B % Unavailable

Haurly I Drily I
Traffic

Cigcodks : athp.hp.com : httpAppl:0
Sun Dec 0F 03:00 A - hion Dec 09 02:00 A

0.002h
0.002h

0.0071ht

Eytes

0.0003m
0.0004 h

1]
Sun 03:00 Sun11:00 Sun 15:00

M Bytes Sent
O bytes Received
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8 Forecasting Future Performance

Forecast reports alert you to elements (customers, applications, sources, destinations, and
locations) that may be headed for response time or throughput problems. This report comes in
two styles: short and long. The following short-version reports let you drill down from
customers to elements that belong to a particular customer:

e Application Forecast

e Source Forecast

e Destination Forecast

e Location Forecast

e Customer Forecast

The following long-version reports let you drill down to specific element pairs:
e Application Forecast by Source/Destination

e Application Forecast by Location/Destination
e Source Forecast by Application/Destination

¢ Destination Forecast by Source/Application

e Destination Forecast by Location/Application
e Location Forecast by Application/Destination

The first table sorts customers by F90 Response Time, highest to lowest. The second table
sorts elements by the rate at which response time is increasing or the rate at which
throughput is decreasing. The graphs provide three views of response time and throughput:

e Bar chart that compares F30 to F60 and F90
e Table showing aggregations by day of week

e Line graph tracking historic trends

See below for samples of the following reports:

¢ Destination Forecast

e Application Forecast

e Application Forecast by Source/Destination
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Destination Forecast invent

The Destination Forecast Report enables the user to guickly identify destination devices with the greatest projected degradation in
performance. The list of destination devices are zoded by rate of increase in responze time or decrease inthroughput. Drill dowvwn
chartz present forecasted overall performance metrics far the selected device.

Fri Moo 22 0300 2hd

Customer Rﬂspu_nse Time F!ll]_ Response Thru_ughput F90 Throughput
Baseline {sec) Time (sec) Baseline {Bps) {Bp=)
Dreshtalk 0,695 2.053 202405 0.00 -
Trinagy 0.626 2.103 20,67 k 0.00
HP O 0.706 0.000 47 80k 0.00 j

R LI Ty pup, mEes - oEse LT NN AF AT

Destination Devices with Greatest Rate of Change in Response Time or Throughput
Fri Mo 22 03:00 2

Destination Response Time F90 Response Throughput F40 Throughput
Baseline {sec) Time (sec) Baseline {Bps) {Bp=)
v, 3al. com 3.020 9.450 argg.88 0.00
182 15.115.22 0.003 0.005 a9 54 k 0.00
athp.hp.com 0.000 0.a0 0.a0
182 15.122.51 0.000 0.00 0.00
Standard | Day of Week | History | Standard | Day of week | History |
Response Time Forecast Throughput Forecast
www.aol.com www.aol.com
Fri How 22 03:00 & Fri How 22 03:00 A
0.010m T
= 0.008MT
= -+
“ a
= G 0.006M T
: @ o]
[ w 00040 T
43l [
£ 1
o 0o0zmt
. I:I- . :
Fri03:00 Fri03:00
M Baseline Sremage M Baseline Arerage
O+30 Days O+30 Days
M +60 Days M +60 Days
O+o0 Days O-+an Days
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Application Forecast

[

inwvent

The Application Forecast Report enakbles the user to quickly idertify applications with the greatest projected degradation in

perfarmance. The list of applications are sorted by rate of increase in rezponze time ar decrease inthroughput. Drill down charts

present forecasted overall performance metrics for the selected application.

Fri Moo 22 03:00 Shd

Response Time F90 Response

Customer Baseline {sec) Time (Sec)
Creshtalk 05695 2.058
Trinagy 05635 21032

HF O 0.Fos 0.000

R LI T R, =T

e

Throughput Fa0 Throughput
Baseline {Bps) {Bp=)
283492 0.ag -
2067 k 0.ag
4580 kK 0.ag

A EE . AF AT

Applications with Greatest Rate of Change in Response Time or Throughput
Fri Mow 22 03:00 A

Response Time

Application Baseline (sec)
dnzfppl0 0200
hitpAppl:2 1.1465

ipTcpConn:2:20 0874
hitpAppl0 1.4453

iplempEcha:d 0130

ipUdpEchodppl: 01455

Standard | Day of Week I History I

Response Time Forecast

dnsappl0
Fri Mow 23 03:00 A

Seconds

Fri03:00

M Bazeline Average
O+20 Days
M +50 Days
O+20 Days

Etandard | Day of Week I Histu:urf.-'l

Throughput Forecast

[ |

F90 Response Throughput F90 Throughput
Time (sec) Baseline (Bp=) {Bp=)
1.652 7245 0.a0
1723 G505 .05 0.a0
5.0 2.8 0.a0
2487z 5971.02 0.a0
0.0 22409 0.a0
02331 B7TG5.75 0.a0

dnsappl0
Fri Mo 2 0300 A
0.000008M T
E 0.000006M |
ut 1
1]
L 0.000004M 1
G 1
20.000002M |
n- t
Fri 03:00
M bazeline Average
O+20 Days
M +50 Days=
O+40 Days

Forecasting Future Performance
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Application Forecast by Source/Destination invent

The Application Forecast by Source f Destinstion Report enables the uzer to guickly idertity applications with the grestest projected
degradation in performance. The list of applications are sorted by rate of increaze in regponge time ar decrease in throughput.
Source § Destination pairs wilizing the selected application can be selected to retrieve forecasted performance metrics.

Fri Mow 22 000 Shd

Customer CustiD Respu_nse Time F!ll]_ Response Thn:!ughput FA0 Throughput
Baseline (sec) Time (sec) Baseline (Bps) {Bp=)
Cresdalk 3 0595 2.05%8 292402 0.ag
Trinagy z2 0526 2103 B0.6T k 0.ag
HF O 1 0705 0.aao 4780k 0.ag

Applications with Greatest Rate of Change in Response Time or Throughput
Fri Mo 22 02:00 2l

Application Respu_nse Time Fﬂl]_ Response Thrc!ughput F90 Throughput
Baseline (sec) Time (sec) Baseline {Bps) {Bp=)
dnsfppld 0200 1.652 F.258 0.a0
hitpAppl2 1.1465 1.7232 G0G .05 0.a0
ipTepConn:2:20 0874 5.0 2.88 0.a0
hitpAppl0 1.4453 24972 5971.02 0.a0
iplempEcho:0 0130 0410 229404 0.a0
ipUdpEchosppl:1 0.155 0,331 G7E5.75 Q.00

Source ! Destination Pairs with Greatest Rate of Change in Response Time or Throughput
Fri Mow 22 03:00 S

Source Destination Rﬂspu_nse Time Fﬂ!] Reponse Thru_nughput F90 Throughput
Baseline (sec) Time {sec) Baseline (Bps) {Bps)
Cisco2509 192.15.160.51 0200 1.653 725 0.aa
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Standard | Day of Weekl His:tu:uryl Stancard I Dary of Weekl His.tu:ury'l
Response Time Forecast Throughput Forecast
Cizco2509 : 192.15.160.51 : dnsAppl:0 Cisco2509 : 192.15.160.51 : dnsAppl:0
Fri Mow 22 03:00 A Fri Wow 22 03:00 A
0.000003M T
: E 0.000006M |
2]
=] o I
= [
al © 00000040 T
qip " 1
| ‘E‘ i
o 0.000002M |
. I:I ) N :
Fri 0300 Fri 03:00
M Bascline Aorerage M Baseline Average
O+20 Days O+30 Days
M +50 Days M50 Days
O+a0 Days O-+o0 Days
Standard  Day of Week | History | Standard Day of Week | History |
Response Time Forecast Throughput Forecast (Bytes/Second)
Cisco2509 : 192.15.160.51 : dnsAppl:0 Cigco2509 : 192.15.160.51 : dn=sAppl:0
Thu Mow 2% 02:00 2 Thu Mow 28 0:3:00 2hd
o Baseline + 30 /60 90 Day= Day Baseline + 30 / 60 ! 90 Days
W {zec) {zec) Sun 1.00 1.00 f1.00 f4.00
Sun 1.16 0.Q00 ¢ 0.00a f 0.a00 han 14.00 0.00 J0.00 fo.00
han 079 2.016 ¢ 14.485 f 20 954 Tue 10.50 0.00 J0.00 fo.00
Tue 0.80 FA38 /14333 120729 e d 5.50 0.0 f0.00 004
Nied 0.44 23.825 16.858 f9.8992 Thu 1.00 1.00 f4.00 ¢ 1.00
Thu 147 0.Q00 ¢ 0.00a f 0.a00 Fri 12.33 0.00 J0.00 fo.00
Fri 0.56 0.8690 ¢ 0.797 f0.805 Sat 4.33 2078 f52.19 (7362
Sat 0.80 0.Q00 ¢ 0.00a f 0.a00
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Standard | Day of week History

Seconds

Daily Response Time

Cigco2509 : 192.15.160.51 : dnsAppl:D
Fri Mow 22 2002 - Sun Dec 08 2002

Fi1Z00AM  Fri12:00 AM

— hfax Houry farerage
— Threshold

Stardard | Day of Week History

Bytes ! Second

Daily Throughput
Cigco2509 : 192.15.160.51 : dnsAppl:0
Fri Mow 22 2002 - Sun Dec 08 2002

0.00003M T

0.00002M 1

0.00002M 1
0.00001 M1

0.000006M T

U

— hiin Houry Porerage

Fri 12:00 AM
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9 Ranking the Worst Performers

A top ten report performs a ranking function for yesterday’s collection of test results. Use this
type of report to identify potential problems related to response time, throughput, transaction
counts, or traffic volume. Service Assurance contains five top ten reports:

Application
Customer
Destination
Location

Source

Except for the Customer Top Ten, which is slightly different, each reports contains a customer
table followed by ten tables with ten entries in each table. The tables are:

Worst response time
Response time increase
Worst throughput
Throughput increase
Most transactions

Most traffic

See below for samples of the following reports:

Application Top Ten

Destination Top Ten
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Application Top Ten

[/

invent

The Application Tap Ten Repart provides listz of applications wwhich had the warst performance (response time and throughput) or
highest volume (transactions and tatal bytes] during the previous day. Applications are also listed by the projected rate of change for
each metric.

w0 - m h B W k) =

-
0

L B I S

-
0
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Customer
All Customers
HP oW
Trinagy
Drashdalk

Worst RESPOHSE Time [EECOHdS]
Sun Dec 03 02:00 2

Application

ftpAppl0
httpAppl0
hitpAppl:2
dnsfppl0
dlsndppl:0
iplempEcha:0
ipTcpConn:2:20
ipUdpEchoAppl:
iplempEcha:b
dhepappl0

Average Response
Time
[ER=E ]
0oz
0.323
0309
0420
0.042
0047
0,034
0004
0000

Worst Throughput (Bytes/Second)
Sun Dec 0F 023:00 A

Application
dlawsppl0
ftpAppld
dn=sfppl0
ipTepConn:Z:20
hitpAppl:2
hitpAppl0
iplempEcho:0
iplempEcho:s
ipUdpEchofppl:i
dhepAppl0

Average Throughput
000
1.54
1326

229422
1073.75
2454.67

1415 k

2455 k
214.58 k

000

L e e N

—=
[}

Lm e B

-
0

Customer Id

-1

1
2
2

Response Time Increase (Seconds)

Application
ipTopConn:2:80
dnzAppl:0
iplempEcho:0
httpAppl0
iplempEcho:S
ipUdpEchofppl:
httpAppl:2
dlawdppl0
ftpAappl0
dhepAappld

Thu Dec 0F 0:2:00 A

Baszeline
0.207
0.7391
0.065
1.2369
0.a0z
0.044
0.833
0427
3.382

+ 30 /60 /90 Days

1046 f 1.583 02,150
1607 F 2280 02911
01970462 f 0205
1.994 f 2425 7 2.005
0002 /00032 00032
0.049 /0.056 0063
1026 51467 4 1.290
0104 /0082 r0.059
0.000 /0000 ¢ 0.000
0.000 /0000 ¢ 0.000

Throughput Decrease |Bytes/Second)

Application
dnsfppl0
httpAppl0
hitpAppl:2

iplempEcha:0

ipTcpConn:2:20
iplempEcha:b
ipUdpEchoAppl:
ftpAppl0
dhepappl0
dlsndppl:0

Thu Diec 05 03:00 2

Ba=zeline
5.03
247206
72453
1167 k
258.21
1512 k
191.57 k
0.13
0.a0
0.a0

+ 30 /60 /90 Days
000 Jooo 000
45455 f0.00 f0.00
G092 f0.00 f0.00
GFF0.2 1082 f0.00
19992 F108.21 5106,
12.46 k71034 b f 2217
16533 k14434 k123,
012 J012 1013
000 Jooo 000
000 Jooo 000
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Meost Transactions Traffic [Bytes)
Sun Dec 03 02:00 A Sun Dec 08 03:00 A
e Humber of Application Total Traffic
Application .
Transactions 1 httpLppl:0 44065 51 k
httpAppl0 832 2 ipUdpEchafppl:1 TeG 42 k
ipUdpEchofppl:i 284 3 httpAppl:2 245 k
dnsfppl0 288 4 iplempEcha:0 16.12 k
ipTepConn:2:80 288 5 iplempEcha:s 2064.00
iplcmpEcho:0 288 [ dnsfppl0 A76.00
httpappl:2 192 T ipTepCann:2:20 57600
iplcmpEcho:S 144 2 ftpAppli0 192.00
ftpAppl0 a6 k] dhepappl0 0.00
dlanfppl0 o 10 dlansppl0 0.00
1 dhepAppl0 u}

Ranking the Worst Performers
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Destination Top Ten
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The Destination Tap Ten Report provides lists of destination devices which had the worst performance (response time and
throughgput) ar highest volume transactions and total bytes) during the previous day. Destingtion devices are also listed by the
projected rate of change for each metric.

Customer

All Customers

HP oW
Trinagy
[rasdalk

Worst RESPOHSE Time IEECOHdS]
Sun Dec 08 03:00 A

Destination

v yahoo, com
ultra/README et
182.15.125.157
v, 3ol cam
athp.hp.com
192.15.128.51
19215852
192 15.115.22
182.15.160.51
192151152

L B I I

—=
[}

Average Response
Time
1612
0.8
0737
0.435
0.2330
0.152
0.41z0
0.040
0.a37
0.004

Worst Throughput (Bytes/Second)
Sun Dec 08 03:00 Ahd

Destination

192 15 .96.2
ultrafREADME. Lt
192 15.125.157

192.15.128.51
192 .15.160.51
athp.hp.com

g, 3ol com
g wahoo.com

192.15.115.22
192.15.115.2

W - m th B W R =

—=
0

64

Average
Throughput
0.ao
1.54
3.2
F.50
2900
1050.92
11.26 k
2112 k
52.20 k
28545 K

WM - @ th B W R

=
[}

w0 - M th B L R

10

Customer Id
-1
1
2
2

RESPOHSE Time Increasea {EECOHdS]
Thu Dec 05 03:00 A

Destination Baseline + 30 /60 /90 Days
192 15 11522 0.114 0.326 £0.491 /0657
v ol com 3.020 5.530 4 7.420 /9450
192 .15 160.51 0.500 1428 1 1.291 ! 1.653
vt ywahoo.com 2376 2219032804 7 45560
192.15.115.2 0.004 0.008 £ 0.006 /0.007
athp.hp.com 0.505 0.998 f1.153 7 1.307
192 .15 12551 1.166 1.428 0440071071
192.15.95.2 0127 0.104 f0.082 /0.059
ultra’README .t 3.382 0.000 f0.000 /0000
192.15.125.157 237 0.000 f0.000 /0000

Throughput Decrease (Bytes/Second)
Tue Dec 03 03:00 A

Destination Baszeline + 30 /60 ! 90 Days
192.15.160.51 725 0.00 fo0.00 fo.00
vt dal.com 9734.88 0.00 fo0.00 fo.00
g wahoo.com 18.52 k g344.4 f0.00 f0.00
athp.hp.com 82T 57 Hg.08 f-237.3 S0.00
192.15.115.2 23550 k 16388 k11559 /6229 kK
192.15.115.22 56.02 k A5 kS IBTFZRI3103 K
ultrarREADME . tt 013 043 f0.13 f0A13
192 15125157 060 060 f0.60 fOG0
192.15.128.51 1.19 466 F10.22 f10.22
192.15.128.31 0.ao 0.00 fo0.00 fo.00
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W = m th B oW kY

=y
o

Most Transactions
Sun Dec 03 03:00 A

Destination

192.15.115.22
athp.hp.com
sy 3h oo, com
ultra’/README Lt
vy, 3ol com
192.15.96.2
192.15.115.2
192.15.128.91
192.15.160.51
192.15.125.157

Humber of
Transactions

1,008
420

148

g

g

g

g

g

g

g

w0 -l m th B kY

Traffic {Bytes)
Sun Dec 08 03:00 A

Destination
vl yahoo. com
192.15.115.22
v, 3ol com
192151152
athp.hp.com
ultra’/README Lt
192 .15.128.81
192 .15.160.51
192.15.125 157

Total Traffic
g218.45 k
E14.59 k
22039 k
196 .61 k

8112 k
192.00
192.00
192.00
192.00

Ranking the Worst Performers
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10 Sample Data in Near Real Time

The reports in previous chapters look backward in time, to what happened yesterday, last
week, last month — and forward in time, to what is expected to happen in the future. The
Near Real Time (NRT) reports looks at sample data collected over the last six hours.

If you install the Cisco SAA Datapipe only, you have one NRT report, NRT Summary inside
the Source/Destination/Application folder. The contents of this report come from data stored
by SAA in the MIB History Table. This report changes once an hour. Use this report to
identify:

e Source / destination / application combinations with high exception counts
e Availability percentage for each combination

The NRT Summary includes any combination that experienced activity during the last six
hours, not just combinations that reported exceptions. If an exception count looks unusual,
and you want to know how NRT performance compares with past performance, inspect the
following graphs, tabbed Last 24 Hours and Last 30 Days:

e Response time

e Throughput

¢ Transactions

e Exception Counts

e Availability

e Traffic

If you install the Cisco SAA NRT Datapipe, you will have three additional NRT reports:
¢ Near Real Time - Latest Test

e Jitter Near Real Time - Latest Test

¢ VoIP Near Real Time - Latest Test

The contents of these reports are derived from data stored by SAA in the Latest Test Table.
How often the contents of these reports are updated depends on how frequently the Cisco SAA
NRT Datapipe polls the Latest Test Table. The maximum frequency is once every 5 minutes.

See below for samples of the following reports:
e NRT Summary

o Jitter NRT - Latest Test

e VoIP NRT - Latest Test
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Near Real Time Summary
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invent

The Mear Real Time Summary Report presents the most recent perfarmance statistics available. Data iz presented for each source §
destingtion § application combination that had activity within the last 6 hours, By selecting a source § destination f application
cormbination, performance data for both the last 24 hours and the last 30 days can be analyzed.

68

fdon Dhec 09 0700 Phd

Source ! Destination / Application

Cisco2809 192 A5 41522 JipTepConn:2:20
Cizzo2509 ¢ athp.hp.com § hitpAppl:2
Cisco2509 fvwwuyahoo.com S hitpAppl0
Ciscodk £ vwnyahoo.com § httpAppl0
Cizzo2509 ¢ athp.hp.com ¢ hitpAppl:0
Cizzod700 ¢ athp.hp.com ¢ hitpAppl:2
15.24. 1153 fvawwyahoo.com ! hitpAappl:0
15241152 /156 96.2 / dlawsppl0
15241153 41524 11522/ ipTcpConn:2:80
15241153 /152411522 / inUdoEchofool:d

Last 24 Hours | | gzt 30 Days I
Response Time

Cigco2509 : athp.hp.com : httpAppl:2
Sun Dec 0F 09:00 Ph - hion Dec 09 03%:00 Phd

207
167
o 1
L= 12:
E o1
4..
ja /A
Sun 11:00 P Mon 0300 Ak
— hlazimum
— Ffurerage
— hfinimum
— Threshald

Availabilty
{Percent)
100.00 .

a1 .67
50,00
58,33
9474

000

a5 .43
100.00
100.00
100.00

Exceptions

o N e T e Y e TR s O v T

4]
Last 24 hours  Last 30 Days

Throughput
Cigco2509 : athp.hp.com : httpAppl:2
Fri Mow 22 2002 - Sun Dec 08 2002

0.002m 7

0.002mMT

0.0003M T

Bytes ! Second

0.0004m 1

Fri12:00 AM  Fri12:00 AM

— hfg=imum

— hdn Houry Awerage
— Fwrerage

— hdnimum
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Last 24 Hours | Last 30 Days I
Number of Transactions

Cisco2509 : athp.hp.com : httpAppl:2
Sun Dec 08 09:00 Ph - bon Dec 09 03:00 Phd

1]
Sun 2100 Mon03:00 Mon08:00 Mon15:00

Last 24 Hours  Last 30 Days |

Exception Counts
Cisco2509 : athp.hp.com : httpAppl:2
Fri Mow 22 2002 - Sun Dec 08 2002

207

167

 emam DT

0 .
Fri0d0o Yed 0300 Mon 0300 Sat03d00

Last 24 Hours | | gzt 30 Days I
Availability

Cizsco2509 : athp.hp.com : hitpAppl:2?
Sun Dec 02 09:00 PM - Mon Dec 09 02:00 P

100
a0

G0

Percent

40

20

1]
Sun 11:00 Pw

Mon 0F:00 A

O+ fvailable
B % Unavailable

Last 24 Hours  Last 30 Days |

Traffic
Cisco2509 : athp.hp.com : hitpAppl:2
Fri Mow 22 2002 - Sun Dec 03 2002

0.02m1

0.02M7 7 FI

0.01m T

Bytes

0.008M 7

0.004m1

ok : :
Frio3:00 Thu03:00 “Wed 03:00
M Bytes Sent
Oeytes Received

Sample Data in Near Real Time
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Jitter Near Real Time - Latest Test
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The Jitter Mear Real Tine - Latest Test Report presents the most recent performance statistics available for Jitter tests. Datais
prezented for each source Fdestingtion combination that had activity within the last 6 hours. By selecting a source § destination
combination, performance data for both the last 24 hours and the last 30 days can be analyvzed.

Au
Source Destination Tag A;?n?{f::sﬂ::f m;ﬂ_lilig}eu m;ﬂ_:;f;:}eu Packetﬂuss
(SD/DS,%)
142.2.150.20 192.24.115.3 SHMP_JITTER 771 B0 4+8E 461 +5T 1.0 /0.0
192.24.115.3 192241157 SMMP_JITTER 1.4 Slof+1.0 oS40 o.oso.n ﬂ:q]
1822 140 .20 192.2.140.1 WaIPGT1 Tulaw 1.0 R R 04410 0.0 /0.0 '-G-Tq]
192.2.150.20 19221501 Wi |PGT11alaw 1.0 B BrA S oS40 o.oso.n ﬂ:q]
1922150 .20 182.2.150.1 WolP G729 1.0 S0+ 10/ +1.0 0.0 /0.0 ﬂ:q]
192.2.150.20 19221501 Wi |PGT29a2 1.0 Slof+1.0 oS40 o.oso.n ﬂ
192.2.150.20 1892.2.150.1 voice Cale Impairm 1.0 10 +1.0 10 +1.0 0.0 /0.0 ﬂ
192.24.115.3 192.24.115.2 SMMP_JITTER 1.0 Slof+1.0 oS40 o.oso.n ﬂ
Maore Information for Selected Test
Source Location Destination Location TOS Total RTT
Ft. Collin= Reston 1] 2377

-~

Last 24 Hours 1( Last 30 Days 1

Jitter - Source to Destination
192.2.150.20 : 192.24.115.3 : jiterAppl:0
Mon, Sep 13 5:25 PM - Tue, Sep 14155 PM

o009 Ahd 0509 Ahd 12:09 Pl
—hdax. Positive Inter-pachet Time
Aourg. Posgitive Inter-packet Time
— Preset Inter-Packet Time
— Arg. Megative Inter-pachet Time

hiax. Megative Inter-packet Time

o
18:09 P

-~

Last 24 Hours 1( Last 30 Days 1

msec

B

Jitter - Destination to Source
192.2.150.20 : 192.24.115.3 : jitterAppl:0
Mon, Sep 13 5:25 PM - Tue, Sep 14 1:55 PM

0T
LT

= :’-\f\}\A /_AAAA
2497 Ao EATY. VAN

) T T e oo e
127

ot

o009 Ahd 0509 Ahd 12:09 P
—hidax. Positive Inter-packet Time
Aourg. Positive Inter-packet Time
— Preset Inter-Packet Time
— Awg. Megative Inter-pachket Time

hiae. Megative Inter-packet Time

12:09 P
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Last 24 Hours ]r Last 30 Days W
RESPOHSE Time
192.2.150.20 : 192.24.115.3 : jitterAppl:0
Mon, Sep 13 5:23 PM - Tue, Sep 14 1:55 PN
00T
24071
o 180T
@ {
E 12071
G0+
o+ + + +
18:09 Phd 0009 Ahd 0509 Ahd 12:09 Pl
— hazimum
— furerage
— hinimum

-~

Last 24 Hours ]f Last 30 Days W

Packets b]f Error T]FPE
192.2.150.20 : 192.24.115.3 : jitterAppl:0
Mon, Sep 13 5:25 PM - Tue, Sep 14 1:55 PM
100

=0

&0

Fercent

20

1%:09 Fhd 0009 Ahd Q09 Ahd
E Hormal Packets
OLate Amival Packets
B2 Packets

Ot of Seq. Packets

12:09 Pl

~

Last 24 Hours ]( Last 20 Day s W
Packet Loss - Source to Destination
192.2.450.20 : 192.24.115.3 : jitterAppl:0
Mon, Sep 13 5:25 PM - Tue, Sep 14 1:55 PM
100
20
T B0
u
[a]
a
o400
20
]
1209 PM 00:09 Ahd 05:09 A 12:09 PM
O Delivered Packets
M Lot Packets

r

La

Fercent

st 24 Heurs ]( Last 30 Days W

Packet Loss - Destination to Source
192.2.150.20 : 192.24.115.3 : jitterAppl:0
Mon, Sep 13 5:23 FM - Tue, Sep 14 1:53 FM
100
20
Go
40
20
0
1809 P 0009 Abd 0509 Abkd 12:09 P
O Delivered Packets
B Lost Packets

f Back to Top

Sample Data in Near Real Time
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VoIP Near Real Time - Latest Test
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The YolP Mear Real Titne - Latest Test Report prezents the most recent MOS values for VolP tests. The average MOS (Mean Opinion
Score) data is prezented for each VaolP test hetween source [ destingtion pair that had activity within the last 6 hours. By selecting a
YolP test between the zource ! destingtion pair, MOS data for the last 24 hours are displayed. The corresponding Jitter statistics of
YolIP test can be viewed from the Jitter Near Real Tirne - Latest Test Report.

Source
182.2.150.20
192.2.150.20
192.2.150.20
192.2.150.20

192.2.150.20

-
200 P

@ Back to Tap

Source
Location

Ft. Callins

Ft. Callins
Ft. Callins
Ft. Collins

Ft. Collins

G:00 Phd

Near Real Time VolP Test Performance

For Last Six Hours
Tee, Sep 120N
.. Destination
Destination Location Tag
19221501 Cuperting Wi PGT 1 ulaw
192.2.150.1 Cuperting Wil PGT293
192.2.150.1 Cuperting Wi |PGT2032
192.2.1450.1 Cuperting WolPGY11alaw
192.2.1450.1 Cuperting  woice Caleimpaimm

MOS Value for Selected VoIP Test

TOS
1
0
0
0
0

Mon, Sep 13 3:00 PM - Tue, Sep 14 2:00 FM

2:00 P 12:00 Al 200 A

Es: Excellent - Imperzeptible

.4: Good

DS: Fair

.2: Faar

M 5ad

- Perceptible and slightly annoying

-Werny annoying and objectionable

G000 Abd

- Just perceptible, but not annowing

- Annoying but not objectionable

Codec

o7 1 Uz
o7 29a

o7 29a
o711 alawy
o711 alawy

200 A

Avg MOS
336
4.00
4.00
5.00
5.00

12:00 P

PPy
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.

Last 24 Hours ]( Last 30 Days 1

RESPOHSE Time
15.24.115.3 : 15.24.115.2 : jitterAppl:0
‘ied, Mar 3 7:00 AM - Wed, Mar 3 12:00 PN

Wed 10:00 A
— hzimum
— Furerage
— hdinimum

0
Wed 07:00 Ak

P

Laszt 24 Heurs ]( Last 20 Days 1

Packets bv Error WPE
15.24.115.3 : 15.24.115.2 : jitterAppl:0
wifed, Mar 3 7:00 M - Wied, Mar 3 12:00 PM

100
g0
60

Percent

40
20

0
Wed 07:00 A Wed 10:00 At

E Hormal Packets

O Late Amival Packets
B 1A Packets

O out of Seq. Packets

P

Last 24 Hours ]f Last 30 Day s W

Packet Loss - Source to Destination
15.24.115.3 : 15.24.115.2 : jitter Appl:0
Wiad, Mar 2 T:00 oM - wiad, Mar 212:00 PM

100
a0

G0

Percent

40

20

0
Wed 07:00 A

Wed 10:00 A

[ Delivered Packetz
M Lost Packets

e

Last 24 Hours ]r Last 30 Day s W

Packet Loss - Destination to Source
15.24.115.3 : 15.24.115.2 | jitterAppl:0
ad, Mar 3 7:00 M - Wed, Mar 3 12:00 FM

100
a0

G0

Percent

40

20

0
Wed 07:00 AW

Wed 10:00 A

@ Delivered Packets
M Lost Packets

f Back to Top

Sample Data in Near Real Time

A
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11 Monitoring Jitter

When a Service Assurance Agent conducts a jitter test, it sends synthetic UDP traffic from the
source device to a destination device and back again to the source device. A jitter test produces
the following statistics:

e Variation in the inter-packet delay in each direction
e Number of lost packets in each direction

e Number of packet sequence errors in each direction
e Round trip time

Service Assurance contains the following jitter reports:

e Jitter Source Summary

e Jitter Destination Summary

e Jitter Source-Destination Summary

Jitter reports highlight the number of jitter tests that took place yesterday and the number of
response time exceptions that were recorded for each customer. From the customer table you

can drill down to investigate delay variance and response time on a device-by-device basis. If
the deviation or the response time for a device looks suspicious, you can investigate further by
viewing hourly and daily data graphs for response time, types of packet errors, deviation, and
packet loss.

Samples of all three jitter reports follow.
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Jitter Destination Summary invent

The Jitter Destination Summary Repoart presents hourly and daily jitter perfarmance metrics aggregated by the destination device, A
zelection list of destination devices is presented which drillz dovwn to charts of histarical perfarmance metrics aggregsted over all jiiter
tests where the zelected device iz defined as the destination.

Sun Dec 08 2002

Customer CustiD # of Transactions # Uf
Exceptions
All Customers -1 576 u] .
HF O 1 284 u]
Trinagy 2 = l=3 u] LI

Destination Davice Selaction Table
520: Source to Destination, D25: Degtination to Source
Sun Dec 08 2002

o #of Avg S0 AvgDev D25 AvgDev  S20MaxDev D25 Max Dev
Destination . Response
Transactions ) {msec) {msech {msec) {msec)
Time {m=sec)
192.15.115.3 a5 118 - S+2 Bl 5] 210 +2T 21 0 +44
192 15 117 63 a5 a4 242 Bl 5] 20 0 +45 230 +33
192151152 288 7a 242 B 200 +37 -G S +42
Hourly | Dﬁih’l Hourly | Da"‘)’l
Response Time Packets by Error Type
192.15.115.3 192.15.115.3
Sun Dec 08 03:00 2 - hon Dec 09 02:00 Ahd Sun Dec 08 03:00 A - hion Dec 09 02:00 A
100
49147 a0
L 3,?1 471 = G0
5 1 8
EZ5147 2401
13147 20
114 t t n- ! ! !
Sun 0500 ARk Sun 05:00 P Sun 0300 Sun10:00 Sun 1700 Mon 00:00
— WEimum E Unemored Packetz
— Ffarerage O Late Amival Packets
— hdinimum M bl & Pachets
— Threshald O ot of Seq. Packets
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Hauirly I iy I

Jitter - Source to Dastination

192.15.115.3
Sun Dec 08 03:00 Ahd - hon Dec 09 02:00 Ahd

07
407
o 30T
Bl
E 20
107

|:| + +
Sun 05:00 Al Sun 05900 Pw

— hfgx. Positive Inter-packet Time

— #org. Positive Inter-packet Time

— Preset Inter-Packet Time

— Furg. Megative Inter-packet Time
hiax. Megative Inter-packet Time

Haurly I iy I

Jitter - Dastination to Source

192.15.115.3
Sun Dec 02 03:00 A - hon Dec 09 02:00 2

70

a6
(=3 )
B

E 28
s
14

|:| + +
Sun 05:00 A Sun 05:00 P

— hfax. Positive Inter-packet Time

— Porg. Positive Inter-packet Time

— Preset Inter-Packet Time

— forg. Megative Inter-packet Time
hix. Megative Inter-packet Time

Hourly I Da"':-’l
Packet Loss - Source to Destination

192.15.115.3
Sun Dec 08 03:00 A - hon Dec 09 02:00 2

100
a0

G0

Percent

40

20

1]
Sun 05:00 Am

Sun 05:00 PM

[ Deliverad Packets
B Lost Packets

Hourly I Da"‘:-’l
Packet Loss - Destination to Source

192.15.115.3
Sun Dec 08 03:00 A - hion Dec 09 02:00 A

100
1]

60

Percent

40

20

1]
Sun 05:00 A

Sun 05:00 P

O Deliverad Packets
B Lozt Packets

Monitoring Jitter
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Jitter Source Summary
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The Jitter Source Summary Report presents hourly and daily jitter performance metrics aggregated by the source device. A selection
lizt of zource devices is presented which drils dowwn to charts of historical performance metrics agaregated over all jitter tests where
the selected device iz defined as the source.

Sun Dec 02 2002

Customer CustiD #of Transactions  # of Exceptions
HF O 1 384 u] -
Trinagy z QE u] LI

Source Device Selection Table
520: Source to Destination, D25: Destination to Source
Sun Lrec 08 2002

# of Aug S20 AugDev D25 AugDev  S2DMaxDev  D2S Max Dev
Source Transactions Response {msec) {msec) {msec) {msec)
Time {m=sec)
hlcroute 25 192 130 - f+2 2 H 20 +2a 221 +44
Ciscodk 192 48 242 22 200 +45 230433
Haurly | Caily I Hauirly I iy I
Respohe Time Packets by Error Type
Merouter 85 Mecrouter8s
Sun Dec 02 03:00 2 - hon Dec 09 02:00 A Sun Dec 08 03:00 Ahd - hon Dec 09 02:00 Ahd
60007 100
48007 201
o 36001 T 50
g g "
E 24007 & 407
1,2007 207
D R R T IIIEE——— I:I + + + +
Sun 05:00 Ah Sun 05:00 P Sun 032:00 Sun 10:00 Sun17:00 kon 00:00
— higzimum O Unemored Packets
— Ayrerage O Late Amival Packets
— hnimum B A Packets
— Thrazhald O out of Seq. Packetz
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Hourly | Drzily I

Jitter - Source to Destination

Mcroutergs
Sun Dec 03 03:00 A - hon Dec 009 02:00 A
al
40
e 30
B
=20 — —
101
0 + +
Sun 0500 A Sun 0500 PM

— hBx. Positive Inter-packet Time

— Foarg. Positive Inter-packet Time

— Preset Inter-Pachket Time

— Forg. Megative Inter-packet Time
iz, Megative Inter-packet Time

Hourly | Diily I

Jitter - Destination to Source

Mcroutergs
Sun Dec 08 03:00 A - hion Dec 09 02:00 A

ToT
55:
o 42T
ﬁ ]
E 251
g4 T

0 + +
Sun 05:00 A Sun 05:00 P

— hiax. Positive Inter-packet Time

— forg. Positive Inter-packet Time

— Preset Inter-Pachket Time

— Forg. Megative Inter-packet Time
hiax. Megative Inter-packet Time

Hourly | Draily I

Packet Loss - Source to Destination

Mcroutergs
Sun Dhec 08 02:00 2 - hon Dec 09 0Z:00 A

Hourly | Disily I

Packet Loss - Destination to Source

Mcrouter§5
Sun Dec 08 02:00 A - hon Dec 09 02:00 A

100 100
a0 a0
E B0 E B0
& &
4 40 4 40
20 20
] I}
Sun 09:00 Ak Sun 05:00 P Sun 09:00 An Sun 0500 PM
E Delivared Packets E Deliverad Packets
B Lo=t Packets M Lo=t Packets
Monitoring Jitter
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Jitter Source/Destination Summary
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The Jitter SourceDestination Summary Report prezents hourly and daily jiter performance metriczs. & zelection lizt of zource devices
iz prezented fallowwed by the destination divices uilized by the selected source device. Both lists are sorted by number of tests. The
chartz below present historical performance metrics for the jitter tests performed between the selected zource and destination.

80

Source

Cizsco1700

Destination
192 15 117 63

Sun Dec 0F 2002

Customer CustiD # of Transactions # of Exceptions
HF O 1 284 u]
Trinagy z = 1a] u]
Creshtalk 3 = 1a] u]

Source Device Selection Table
520: Source to Destination, D25: Destination to Source
Sun Dec OF 2002

# of Aug S20 AugDev D25 AvgDev  S2DMaxDev D25 Max Dev
Transactions Response {msec) {msec) {msec) {msec)
Time {m=sec)
o a4 2 i+E -3 +3 20 1 +42 21/ +39

Destination Device Selection Table
Sun Dec 02 2002

#of Response 520 Avg Dev D25 Avg Dev 520 Max Dev D25 Max Dev
TOS . .
Transactions  Time {(mgec) {m=ec) {msec) {msec) {m=ec)
u} a5 9,487 2 I+2 eI i) 20 0 +42 210 +328
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A Editing Tables and Graphs

Any table or graph can be viewed in several ways. While the default view is usually adequate,
you can easily change to a different view. If you are using the Report Viewer application,
right-click the object to display a list of view options. If you are looking at a report using the
Web Access Server, follow these steps to change the default view of a table or graph:

1 Click Preferences on the links bar.

2 Expand Reports in the navigation frame.

3 Click Viewing.

4  Select the Allow element editing box.

5  Click Apply.

6 Click # (the Editicon) next to the table or graph.

View Options for Tables

Right-clicking a table, or selecting the Edit Table icon if you are using the Web Access Server,
opens a list of table view options.

Seb Time Periad,

Change Constraint Yalues. ..

Select Modes/Interfaces. .,

Change Max Rows, .,
Yiew in new Frame

Prink Table. ..

Expart Element as CSY..,
Delete Takle

Select Set Time Period to alter the relative time period (relative to now) or set an absolute time
period. The Set Time Period window opens.

You may shorten the period of time covered by the table from, for example, 42 days to 30 days
or to 7 days. If you are interested in a specific period of time that starts in the past and stops
before yesterday, click Use Absolute Time and select a Start Time and an End Time.

Select Change Constraint Values to loosen or tighten a constraint, thereby raising or lowering
the number of elements that conform to the constraint. The Change Constraint Values
window opens. To loosen a constraint, set the value lower; to tighten a constraint, set the
value higher.
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Direction

Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input

The Select Nodes/Interfaces allows you to change the scope of the table by limiting the table to
specific nodes, specific interfaces, or a specific group of nodes or interfaces. The Select Node
Selection Type window opens.

Change Max Rows increases or decreases the number of rows in a table. The default is 50. If
you expand the default, the table may take more time to open. If you are trending a large
network, using the default ensures that the table opens as quickly as possible.

View in new Frame opens the table in a Table Viewer window, shown below. If necessary, make
the data in the table more legible by resizing the window.

geg Table Yiewer

Polled IP QoS Statistics Data - Input
Owver Previous 6 Hours

IpPrecedence

u]

th o Wk o= O @m0 R =

Switched Bytes
105 628

Lo O e [ Y

GO0

28334

o o oo

View Options for Graphs

Switched Pli=
675

Lo &, e Y e e Y e Y o

53

s}

o o o o o

Time Period
Tue Oot 20 07:00 Ak
Tue Oot 20 07:00 Ak
Tue Dot 20 0700 Ak
Tue Dot 20 0700 Ak
Tue Dot 20 0700 Ak
Tue Dot 20 0700 Ak
Tue Dot 20 0700 Ak
Tue Dot 20 0700 Ak
Tue Dot 20 05:45 Ak
Tue Dot 20 05:45 Ak
Tue Oct 28 05:45 Al
Tue Oct 28 05:45 Al
Tue Oct 28 05:45 Al
Tue Oct 28 05:45 Al

=3l x|

Right-clicking a graph, or clicking the Edit Graph icon if you are using the Web Access Server,
opens the following list of view options.

409.00 1

327207

29540 1

163 60 1

5180 1

0

Sep 17

Sep 21

Sep 25 Sep 29

Add | Everla. .

Remove Overlay

Set Time Period. .,

Change Constraint Yalues. ..

Select Modes)Interfaces. ..

Displayed Data

| arid
Legend
Skyle

- v v v

Zhange Max Rows,

Display Data Table

Export Element as C5Y, ..

Misplay Ewverlay Data Table

Export Graph Overlay Data as ©54..,

View in new Frame

Print Graph. ..

Delete Graph
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The following table provides details about each option.

Option Function

Set Time Period Same as the table option shown above.

Change Constraint Values Same as the table option shown above.

Select Nodes/Interfaces Same as the table option shown above.

Displayed Data For every point on a graph, display data in a
spreadsheet.

Grid Add these to the graph:

X axis grid lines

Y axis grid lines

X and Y axis grid lines
Legend Delete or reposition the legend.
Style See the illustrations below.
Change Max Rows... Same as the table option shown above.
Display Data Table See below.
Export Element as CSV... Same as the table option shown above.
View in New Frame Opens graph in a Graph Viewer window.
Print Graph Same as the table option shown above.

Style Options

Select Style to display a list of seven view options for graphs.

[T

Set Time Period. ., 43 s

Change Constraint Yalues. ..

Select Modes)Interfaces. ..

Displayed Data b % L

Grid k

Legend b A

Shyle Area

Change Max Rows. .. Stacking Area

Display Daka Table Bar

Export Element as ZSW, .. Stacking Bar

Display: Gerlay Dakta Table Pie:

Export Graph Overlay Data as C5v.., # Plat

Wigw in new Frame Scatter Plok

Prink Sraph. .. Al B e

Delete Graph Hi-Lo-Open-Close —
- ~—roa  Candle
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Style > Area

The plot or bar chart changes to an area graph. While relative values and total values are
easy to view in this format, absolute values for smaller data types may be hard to see. Click
anywhere within a band of color to display the exact value for that location

T+

95 Ee0

olure

7170 ¢

Sat Feb 24 06:00 &M EST
Mormal Disconnect (107 j= 74.00

s

04 t L t + t t t t
04:00 0E:00 0300 10:00 12:00 1400 16:00 1800 20:00 2200

To shorten the time span of a graph, press SHIFT+ALT and use the left mouse button to
highlight the time span you want to focus on. Release the mouse button to display the selected

time span.

Style > Stacking Area

The area or plot graph changes to a stacking area graph. This view is suitable for displaying a
small number of variables.

% 200,00

180.00
120.00
20.00

40.00

Mon 01 Tue 02 iad 02

Ml 2:0q Utilization (H)
I td a3 Utilization (H)
B Ut Threshold
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Style > Bar

The graph changes to a bar chart. This view is suitable for displaying relatively equal values
for a small number of variables. There are three variables in the graph below.

14,924.00 -
9,539 .20
7,154.40

4,769 50

Forecast Minutes

2,364 80

Tho 01 Fri 0Z Sat 03 Sun 04 hon 05 Tue 06 ied OF
D=ys Of The Wieek

Style > Stacking Bar

The plot or area graph changes to a stacking bar chart. If you increase the width of the frame,
the time scale becomes hourly. If you increase the height of the frame, the call volume shows

in units of ten.

200.00
160.00
120.00

20.00

40.00

u]
bon 041 Tue 02 ed O3

M =g Utilization (H)
I 1 ax Utilization ¢H)
M Uil Threshald
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Style > Plot

Bands of color in an area graph change to lines. If you adjust the frame width, you can make
the data points align with hour; if you adjust the frame height, you can turn call volume into
whole numbers.

7850 1

6280 1 ﬂ
o)
av0 [E M K

3140 1
16.70 1
u} + t
Mon 01 Tue 02 Wed 03
— fuwrg WMilization (H)
— hax Utilization (H)
— Wtil Threshold
Style > Pie

An area graph becomes a pie chart. Bands in an area graph convert to slices of a pie and the
pie constitutes a 24-hour period. This view is helpful when a small number of data values are
represented and you are looking at data for one day.

M Under 1 minute

E Between 1 and § minutes

O petween 5 and 20 minutes

O Between 30 minutez and 2 hours
M Between 2 hours and 12 hours
M Cover 12 hours

If you are looking at data for more than one day, you will see multiple pie graphs, one for each
day.
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Display Data Table

This option changes a graph into a spreadsheet.

=1k
W Axis I Average I

Tue Feb 19... 0,509

Tue Feb 19... 0.621

Tue Feb 19... 1.026

Tue Feb 19... 0,362

Tue Feb 19... 1.171

Tue Feb 19... 1.051

Tue Feb 19... 0,254

Tue Feb 19... 0,526

Tue Feb 19... 1,433 %

Tue Feb 19... 0,967

Tue Feb 19... 1.471

Tue Feb 19... 1,305

Tue Feb 19... 1,123

Tue Feb 19... 093

Tue Feb 19... 1.497

Tue Feb 19... 0,506

Tue Feb 19... 0,725

View in New Frame

The graph opens in a Graph Viewer window. Improve legibility by resizing the window.

Graph Yiewer = Ol x|
Hetwork Response Time
Cisco_04

Tue Feb 19 12:00 Al - Tue Feb 19 14:00 P

Seconds

Tue 05:00 AM Tue 11:00 PM
— Awerage

Editing Tables and Graphs
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Index

A

alarm severity, 31

Application Exception Report, by Location/
Destination, 37

Application Exception Report, by Source/
Destination, 37

Application Forecast, 55

Application Forecast by Source/Destination, 55
Application Summary, 47

Application Top Ten, 61

C

change max rows option, 85
Cisco_SAA_Datapipe 5.6, 20
Cisco_SAA_NRT Datapipe, 24
Cisco_SAA_NRT_Datapipe 2.1, 20
Cisco IOS Command Line Interface, 27
CiscoSAA_Config, 27
CiscoSAAConfig.pl, 27
CiscoSAAConfig.xml, 27

Cisco SAA Datapipe, 8, 24, 27
CiscoSAADelete.pl, 27

Cisco SAA NRT Datapipe, 8

Cisco VPN Solution Center, 29
collection_manager (command), 16
Common Property Tables, 15, 21
configuring SAA operations, 8
configuring source routers, 32
customer-specific reports, 12
Customer Top Ten, 61

custom views of data or property tables, 16

D

Datapipe Manager, 16
defining an SAA operation, 28

demo package, 13, 23

Destination Exception Report, by Location/
Application, 37

Destination Exception Report, by Source/
Application, 37

Destination Forecast, 55
Destination Summary, 47
Destination Top Ten, 61
device aggregations, 35
Display Data Table, 85
displayed data option, 85
distributed systems, 17, 22

editing parameters, 12

exception reports, 37

F

forecast reports, 55

G
grid options, 85

group_manager (command), 16

group filters, 12, 31

H
History Table (MIB), 8

J
Jitter Near Real Time - Latest Test, 67
Jitter Summary Report, 75

L
Latest Test Table (MIB), 8
legend options, 85

Location Exception Report, by Source/Destination,
37
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Near Real Time - Latest Test, 67 UPGRADE_Service_ Assurance_Location_to_31, 19
Near Real Time Summary, 67 UPGRADE_Service_Assurance_to_31, 19
NRT reports Use Absolute Time, 83

Jitter NRT - Latest Test, 67

NRT - Latest Test, 67 VvV

NRT summary, 67 L
view in new frame, 84

0

object categories, 25

P
polling policies, 16
Product Manuals Search (web page), 13

pulling rate data from satellite servers, 35

R

report parameters, 32

S

SAA_Application (object model), 25
SAA_Destination (object model), 25
SAA_Source (object model), 25
sample data, 67

satellite servers, 35

script syntax for CiscoSAA_Config, 28
Service_Assurance 3.1, 24
Service_Assurance_Daily.pro, 35
Service_Assurance_Hourly.pro, 35
Service_Assurance_Locations 3.1, 24
Service_Assurance_Thresholds (module), 24
Service Assurance NRT 2.0, 17

Source Exception Report, by Application/
Destination, 37

Source Summary by Application/Destination, 47
style options for graphs, 85
summary reports, 47

system clocks, 31

T
threshold conditions, 31
top ten reports, 61

trendcopy pull commands, 35
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