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Introduction

This document describes some common usage scenarios for using NNMi’s import and export tools,
provides some helpful examples, and offers some best practices for using the tools.

The import and export commands are: nnmconfigimport.ovpl and nnmconfigexport.ovpl.

Usage Scenarios
Use the NNMi export/import tools when you want to:

e make substantial changes to the NNMi configuration and be able to revert back to a known good
state, if needed

e move the configuration of a lab’s test server to a production server

e move one production server configuration to another production server configuration (overwriting
the current configuration)

e merge changes from one NNMi management server to another NNMi management server

Note: The NNMi import tool performs database merges, updates, and insertions.

Tip: Use NNMi’s backup and restore tools (nnmbackup -ovpl and nnmrestore.ovpl) to perform
migrations involving the overwriting of data (from one computer to another). If you create a full backup with
nnmbackup -ovpl, this backup can be restored to another NNMi station (assuming it has the same version
and patch level) or to the same server. Note that all of the data is restored including nodes, incidents, and
configuration.

Tip: Use nnmnodedelete.ovpl and nnmtrimincidents.ovpl to remove nodes and incidents.

Best Practices
Note the following best practices when exporting and importing a configuration:

e See Export/Import Behavior and Dependencies in the NNMi help to learn about the specific
behaviors of the configuration item you are interested in. Especially note whether the import
overwrites or merges the configuration. Also note the dependencies on other configurations.

e Avoid conflicts in the Ordering field.

e Avoid name conflicts in Node Groups, Interface Groups, and their universally unique identifiers
(UUIDs).

e Import the configuration files in the correct order based on dependencies.
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Learning the Specific Export/Import Behaviors
Consider the three export/import behavior choices:

e Replaces all—replaces the entire existing configuration during the import
e Incremental—updates all object instances with matching key identifiers during the import
e Incremental (subset)—includes configuration changes that were made by one Author

Configuration files can have dependencies. For example, the Node Group Map Settings configuration area
has a dependency on Node Groups.

Before proceeding on to the following examples, refer to Export/Import Behavior and Dependencies in the
NNMi help.

Incremental (Merge) Import Example
For this example, remember that Node Groups have an “Incremental” import behavior.
1. Create a Node Group called node group 1.

Figure 1: Configuration: Create Node Group 1
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2. Export the configuration using the following command:

nnmconfigexport.ovpl -c nodegroup -f nodegroup.1.xml

You should see a message similar to the following:

Successfully exported /var/tmp/config/nodegroup.l.xml.

3. Delete node group 1 and create node group 2.
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Figure 2: Configuration: Create Node Group 2
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nnmconfigexport.ovpl -c nodegroup -f nodegroup.2.xml

You should see a message similar to the following:

Successfully exported /var/tmp/config/nodegroup.2.xml.

There are now two different configuration files for Node Groups—one file contains node group 1 and
the other contains node group 2.

5. Delete node group 2.
Now neither node group 1 nor node group 2 exists in the database.

6. Perform an import of node group 1 using the following command:

nnmconfigimport.ovpl -f nodegroup.l.xml

You should see a message similar to the following:

Successfully imported nodegroup.1._xml.
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7. Perform an import of node group 2 using the following command:

nnmconfigimport.ovpl -f nodegroup.2.xml

You should see a message similar to the following:

Successfully imported nodegroup.2.xml.

On importing the two configurations, the data is merged, as opposed fo overwritten. The database contains
both node group 1 and node group 2

Figure 3: Configuration: Both Node Groups Displayed
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“Replaces All” Import Example

The Discovery configuration import uses the “Replaces
import performs a replacement of data.

1. Create an Auto-Discovery Rule called discorangel.
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Figure 4: Discovery Configuration: Create discorange1 Auto-Discovery Rule
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2. Perform an export of the discorangel configuration using the following command:
nnmconfigexport.ovpl -c disco -f disco.1.xml
You should see a message similar to the following:

Successfully exported /var/tmp/config/disco.1._xml.

3. Delete the discorangel Auto-Discovery Rule.
4. Create a new Auto-Discovery Rule called discorange?2.

Figure 5: Discovery Configuration: Create discorange2 Auto-Discovery Rule
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5. Perform an import of the discorangel configuration using the following command:
nnmconfigimport.ovpl -f disco.1l.xml
You should see a message similar to the following:
Successfully imported disco.1l.xml.

Even though there was not a conflict with discorange2, the disco.1.xml configuration overwrote the
configuration.

Figure 6: Discovery Configuration: disco.1.xml File Overwrote Configuration
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Avoid Conflicts in the Ordering Fields

Many configurations, such as Monitoring Configuration, have an Ordering field.

Note: While the Monitoring Configuration import has a “Replaces all” behavior, it only replaces all if there
are no conflicts in the Ordering field.

The following figure shows the default configuration of Monitoring Configuration.
For this example, start by exporting this default configuration so that you can revert back to it if necessary.

1. Perform an export of the monitoringl configuration using the following command:

nnmconfigexport.ovpl -c monitoring -f monitoring.1.xml

You should see a message similar to the following:

Successfully exported /var/tmp/config/monitoring.1l.xml.
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Figure 7: Monitoring Configuration: Default
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2. Delete the Monitoring policy based on Routers (Ordering 100).
3. Create a Monitoring policy based on Data Center and reuse the Ordering value of 100.

Figure 8: Monitoring Configuration: Replace Routers with Data Center

Fie  View Tools  Actions  Help

| Manitoring Con:

saveand Chse | & | 5

~ Global Control Interface Settings | Node Settings | Default Settings

If disabled, previous device state and status values remain -
unchanged. See Help — Uzing the Monitoring Configuration
form. When multiple settings are defined, NNMi applies them according to the Ordering number (lowest number first).
Enable State Poling wdd
E || % K € 1-40f4 ® 2 ||E
select Enable State Polling above, NNMi
& following object types and Ena Ena Ena Ena Ena Pol Ena Ena Ena Ena i"r:
Mai Noc Noc Pol Inte DS» 501 ATI
ICN Inte Inte Rel
Orde Name Ade Fau Fau Cor Cor Unc Hos Per Inte Inte Inte Inte Notes
Enable Card Poling | ICN Fau Per Inte IP Per Per Per
Pol E Pol Pol Adc [ Pol Pol Pol L
Enable Node Component Pol
Polling d |
Enable Router 100 Data Center [ ¥ o- ¥ - - - - - - - - - HNodeswith asystemn
Redundancy Group |
Poling 200 Metworking Infrastructure Devices ¥ - ¥ ¥ ¥ _  _ ¥ ¥ ¥ ¥ ¥ ncludes those device ¢
300 Microsoft Windows Systems Voo - - - - - - - - Any system running Mi
400  Non-SNMP Devices VoYV

= s = - - - Nodes which have nev
st

4. Assuming that you want to revert back to the original configuration, perform
following command:

an import using the

nnmconfigimport.ovpl -f monitoring.1.xml

You should see the following error message:

Configuration Import Error:
Database constraint violation: Could not execute JDBC batch update
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The import fails because the original configuration had Routers at 100 and the new configuration has
Data Center at 100. To resolve this problem, you need to remove the conflict, save the configuration,
and then re-import. To remove the conflict, you can either change the Ordering number of the current
configuration (change Data Center to 99) or you can completely remove the policy for Data Center if
you no longer need it.

Tip: When you change Data Center to 99, you avoid the Ordering conflict but the Data Center

policy is deleted when you import the previous Monitoring Configuration. This result is because the
Monitoring Configuration import has a “Replaces all” behavior.

Avoid Name Conflicts in Node Groups, Interface Groups, and Assigned
UUIDs

NNMi includes a default Node Group called Routers with an assigned UUID.

Figure 9: Node Group: Routers
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Consider the following scenario. You perform the following steps:

1. Export the original configuration.
2. Delete the default Routers Node Group.
3. Create a new Node Group called Routers.

The newly created Routers Node Group has a different UUID than that of the original Routers Node
Group. If you were to attempt to import the configuration that has the original definition of Routers in it,

the import will fail because of the conflict between the Node Group name and the UUID.

Tip: Avoid naming customer-built Node Groups with the same names as default Node Groups, in case you
later want to revert back to the original product settings.

A similar issue occurs when you try to move configurations from one NNMi management server to another.
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Consider the following scenario. You perform the following steps:

1. Create a Node Group called NetBotz on Server A (Server A assigns a UUID for this Node
Group).

2. On Server B, create the same Node Group, NetBotz (Server B assigns a UUID to this Node
Group that is different from the one created on Server A).

3. Import the configuration from Server A to Server B.

The import fails because of the conflict between the Node Group name and the UUID.

Tip: To avoid Node Group name and UUID contlicts as the one previously described, rather than creating
the same configuration on two different servers, create the configuration on one server and move it to the
other server using a configuration import.

Conflict Example

Tip: If you are planning to replace a configuration on a server, then first delete the configuration from that
server.

Consider the following example:

1. Export the current default Monitoring Configuration.

2. Delete the Monitoring Configuration based on Routers (Ordering 100).

3. Create a Monitoring Configuration in Node Settings called My Favorite Routers, with
Ordering set to 100.

Assuming you want fo revert back to the previous configuration, delete the entire configuration and then re-
import:

4. From the workspace navigation panel, select the Configuration workspace, and then click
Monitoring Configuration.

Click the Node Settings tab.

Select all of the configurations and delete them.

Click the Interface Settings tab.

Select all of the configurations and delete them.

© N o W
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Figure 10: Monitoring Configuration: Delete Node Settings
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Figure 11: Monitoring Configuration: Delete Interface Settings
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Tip: Disable State Polling when you delete the current Monitoring Configuration to avoid generating
unexpected alarms (because no monitoring policies are in place) between the time that you delete the
current configuration and the time the replacement configuration is loaded. This principle is true for other

configurations, such as Node Groups, because of the references to Node Groups in Monitoring
Configuration.

9. Disable State Polling by ensuring that the Enable State Polling check box is cleared.
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Figure 12: Monitoring Configuration: Disable State Polling
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10. Click Save and Close.

11. Perform an import using the following command:
nnmconfigimport.ovpl -f monitoring.xml
You should see the following message:

Successfully imported monitoring.xml.

The Routers Node Setting has been restored with the Ordering at 100 and State Polling has
been reenabled.

Figure 13: Monitoring Configuration: Routers Stored and State Polling Re-enabled
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Import Files in the Correct Order Based on Dependencies

The nnmconfigimport.ovpl tool allows you to import an entire set of configuration files in a directory;
however, you may also load files one at a time. This enables you to see any errors based on individual
files. You can then delete the conflict and re-import the file. You may need to load multiple configuration
files to satisfy any dependencies. For example, an Interface Group can reference a Node Group in its
configuration. To satisty this dependency, load the Node Group configuration before loading the Interface
Group configuration.

Figure 14: Interface Group: Referenced Node Group
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Notes

Merging Two Server Configurations

To merge two server configurations (fo keep both servers synchronized) use any of the following three
methods:

Method 1

1. Elect one of the servers to be the “master” server where all configuration changes are made.

2. Make a full backup of the master server (using nnmbackup .ovpl) and restore it fo the “slave”
server (using nnmrestore_ovpl) to initialize all the UUIDs to the same values.

3. Export your configurations from the master server and then import them onto the slave server.

Method 2

1. Use the graphical user interface to manually delete configurations on the slave server that may
likely cause a conflict (for example, configurations that you have changed).

2. Make sure that you disable State Polling during this period to avoid unexpected alarms.

3. Export your configurations from the master server and then import them onto the slave server.
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Method 3

1. Import configurations one at a time from the master server without deleting anything on the slave
server.
2. If an import fails, then delete the conflict and re-import.

Caution: You must import configurations within the same NNMi version and patch level. For example, you
cannot export a configuration in NNMi 8.x and import it into NNMi 9.x.

Tips:
P e Determine which method, import/export or backup/restore, is your best option for moving data
based on your goals and configuration.

e Study the NNMi help to determine if the import for a given configuration merges or replaces the
current configuration.

e Avoid naming customer-built configurations with the same names as default configurations (such as
Node Groups). This will help you avoid conflicts. Remember that you can assign custom
configurations a higher priority (lower number) than the default configurations, thereby effectively
disabling the default settings.

e Delete configurations that will clash before attempting the import to avoid UUID conflicts.

e Consider completely deleting configurations fo ensure a successful import and consider disabling
State Polling temporarily.

e Avoid merging between NNMi management servers. If you must use this approach, then elect one
of the servers to be the master server where all configuration changes are made. Prepare the
servers in advance by making a backup of the master and restoring the backup to the slave server
to synchronize UUIDs.

e For simple configurations, consider using the graphical user interface to visually compare servers
and re-enter data rather than using the import/export or backup/restore tools.

Conclusion

This document has presented usage scenarios and best practices for NNMi’s export and import tools.
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Legal Notices

Warranty

The only warranties for HP products and services are set forth in the express warranty statements accompanying such products and
services. Nothing herein should be construed as constituting an additional warranty. HP shall not be liable for technical or editorial
errors or omissions contained herein.

The information contained herein is subject to change without notice.

Restricted Rights Legend

Confidential computer software. Valid license from HP required for possession, use or copying. Consistent with FAR 12.211 and
12.212, Commercial Computer Software, Computer Sofiware Documentation, and Technical Data for Commercial ltems are licensed
to the U.S. Government under vendor's standard commercial license.

Copyright Notices

© Copyright 2011 Hewlet-Packard Development Company, L.P.

Trademark Notices

Adobe® is a trademark of Adobe Systems Incorporated.

HP-UX Release 10.20 and later and HP-UX Release 11.00 and later (in both 32 and 64-bit configurations) on all HP 9000 computers
are Open Group UNIX 95 branded products.

Microsoft® and Windows® are U.S. registered trademarks of Microsoft Corporation.
Oracle and Java are registered trademarks of Oracle and/or its affiliates.

UNIX® is a registered trademark of The Open Group.

Oracle Technology — Notice of Restricted Rights

Programs delivered subject to the DOD FAR Supplement are 'commercial computer software' and use, duplication, and disclosure of
the programs, including documentation, shall be subject to the licensing restrictions set forth in the applicable Oracle license
agreement. Otherwise, programs delivered subject to the Federal Acquisition Regulations are 'restricted computer software' and use,
duplication, and disclosure of the programs, including documentation, shall be subject to the restrictions in FAR 52.227-19,
Commercial Computer Software-Restricted Rights (June 1987). Oracle America, Inc., 500 Oracle Parkway, Redwood City, CA
94065.

For the full Oracle license text, see the license-agreements directory on the NNMi product DVD.
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Visit the HP Software Support web site at:

www.hp.com/go/hpsoftwaresupport

This web site provides contact information and details about the products, services, and support that HP Software offers.

HP Software online support provides customer self-solve capabilities. It provides a fast and efficient way to access interactive technical
support tools needed to manage your business. As a valued support customer, you can benefit by using the support web site to:

Search for knowledge documents of interest

Submit and track support cases and enhancement requests
Download software patches

Manage support contracts

Look up HP support contacts

Review information about available services

Enter into discussions with other software customers

Research and register for software training

Most of the support areas require that you register as an HP Passport user and sign in. Many also require a support contract. To
register for an HP Passport ID, go to:

http://h20229.www2.hp.com/passport-registration.html

To find more information about access levels, go to:

http://h20230.www2.hp.com/new_access_levels.jsp
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