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You can configure NNMi to monitor devices using static Network Address Translation (Static 
NAT). This paper describes how to configure NNMi to monitor devices located behind the NAT 
gateway using SNMP and ICMP polling and SNMP traps. 
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Problem Statement 
When NNMi discovers a node located behind the Network Address Translation (NAT) gateway at a 
remote site, NNMi uses the public routable address that the NAT gateway assigned to it. However, the 
node itself cannot identify the address that the NAT gateway assigned to it. Typically, such nodes have non-
globally-routable addresses assigned to them for routing within the remote site. A benefit of using NAT is 
that remote sites can have overlapping IP addresses because their addresses are unique within their local 
domain. However, this causes challenges for NNMi. 
 
By default, NNMi expects to find a public routable address for a node within a node’s IP address table. 
However, this is not the case when using NAT, as a node assigned a NAT address cannot identify its NAT 
address. Under these conditions, NNMi may disqualify the node from discovery and discard the node.  
 
Additionally, problems can arise when NNMi receives traps from nodes behind the NAT gateway as these 
nodes may have a source address of the non-routable address rather than the NAT assigned global 
address. NNMi is unable to distinguish which node sent the traps. 
 
Figure 1: Sample NAT Environment 

 

 

Solution 
In NNMi 9.10, NNMi discovers and monitors nodes even if the management IP address is not in the IP 
address table of the node.  
 
NNMi discovers layer 2 topology for nodes behind the NAT without any additional configuration changes. 
This is because protocols such as Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol (LLDP) 
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usually are not IP based but name based. Forwarding database analysis also works without change 
because it is Media Access Control (MAC) based rather than IP based. 
 
For trap handling, you only need to make a simple change in the NNMi configuration. 
 
You can also take advantage of the new Multi-Tenancy and Security Groups features to separate the 
overlapping address domains for better presentation of the nodes. See the HP Network Node Manager i 
Software Deployment Reference for more information. 
 
With regard to this solution, note the following: 
 

• This solution supports static NAT only.  
• In addition to SNMP monitoring, now using ICMP to monitor management addresses is supported.  

(ICMP polling to non-routable addresses is not supported.) 
• If you have overlapping IP addresses, you may need to filter layer 3 maps for proper viewing. 

Summary of Steps 
This document shows a simple configuration example. The basic steps include: 

1. Obtain Routable Addresses 
2. Set up SNMP Communication 
3. Disable Small Subnets Connection Rule 
4. Optionally Configure a Tenant and Security Group for each Site 
5. Build a Node Group 
6. Load Seeds for Discovery 
7. Configure SNMP Traps 

Obtain Routable Addresses 
You need to know the routable address for each managed node that uses a NAT address. Obtain this 
information from your NAT gateway administrator. 

Set up SNMP Communication 
Set up SNMP communication for the routable addresses of each site as you normally would. 

Disable Small Subnets Connection Rule 
Because your network likely contains nodes with duplicate IP addresses in NAT environments (typically on 
different sites), disable the Small Subnets discovery rule. This rule enables NNMi to build connections 
based on IP addresses with /30 subnet masks. Disabling this feature may not be necessary in your 
environment (see the NNMi help for details). However, if you anticipate that nodes behind the NAT 
gateway will have some duplicate /30 subnet masks, then disable this feature. You should consider 
disabling other discovery rules as required by your environment.  
 
To disable the Small Subnets connection rule: 

1. From the workspace navigation panel, select the Configuration workspace, open Discovery, 
and then click Discovery Configuration. 
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Figure 2: Configuration: Discovery Configuration 

 
 

2. Click the Subnet Connection Rules tab; then double-click the Small Subnets rule. 
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Figure 3: Subnet Connection Rules Tab: Open the Small Subnets Rule 

 
 

3. Clear the Enable check box. Click Save and Close, and then click Save and Close again. 

Figure 4: Subnet Connection Rule: Clear the Enable Check Box 
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Optionally Configure a Tenant and Security Group for each Site 
It can be very helpful to use the new Multi-Tenancy and Security Group feature to separate the different sites 
that are behind NAT firewalls. By using this feature, operators can have separate views of the nodes in 
each site including incidents, tables, and maps. You can create a separate Security Group for the nodes 
from each site. Then you can associate a Tenant with each Security Group. Set up User Groups to view the 
Security Groups as desired. After you configure a Tenant and Security Group for each site, each operator 
can have distinct views of nodes based on the site responsibilities of the operator. You can also set up 
Node Groups based on the Tenants or Security Groups to help separate sites for administrators or 
operators that can access multiple sites. 
 
Use the Security Wizard to easily configure a Tenant and a Security Group.  

1. From the workspace navigation panel, select the Configuration workspace, open Security, and 
then click Security Wizard.  

Figure 5: Configuration: Click Security Wizard 
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In this example, we have two general sites, Customer1 and Customer2, to represent each remote customer 
network behind a NAT. 
 

2. Create an Operator User Account and an Operator User Group for each customer site. Then map 
the User Accounts to the User Groups as shown below. Do this for each customer site. 

Figure 6: Security Wizard: Create Operator User and User Group for each Customer Site 

 
 

3. Create a Security Group for each customer site and map the appropriate customer site User Group 
to the Security Group as shown in the following figure. 

Figure 7: Security Wizard: Create Security Group for each Customer Site 
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4. Click Save and Close because, at this point, you cannot assign nodes to the Security Groups 
because nodes have not yet been loaded into NNMi. 

Figure 8: Security Wizard: Nodes not Loaded 

 
 
Now you need to create a Tenant to which you will assign nodes from each customer site. You must create 
a Tenant so that at the moment a node is loaded with a Tenant assignment, it will automatically go into the 
correct Security Group. 

5. From the workspace navigation panel, select the Configuration workspace, open Discovery, 
and then click Tenants. Click the  icon. 

Figure 9: Discovery Configuration: Create New Tenant 
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6. Enter in the information for this Tenant. Remember to assign an Initial Discovery Security 
Group. Do this for both customer sites in this example. 

Figure 10: Tenant Form: Assign Initial Discovery Security Group 

 
 
Now you can begin loading nodes into NNMi. 
 
Figure 11: Tenants Form: Initial Discovery Security Groups Assigned 

 
 
Tip: You can use the command line to accomplish steps in this example if you prefer.  The primary tool is 
nnmsecurity.ovpl. See the command’s reference page for further details. 

Build a Node Group 
Create node groups based on Tenant for better separation of sites for all users. 
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Figure 12: Node Group Form: Node Group based on Tenant 

 

Load Seeds for Discovery 
Now you can begin discovering seeds using “loading seeds” in Discovery, which is the only way to assign 
a Tenant and Node Group at initial discovery. This is usually the preferred choice for monitoring customer 
sites behind NAT firewalls. 
 
Tip: You can load discovery seeds using the graphical user interface (one at a time) or by using the 
command line.  
 
This example shows the command line method. Repeat the following procedure for each customer site. 

1. Create a file with a line for each node containing the routable address of each node. For example: 

seeds_cust1.txt: 
172.20.4.6 
172.20.4.4 
172.20.4.13 
172.20.4.11 
172.20.4.8 

2. Use the nnmloadseeds.ovpl command line tool to load these seeds into NNMi. Include the “-t” 
option to assign the Tenant. 

# nnmloadseeds.ovpl -f seeds_cust1.txt -t Customer1 
 
5 seeds added 
0 seeds invalid 
0 seeds duplicated 

 

After some time, you see the nodes discovered in NNMi. Notice how they have the appropriate 
Tenant and Security Group assigned. 
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Figure 13: Nodes Form: Discovered Nodes 

 
3. Open one of these nodes to see that it has a routable management address that is not in the IP 

Addresses table. 

Figure 14: Node Form: Open a Node 

 
 
Note: Connectivity may take a few hours to discover.  
 
In this example, you can see in Figure 15 and Figure 16 that NNMi accurately discovered the connectivity. 
NNMi discovered some connections using CDP and others using Forwarding Database (FDB). 
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Figure 15: Layer 2 Neighbor View: Properly Connected Nodes (CDP) 

 
 
Figure 16: Layer 2 Neighbor View: Properly Connected Nodes (FDB) 

 
 
Sign in to NNMi as Customer1_Oper and you should see only nodes and incidents related to the 
Customer1 site, whereas an administrator will see nodes from all sites since administrators are not restricted 
by Security Groups. 
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Figure 17: Nodes Form: Customer1_Oper View of Nodes and Incidents 

 
 
Tip: When working with nodes behind NAT gateways, when selecting a node, a layer 2 neighbor view 
works well. A layer 3 neighbor view may not give accurate results because multiple nodes share the 
overlapping IP addresses. NNMi shows these overlapping IP addresses connected together in the layer 3 
neighbor view; however they are not connected when they are located behind different NAT gateways. 
 
The issue previously discussed will not affect any monitoring or fault analysis because NNMi does not base 
that analysis on a layer 3 neighbor relationship. But if you have separate NNMi operators with Tenants 
and Security Group configured, even the layer 3 views will work well because the overlapping nodes will 
not be visible to the specific operator. 
 
Note: In NNMi version 9.10, the fault monitoring selection, Enable Management Address ICMP 
Polling, is supported for nodes behind NAT firewalls (as shown in the following figure). This means that 
nodes will be monitored using SNMP and IMCP to determine status. This helps eliminate false node down 
notifications. Always select the Enable Management Address ICMP Polling check box on your 
polling policies, assuming that you are able to “ping” the management addresses. 
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Figure 18: Node Settings: Enable Management Address ICMP Polling Check Box 

 

Configure SNMP Traps 
You must make changes to the managed nodes in order for the NNMi management server to receive 
SNMP traps from nodes behind the NAT gateway. This example covers two types of SNMP traps: 
SNMPv2c traps and SNMPv1 traps. This example also shows changes specific to Cisco devices. Other 
vendors may require similar changes.  
 
Note: Source address resolution is a common challenge with traps. NNMi must unambiguously resolve the 
source address of each trap that it receives. This problem manifests itself differently depending on the 
SNMP version (v1 or v2c). 



Step-by-Step Guide to Monitoring Devices Located Behind a Static NAT Gateway 

June 14, 2011 
 

Page | 16  
 

SNMPv2c Traps 

Table 1 shows the format of an SNMPv2c trap, with the IP Header forming the top section of the table and 
the SNMP Trap Protocol Data Unit (PDU) forming the lower section of the table. 
 

Version etc. 
Source Address 
Destination Address 

PDU-Type: 4 
Request Identifier 
Error Status 
Error Index 
PDU Variable bindings 

Table 1 SNMPv2c Trap Format 

 
Since SNMPv2c traps do not have an Agent Address field in the PDU, the only source field of the trap is 
within the IP Packet Header. NAT routers properly translate the source field.  
Only one step is required on the source node: make sure that the interface associated with the private 
inside IP address sources all traps from devices behind the NAT router. The NAT gateway can then 
translate the trap to the correct public address. 
 
Figure 19 shows an example of this correct translation from the NAT gateway. You can see that the NAT 
gateway properly translates a trap that begins with the source address of 192.168.1.2 to address 
15.2.13.2. Then the NNMi management server correctly resolves this address.  
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Figure 19: SNMPv2c Example 

 

SNMPv1 Traps 

SNMPv1 traps are more complex because they embed the Agent Address inside the SNMP Trap PDU. 
Table 2 shows the format of an SNMPv1 trap, with the IP Header forming the top section of the table and 
the SNMP Trap PDU forming the lower section of the table. 
 

Version etc. 
Source Address 
Destination Address 

PDU-Type: 4 
Enterprise 
Agent Address 
Generic Trap Code 
Specific Trap Code 
Timestamp 
PDU Variable Bindings 

Table 2: SNMPv1 Trap Format 
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Because the Agent Address is embedded in the PDU rather than the Header, usually the NAT router will 
not translate this value. NNMi can note the address in the Header and ignore the Agent Address in the 
payload. To enable this change, do the following: 
 

1. Edit the file $DataDir/shared/nnm/conf/props/nms-jboss.properties.  Find the line: 
 

#!com.hp.nnm.trapd.useUdpHeaderIpAddress=false 
 

2. Change the value to true and remove the #! characters as shown below: 
 

com.hp.nnm.trapd.useUdpHeaderIpAddress=true 
 

3. Save the file and restart NNMi. 
 
Figure 20 shows an example of an SNMPv1 trap where NNMi ignores the conflicting IP address fields. 
 
Figure 20: SNMPV1 Example 

 

Conclusion 
This document has presented the steps necessary to configure NNMi to monitor devices located behind the 
NAT gateway. By following the steps in this document, you can more effectively monitor networks that 
contain devices using static NAT.  
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Support 

Visit the HP Software Support web site at: 

www.hp.com/go/hpsoftwaresupport  
This web site provides contact information and details about the products, services, and support that HP Software offers. 

HP Software online support provides customer self-solve capabilities. It provides a fast and efficient way to access interactive technical 
support tools needed to manage your business. As a valued support customer, you can benefit by using the support web site to: 

• Search for knowledge documents of interest 

• Submit and track support cases and enhancement requests 

• Download software patches 

• Manage support contracts 

• Look up HP support contacts 

• Review information about available services 

• Enter into discussions with other software customers 

• Research and register for software training 

Most of the support areas require that you register as an HP Passport user and sign in. Many also require a support contract. To 
register for an HP Passport ID, go to: 

http://h20229.www2.hp.com/passport-registration.html  
To find more information about access levels, go to: 

http://h20230.www2.hp.com/new_access_levels.jsp  
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