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Understanding Astra LoadTest Analysis

The Analysis provides graphs and reports to help you analyze the performance
of your system. These graphs and reports summarize the scenario execution.

This chapter describes:

® Creating Analysis Sessions

® Starting the Analysis

® Collating Execution Results

® Analysis Graphs

® Applying a Filter to a Graph

® Grouping and Sorting Results

® Working with Analysis Graphs

® Viewing the Legend

® Viewing the Data as a Spreadsheet and as Raw Data
® Configuring Display Options

® Setting General and Database Options
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Understanding Astra LoadTest Analysis

About the Analysis

During scenario execution, Vusers generate result data as they perform their
transactions. To monitor the scenario performance during test execution, use the
Online Monitoring tools. To view a summary of the results after test execution, you
can use one or more of the following tools:

® The Vuser output file, output.txt, contains a full trace of the scenario run for
each Vuser. This file is located in the scenario results directory. (When you
run a Vuser script in standalone mode, this file is placed in the Vuser script
directory.) The information is also available in the Vuser log.

® The Controller Output window displays information about the scenario run.
If your scenario run fails, look for debug information in this window. For more
information, see the Astra LoadTest Controller User’s Guide.

® The Analysis graphs help you determine system performance and provide
information about transactions and Vusers. You can compare multiple graphs
by combining results from several scenarios or merging several graphs into
one.

®* The Graph Data and Raw Data views display the actual data used to
generate the graph in a spreadsheet format. You can copy this data into
external spreadsheet applications for further processing.

® The Report utilities enable you to view a Summary report and summary
HTML report for each graph.
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Understanding Astra LoadTest Analysis

Creating Analysis Sessions

When you run a scenario, data is stored in a result file with an .Irr extension. The
Analysis is the utility that processes the gathered result information and
generates graphs and reports.

When you work with the Analysis utility, you work within a session. An Analysis
session contains at least one set of scenario results (Irr file). The Analysis stores
the display information and layout settings for the active graphs into a file with an
.Ira extension.

Starting the Analysis

You can open the Analysis through the Astra LoadTest program group as an
independent application, or directly from the Controller. To open the new Analysis
utility as an independent application, choose Tools > Analysis from the Astra
LoadTest Program Group.

To open the Analysis directly from the Controller, select Results > Analyze
Results. This option is only available after running a scenario. The Analysis takes
the latest result file from the current scenario, and opens a new session using
these results. You can also instruct the Controller to automatically open the
Analysis after it completes scenario execution by selecting Auto Load Analysis.
To do this, select Results > Auto Load Analysis.
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Understanding Astra LoadTest Analysis

When creating a new session, the Analysis prompts you for the result file (.lrr
extension) that you wish to include in the session. To open an existing session,
you specify an Analysis Session file (.Ira extension).

Collating Execution Results

When you run a scenario, by default all Vuser information is stored locally on each
Vuser host. After scenario execution the results are automatically collated or
consolidated—results from all of the hosts are transferred to the results directory.
You disable automatic collation by choosing Results > Auto Collate Results
from the Controller window, to clear the check mark adjacent to the option. To
manually collate results, choose Results > Collate Results. If your results have
not been collated, the Analysis will automatically collate the results before
generating the analysis data. For more information about collating results, see
Astra LoadTest Controller User’s Guide.
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Understanding Astra LoadTest Analysis

Analysis Graphs

The Analysis graphs are divided into the following categories:

Transaction graphs and reports provide information about transaction

Transactions

Vusers

Rendezvous

System Resources

Web Server Resources

Web Application Server Resources

Network Monitor
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performance and response time. For more information, see Chapter 2, Viewing
Transaction Graphs.

Vuser graphs display information about Vuser states and other Vuser statistics.
For more information, see Chapter 3, Vuser and Rendezvous Graphs.

Rendezvous graphs show the behavior of Vusers that participated in a
rendezvous during the scenario. For more information, see Chapter 3, Vuser and
Rendezvous Graphs.
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Understanding Astra LoadTest Analysis

System Resource graphs show statistics relating to the system resources that
were monitored during the scenario using the Online Monitor. This category also
includes graphs for SNMP monitoring. For more information, see Chapter 4,
Resource Graphs.

Web Server Resource graphs provide information about the throughput and hits
per second for Web Vusers. In addition, these graphs provide resource usage
details for Netscape, 11S, and Apache Web servers. For more information see
Chapter 5, Web Resource Graphs.

Web Application Server Resource graphs provide information about the
resource usage for various Web application servers such as BroadVision,
ColdFusion, SilverStream, ASP, WebLogic, and WebSphere. For more
information see Chapter 5, Web Resource Graphs.

Network Monitor graphs provide information about the network delays. For more
information, see Chapter 6, Network Graphs.

Cross Result graphs let you compare the results from several scenario runs. For
example, this feature can be useful for benchmarking hardware to determine how
a superior system will improve performance. For more information, see

Chapter 7, Cross Result and Merged Graphs.
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Understanding Astra LoadTest Analysis

Applying a Filter to a Graph

When viewing graphs in an Analysis session, you can specify to display only the
desired information. By default, ten transactions are displayed for the entire
length of the scenario. You can filter a graph to show fewer transactions for a
specific segment of the scenario. For example you can display four transactions
beginning from five minutes into the scenario and ending three minutes before the
end of the scenario.

The filter conditions differ for each type of graph. The filter conditions also depend
on your scenario. For example, if you only had one group or one host machine in
your scenario, the Group Name and Host Name filter conditions do not apply. The
following table lists the available filter conditions for each graph type.

Graph Filter Conditions

Transaction Name, Transaction Response Time,
Transactions Scenario Elapsed Time, Host Name, Transaction
End Status, Group Name, Vuser ID

Vuser End Status, Scenario Elapsed Time, Host

Vusers Name, Group Name, Vuser ID, Vuser Status

Number of Released Vusers, Scenario Elapsed

Rendezvous Time, Host Name, Group Name, Vuser ID

Resource Name, Resource Value, Scenario Elapsed

System Resources Time, Host Name, Group Name, Vuser ID
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Understanding Astra LoadTest Analysis

Graph Filter Conditions

Resource Name, Resource Value, Scenario Elapsed

Web Server Resources Time, Host Name, Group Name, Vuser ID

Web Application Server Application Name, Application Value, Scenario 4 £
Resources Elapsed Time, Host Name, Group Name, Vuser ID Find
Network Monitor Network Path Name, Network Path Delay, Scenario Find
Elapsed Time, Host Name, Group Name, Vuser ID Again
You can also activate global filter conditions that will apply to all graphs in the ‘ ’
session. The available global filter conditions are a combination of the filter
iti indivi . Top of
conditions that apply to the individual graphs Chanter
Note that you can also filter merged graphs. The filter conditions for each graph & Back
are displayed on separate tabs.

To set a filter condition for an individual graph:

1 Select the graph you want to filter. Click on a graph tab or click on the graph
name in the tree view.
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Understanding Astra LoadTest Analysis

2 Choose View > Set Filter/Group By. The Graph Settings dialog box opens.

Graph Settings
Graph: Tranzaction Summary

Filter condition: Ok I .

Criteria |\u"a|ues | ﬁ Find
T ranzaction Name = TEnd1 or Tlnit1 ﬂl
Tranzaction Responze Time Find
Scenario Elapsed Time el | Again
Host Mame
Result Name < result?. I ‘ ’
Tranzaction End Status Mame Set Defaultz |
Group Mame j Gl orG2
YugerlD

Top of
Chapter
Group By:
Available groups: Selected groups: ‘= Back
Result Mame
Group Mame
[~
[

3 Click in the Criteria box for the condition you want to set. Select either "=" or
"<>" (does not equal) from the drop down list.

4 Click in the Values box of the filter condition you want to set. Select a value from
the drop down box. For several filter conditions, a new dialog box opens.
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Understanding Astra LoadTest Analysis

5 For Transaction Response Time, the Set Dimension Information dialog box
opens. You specify a start and end time (in minutes:seconds format) for each
transaction. The time is relative to the beginning of the scenario.

Set Dimension Information E
#h Find
Mininium | b amimunn
Action] Tranzaction 1.453 F.5E Find
config azp 0.0 1.602 Again
dell dema 011 3.405
Dimenzioh Desktops 015 041
Pentiur |1 450 MHz [0.471 2274 ‘ ’
TAction] 4.932 50.002
TEnd 2498 2h04 T
d k Top of
Chapter
’TI Cancel |
¢= Back
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Understanding Astra LoadTest Analysis

6 For Scenario Elapsed Time, the Scenario Elapsed Time dialog box opens.

Specify the start and end time for the graph in minutes:seconds format. The time

is relative to the start of the scenario.

Scenario Elapzed Time E3

Set range

From: IDDZDD To IDDZ14
Cancel |

7 For Rendezvous graphs, while setting the Number of Released Vusers
condition, the Set Dimension Information dialog box opens. Specify a minimum
and maximum number of released Vusers.

8 For all graphs that measure resources (Web Server, Database Server, etc.),
when you set the Resource Value condition, the Set Dimension Information
dialog box opens displaying a full range of values for each resource. Specify a
minimum and maximum value for the resource.

9 Click OK to accept the settings and close the Graph Settings dialog box.

ST To apply a global filter condition for all graphs displayed in the session, choose

File > Set Global Filter or click the Set Global Filter button, and set the desired

filters.
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Understanding Astra LoadTest Analysis

Grouping and Sorting Results

When viewing a graph, you can group the data in several ways. All graphs can be
grouped by the Vuser ID. Transactions graphs can be grouped by the Transaction
End Status. The Vuser graphs can be grouped by the Scenario Elapsed Time,
Vuser End Status, Vuser Status and VuserID.

You can also sort by more than one group—for example by Vuser ID and then

Vuser status. The results are displayed in the order in which the groups are listed.
You can change the order in which things are grouped by rearranging the list. The
following graph shows the Transaction Summary grouped according to the Vuser.

Hits per Secand | Throughputl tergeGraphl | tergeGraph? | tergeGraph3 Transaction Summary |

Transaction Summary

Mumber of transactions

Action1_Transaction
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Understanding Astra LoadTest Analysis

To sort the graph data according to groups:

1 Select the graph you want to sort. Click on a graph tab or click on the graph
name in the tree view.

2 Choose View > Set Filter/Group By. The Graph Settings dialog opens. # Find
n
3 Inthe Available Groups box, select the group by which you want to sort the
Find
results. :
Again
Group By: ‘ ’
Avallable groups: Selected groups:
Host Mame Rezult Mame
WuzerlD Group Mame E
s - Top of
Chapt
R [ =
¢= Back

4 Click the right-facing arrow to move your selection to the Selected Groups box.

5 To change the order in which the results are grouped, select the group you want
to move and click the up or down arrow until the groups are in the desired order.

6 To remove an existing grouping, select an item in the Selected Groups box and
click the left-facing arrow to move it to the Available Groups box.

7 Click OK to close the dialog box.
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Understanding Astra LoadTest Analysis

Working with Analysis Graphs

The Analysis contains several utilities that allow you to view the data in the graph

in the most effective way:

® Determining a Point’s Coordinates
® Performing a Drill Down
® Enlarging a Section of a Graph

® Changing the Granularity of the X-axis
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Understanding Astra LoadTest Analysis

Determining a Point’s Coordinates

You can determine the coordinates and values at specific points in a graph. Place
the cursor over the point you want to evaluate. The Analysis displays the axis
values and other grouping information.

Transaction Performance Summary Yuser States | F{endezv:ﬂ_’l #4 Find
: Vuser States Find
Again
" Elapsed scenario time (mm:ss) =01:21 ‘ ’
@ Number of Yusers =1
= Yuser Status Name=Run
5 1 Top of
2 Chapter
=
=
= Back
0

00:00 00:10 00:20 00:30 00:40 00:50 01:00 01:10 01:20
Elapsed scenario tirme (mm:ss)

Astra LoadTest Analysis User’s Guide Chapter 1, page 20



Understanding Astra LoadTest Analysis

Performing a Drill Down

The Analysis provides another filtering mechanism called drill down. Drill down
lets you focus on a specific measurement within your graph. You select one
measurement within the graph and display it according to desired grouping. The
available groupings are Vuser ID, Host, Group Name, Vuser Status, etc.
depending on the graph. For example, the Transaction Response Time -
Average graph shows one line per transaction. To determine the response time
for each host, you drill down on one transaction and sort it according to host. The
graph displays a separate line for the transaction response time on each host.

In the following example, the graph shows a line for each of the six transactions.

Trangaction Response Time - Average | 4 | »
E Transaction Response Time - Average
5]
ﬁ 10
:
=
@ Bl-
o
[
2 4
@ o
o 21
o s
E 0 : : ; - -
s 04:00 05:00 0s:00 07:00 05:00
< Elapsed scenario time nniss
—+— Apache_Home <« Apache_Server
—+—FAQ & Mews
—¢— Submit_Search —+— Surf_Apache
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Understanding Astra LoadTest Analysis

In a drill down for the FAQ transaction per host, the graph displays the response
time only for the FAQ transaction, one line per host.

Transaction Response Time - Average | 4 | 4

oy Transaction Response Time - Average

=

: # Find

= . : : . .

1 SRR R S L T Find

o : e g = e Again

= 1 1 1 |

: Ao y f \ 4p

me e 1 : 1

= H ‘ 1 H 1

g et R R

T ; !

= T T T T T

< 0400 0500 0BO0D 0700 0800 gr?p (t’f

Elapsed scenario time nniss apter

| —+—FAQ101.130 o FAQlocalhost | & Back

You can see from the graph that the response time was longer on one host. If
you sort it by Vuser ID, each Vuser is represented by a separate line.
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Understanding Astra LoadTest Analysis

To drill down in a graph:

1 Click on a line or bar within the graph. The Drill Down Options dialog box opens
listing all of the measurements in the graph.

Drill Down Dptions
#h Find
r—Crrill Dowen on:
Find
config_asp Ag ain

dell_dema

Dimenzion_Desktopsz
Pentium_|l_450_MHz
update price

wuzer_end_Tranzaction
wuzer_init_Transaction

Top of
Chapter

&= Back

rGroup By

Tranzaction End Status Name ﬂ
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Understanding Astra LoadTest Analysis

Select a measurement for drill down.
From the Group By box, select a group by which to sort.
Click OK. The Analysis drills down and displays the new graph.

To undo the last drill down settings, choose Undo Set Filter/Group By from the
right-click menu.

To perform additional drill downs, repeat steps 1 to 4.

To clear all filter and drill down settings, choose View > Clear Filter/Group By.

Enlarging a Section of a Graph

Graphs initially display data representing the entire duration of the scenario. You
can enlarge any section of a graph to zoom-in on a specific period of the scenario
run. For example, if a scenario ran for ten minutes, you can enlarge and focus on
the scenario events that occurred between the second and fifth minutes.

To zoom in on a section of the graph:

Click inside a graph.

Move the mouse pointer to the beginning of the section you want to enlarge, but
not over a line of the graph.

Hold down the left mouse button and draw a box around the section to enlarge.
Release the left mouse button. The section is enlarged.

To restore the original view, choose Undo Zoom In from the right-click menu.
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Understanding Astra LoadTest Analysis

Changing the Granularity of the X-axis

You can make the graphs easier to read and analyze by changing the granularity
(scale) of the x-axis. The maximum granularity is half of the graph’s time range.
To ensure readability and clarity, the Analysis automatically adjusts the minimum
granularity of graphs with ranges of 500 seconds or more.

To change the granularity of a graph:

1 Click inside a graph.

o115 2 Select View > Set Granularity, or click the Set Granularity button. The
fuats Granularity dialog box opens.

Granularity [ %]
Granularity:

I'I—il ISecunds vl

Cancel |

3 Enter a new granularity value in milliseconds, minutes, seconds, or hours.

4 Click OK.
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Understanding Astra LoadTest Analysis

Granularity=1

@4 Find

Find
Again

<4

>

Top of
Chapter

Granularity=5

&= Back

Granularity=10

Astra LoadTest Analysis User’s Guide Chapter 1, page 26




Understanding Astra LoadTest Analysis

In the above example, the Hits per Second graph is displayed using different
granularities. The y-axis represents the average transaction response time
within the granularity interval. For a granularity of 1, the y-axis shows the
average response time for each one second period of the scenario. For a
granularity of 5, the y-axis shows the average response time for every five-
second period of the scenario

In the above graphs, the same scenario results are displayed in a granularity of
1,5, and 10. The lower the granularity, the more detailed the results. For example,
using a low granularity as in the upper graph, you see the intervals when no
transactions were performed. It is useful to use a higher granularity to study the
overall Vuser behavior throughout the scenario.

By viewing the same graph with a higher granularity, you can easily see that the
overall transaction response time averaged 1 hit per second.
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Understanding Astra LoadTest Analysis

Viewing the Legend

The Legend displays the color, scale, minimum, maximum, average, median, and
standard deviation of each measurement appearing in the graph.

Legend | Graph Detailsl [RE Nntesl Graph Datal Raw Datal

|:D|D[| Scale | Measurement

| Minimum | b amimum | .t’-‘-.veragel tedian | Sid. Deviatinnl
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The Legend shortcut menu (right-click) has the following additional features:

® Show/Hide: Displays or hides a measurement in the graph.

® Show only selected: Displays the highlighted measurement only.

® Show all: Displays all the available measurements in the graph.
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Understanding Astra LoadTest Analysis

® Configure measurements: Opens the Measurement Options dialog box in
which you can set the color and scale of the measurement you selected.

Meazurement:
Hitg =]
Dretail
Scale: I=
cale |1 —
Ok I Cancel |

® Animate selected line: Displays the selected measurement as a flashing line.

¢ Sort by [SELECTED] column: Sorts the measurements according to the
selected column, in ascending or descending order.

@4 Find

Find
Again

<4

>

Top of
Chapter

&= Back

Chapter 1, page 29




Understanding Astra LoadTest Analysis

® Configure columns: Opens the Legend Columns Options dialog box in which
you can choose the columns you want to view, the width of each column, and the
way you want to sort the columns.

Legend Columns Dptions E
—évailable Colurn: Selected Column ﬁ Find
ze & l iti I 3
s Arrawis to position columns :I Colurn Name:  Color Find
Color] [mandatary first i
i 1 y first] Width: I?'B_%I Again
[Scale] [matdatamy] v | =
[Meazurement] [mandatony) ‘ ’
Mlnlmum ~Sort By
b amimum
[ &verags Calurin Mame: Top of
Median Im [~ Chapter
Std. Deviation
¥ Azcending " Descending
¢= Back

Ok I Cancel |
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Understanding Astra LoadTest Analysis

Viewing the Data as a Spreadsheet and as Raw Data

The Analysis allows you to view the data in a grid form in two ways:

® Spreadsheet: The graph values displayed in a grid.

® Raw Data: The actual raw data collected during the scenario. @4 Find
Find
Spreadsheet View Again
You can view the graph displayed by the Analysis in spreadsheet format. The ‘ ’
Graph Data tab below the graph, displays the data in a grid format.
: Top of
Legendl Graph Deta|ls| IUser Motes  Graph Data | SE Datal Chgpter
Tranzaction Mame rinirnurn |.ﬂwerage |Ma>:imum |
ai_head? gif Action] 159 1012 0304 2105 4= Back
beige_ait_Action1_183 0111 027 1.462
book_git_éction]_167 019 0373 27314
bullet1_gif_Action_234 om 0184 0701
buti_ast_gif_Action]_207 013 0184 0311
Click_here._Action]_107 016 033 2124

The first column displays the values of the x-axis. The following columns show
the y-axis values for each transaction.

If there are multiple values for the y-axis, as in the Transaction Performance
Summary graph (min, average, and max), all of the plotted values are displayed.
If you filter out a transaction, it will not appear in the view.
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Understanding Astra LoadTest Analysis

The Spreadsheet shortcut menu (right-click) has the following additional features:

Copy: You can copy one or more columns to the clipboard in order to paste
it/them into an external spreadsheet program.

Save As: You can save the spreadsheet data to an Excel file. Once you have
the data in Excel, you can generate your own customized graphs.

Raw Data View

You can view the actual raw data collected during test execution for the active
graph. The Raw Data view is not available for all graphs.

Viewing the raw data can be especially useful for:

determining specific details about a peak—for example which Vuser was running
the transaction that caused the peak value(s).

performing a complete export of unprocessed data for your own spreadsheet
application.

@4 Find

Find
Again

4r

Top of
Chapter

&= Back

Chapter 1, page 32




Understanding Astra LoadTest Analysis

To display a graph’s Raw Data view:

1 Choose View > View Raw Data or click the Raw Data button. The Raw Data
dialog box opens.

#h Find
Set range
Find

Frarm; ID.D'I To |4.4E Again
Eancell

Top of
Chapter

2 Specify a time range—the entire graph (default) or a specific range of time— and

click OK. = Back

3 Click the Raw Data tab below the graph. The Analysis displays the raw data in a
grid directly below the active graph.

Legendl Graph Detailsl UserNotesI GraphData Raw Data |

Transaction Marme | Transaction Response Time | Scenatio Elapsed Time| Transaction End Status Mame|YuseilD |

Dimension Desktops (0.25 18 Pass Wuszerl
| |Pentium_lI__450_MHz 2274 15 Pasz Wuzerl
| |Actionl_Transaction | E5 12 Pass Yuger
|| dell_demo 1.502 15 Pazz Wuserl
| |Actionl_Transaction | 4108 17 Pass Wuger]
| |dell_demo 017 12 Pass Yugerl

4 To show a different range, repeat the above procedure.
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Understanding Astra LoadTest Analysis

Configuring Display Options

You can configure both standard and advanced display options for each graph.
The standard options let you select the type of graph and the time setting. The
advanced options allow you to modify the scale and format of each graph.

Standard Display Options

The standard display options let you choose the type of graph to display: line,
point, bar, or pie graph. Not all options are available for all graphs.

You can also indicate whether the graph should be displayed with a 3 dimensional
look. This applies primarily to bar and pie graphs. You can specify the percent for
the 3 dimensional graphs. This percentage indicates the thickness of the bar or
pie chart.

Transaction Summary Transaction Summary
3-D%

15%

95 %

@4 Find

Find
Again

4r

Top of
Chapter

&= Back
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Understanding Astra LoadTest Analysis

The standard display options also let you indicate how to plot the results that are
time-based: relative to the beginning of the scenario (default), or absolute time,
based on the system clock of the machine.

To open the Display Options dialog box, choose View > Display Options or click

i the Display Options button. # Find
Find
Again

— Dizplay Options

Graph Type: ILine j ‘ ’

[ 3 Dimensional Top of

Chapter

5 =

&= Back

~ Time Option

& Absalute

Advanced .. | Close

Choose a graph type, specify a 3 dimensional percent, and/or choose a time
option. Click Close to accept the settings and close the dialog box.
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Understanding Astra LoadTest Analysis

Advanced Display Options

The Advanced options let you configure the look and feel of your graph as well as
its title and the format of the data. To set the Advanced options, you must first
open the Display Options dialog. Choose View > Display Options or click the
Display Options button. To access the Advanced options, click Advanced. The
Editing MainChart dialog box opens.

Editing MainChart HE
Chart |Series |

Series |General | Axis I Titles I Legendl Fanel | Walls I D |

| | | Series Title |

v
LIL |¢ . - Addd.

Delete
Title. .
=

Change...

FRLELLC

Help... | Close

@4 Find

Find
Again

4r

Top of
Chapter

&= Back
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Understanding Astra LoadTest Analysis

You can customize the graph layout by setting the Chart and Series preferences.
Click the appropriate tab and sub-tab to configure your graph.

Chart Settings

The Chart settings control the look and feel of the entire graph—not the individual | §& Find
points. You set Chart preferences using the following tabs: Series, General, Axis, _
Titles, Legend, Panel, Walls, and 3D. :g;?n

Series: displays the graph style, (bar, line, etc.) the hide/show settings, line and ‘ ’
fill color, and the title of the series.

General: contains options for print preview, export, margins, scrolling, and CTr?gpftJér
maghnification.
¢= Back

AXis: indicates which axes to show as well as their scales, titles, ticks, and
position.

Titles: allows you to set the title of the graph, its font, background color, border,
and alignment.

Legend: includes all legend-related settings, such as position, fonts, and divider
lines.

Panel: shows the background panel layout of the graph. You can modify its color,
set a gradient option, or specify a background image.
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Understanding Astra LoadTest Analysis

Walls: lets you set colors for the walls of 3-dimensional graphs.

3D: contains the 3-dimensional settings, offset, magnification, and rotation angle
for the active graph.

Series Settings

The Series settings control the appearance of the individual points plotted in the
graph. You set Series preferences using the following tabs: Format, Point,
General, and Marks.

Format: allows you to set the border color, line color, pattern and invert property
for the lines or bars in your graph.

Point: displays the point properties. Points appear at various points within your
line graph. You can set the size, color and shape of these points.

General: contains the type of cursor, the format of the axis values, and show/hide
settings for the horizontal and vertical axis.

Marks: allows you to display the value for each point in the graph and configure
the format of those marks.

@4 Find

Find
Again

4r

Top of
Chapter

&= Back
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Understanding Astra LoadTest Analysis

Setting General and Database Options

You use the General and Database Options to regulate the size of the database
containing your test results and optimize the processing time of your Analysis
session.

Setting General Options

Vuser data from long scenario runs (lasting two hours or more) create large
databases. To decrease the size of the database and thereby decrease
processing time, you can increase the granularity for the two primary Web-related
measurements that account for over half of the data in the database—Hits per
Second and Throughput.

@4 Find

Find
Again

4r

Top of
Chapter

&= Back
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Understanding Astra LoadTest Analysis

To configure Web granularity:

1 Select Tools > Options. The Options dialog box opens, displaying the General

tab.

General | DataBase |
todifay the granularity to optimize the result zsize and processing time

—web Granularity Configuration

" |sze automatically calculated 'web granularity

Surnmarize Hits every |1 j secands.

Surmarize Throughput every [ j zecohds.

OF. | LCancel Help |

2 To allow the Analysis to determine the best granularity for displaying the results,
select Use automatically calculated Web granularity (the default option).

LoadTest Analysis User’s Guide
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Understanding Astra LoadTest Analysis

3 To specify a custom granularity for the Hits per Second and Throughput

measurements, select Set Web granularity and select the number of seconds
you want the Analysis to wait before it summarizes the Hits and Throughput.

By default, the Analysis summarizes the Hits per Second and Throughput
measurements every 5 seconds. To reduce the size of the database, increase the
granularity. To focus on more detailed results, decrease the granularity.

Setting Database Options

When you configure and set up your Analysis session, the database containing
the results may become fragmented. As a result, it will use excessive disk space.
To repair and compress your results and optimize the database, select

Tools > Options and click the Database tab. Click the Compact Database Now
button.

@4 Find

Find
Again

4r

Top of
Chapter

&= Back

Note: The long scenarios (duration of two hours or more) will require more time
for compacting.
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Viewing Transaction Graphs

After running a scenario, you can analyze the transactions that were executed
during the test using one or more of the following graphs:

® Transaction Summary Graph @4 Find
® Transaction Performance Summary Graph Find

® Transactions per Second Graph foam

® Transaction Response Time - Average Graph ‘ ’
® Transaction Response Time - Under Load Graph

® Transaction Response Time - Distribution Graph CT*?SP?;V
® Transaction Response Time - Percentile Graph ¢= Back
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Viewing Transaction Graphs

About Transaction Graphs

During scenario execution, Vusers generate data as they perform transactions.
The Analysis enables you to generate graphs that show the transaction
performance and status throughout script execution.

#h Find
You can use additional Analysis tools such as merging and crossing results to
understand your transaction performance graphs. You can also sort the graph :g;?n
information by transactions. For more information about working with the
Analysis, see Chapter 1, Understanding Astra LoadTest Analysis. ‘ ’
Top of
Chapter
= Back
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Viewing Transaction Graphs

Transaction Summary Graph

The Transaction Summary graph summarizes the number of transactions in the
scenario that failed, passed, aborted and ended in error.

The x-axis specifies the name of the transaction. The y-axis shows the total # Find
number of transactions performed during the scenario run. Find
. ] Again
Transaction Summary ‘ ’
2
=
g Top of
@ Chapter
i
5 4= Back
=
=
=

O = W = MmO
=

Action1_Transaction

I Failvuser! [ Failvuser2 [ Fail%user3
I Fassvuserl [ PassVuser? I Pass:Wuser3
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Transaction Performance Summary Graph

The Transaction Performance Summary graph displays the minimum, maximum
and average performance time for all the transactions in the scenario.

The x-axis specifies the name of the transaction. The y-axis shows the time— # Find
rounded off to the nearest second—taken to perform each transaction.
Find
Transaction Performance Summary Again
2 e 4y
[l
2 7
L
o B
g = Top of
@ Chapter
= 4
o
g 3 & Back
g 2
5
® 1
= S
= 0

Action_Transaction Fentium_Il__ 450 MHz
[ Minimum T Average I Maximurn |
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Transactions per Second Graph

The Transactions per Second graph displays the number of transactions
performed during each second of a scenario run. This graph helps you determine
the actual transaction load on your system at any given moment. You can
compare this graph to the Transaction Response Time - Average graph in order @4 Find
to analyze the effect of the number of transactions on the performance time.

Find
Again

The x-axis represents the elapsed time (in seconds) from the beginning of the
scenario run. The y-axis represents the number of transactions successfully ‘ ’
performed during the scenario run.

Top of

Transactions Per Second Chapter

&= Back

1 S

00:00 00:05 00:10 00:15 00:20
Elapsed scenario time (fmm:ss)

Murnber of transactions
(o)
-

——e—— Action1_Transaction
@ config_asp

—+—— dell_demo
@ Dimensgion_Desktops
& Pentium_|l__430_MHz
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Transaction Response Time - Average Graph

The Transaction Response Time — Average graph displays the average time
taken to perform transactions during each second of the scenario run.

The x-axis represents the elapsed time (in seconds) from the beginning of the # Find
scenario run. The y-axis represents the average time (in seconds) taken to
perform each transaction. Find
Again
Transaction Response Tin.w - Average ‘ ’
Top of
Chapter

<
oigoo \oo?_,b/o:\oooi &= Back

00:00 00:05 00:10 00:15 00:20
Elapsed scenario time {mm:ss)

B
5
4
3
2
1
0

Average response time (seconc

—&—— Action1_Transaction
@ config_asp

—+—— dell_demo
@ Dimension_Desktops
@ Pentium_Il__ 450 MHz

This graph is displayed differently for each granularity. The lower the granularity,
the more detailed the results. However, it may be useful to view the results with a
higher granularity to study the overall Vuser behavior throughout the scenario.
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For example, using a low granularity, you may see intervals when no
transactions were performed. However, by viewing the same graph with a higher
granularity, you will see the graph for the overall transaction response time. For
more information on setting the granularity, see Chapter 1, Understanding
Astra LoadTest Analysis.

@4 Find

You can compare the Transaction Response Time — Average graph to the Vuser

States graph to see how the number of running Vusers affects the transaction :ind
. ain

performance time. g

For example, if the Transaction Response Time — Average graph shows that ‘ ’
performance time gradually improved, you can compare it to the Vuser States
graph to see whether the performance time improved due to a decrease in the CTr?gp‘t’ér
Vuser load.

= Back
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Viewing Transaction Graphs

Transaction Response Time - Under Load Graph

The Transaction Response Time - Under Load graph indicates transaction times
relative to the number of Vusers running at any given point during the scenario.
This graph helps you view the general impact of Vuser load on performance time

and is most useful when analyzing a scenario with a gradual load. You can create | Find
a gradual load using the scheduling options in the Vuser information box. Find
oL . oL Again
The x-axis indicates the number of running Vusers, and the y-axis indicates the
average transaction time in seconds. ‘ ’
Transaction Response Time - I:Incler Load
Top of
3 Chapter
2 ¢= Back

1
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In order for this graph to be meaningful, the performance is calculated when
there is a stable load (constant number of running Vusers) for at least five
seconds (by default). If the Vuser load is not stable for at least five seconds, the
transaction time is not calculated and the graph will indicate zeros.

For example, if you have a scenario with a load of between 50 and 70 Vusers and # Find
an average performance of 10 seconds, yet the graph shows zero, then the
Vusers did not stabilize for 5 seconds.

Find
Again

4r

. ) o . o Top of
The Transaction Response Time - Distribution graph displays the distribution of cﬁﬁp‘t’er

the time taken to perform a transaction. If you compare it to the Transaction
Performance Summary graph, you can see how the average performance was
calculated.

Transaction Response Time - Distribution Graph

&= Back

The x-axis represents the time range, in seconds, to perform the selected
transaction. The y-axis represents the number of transactions executed during
the scenario.
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In the following graph, 10 Vusers executed the config_asp transaction in the first
second of the scenario.

Transaction Response Time - Distribution

14
12 @4 Find

10 o

8 Find
B Again
4 \

: : 4
0 1 2 3 4 5 &

Transaction Response time (seconds)

Murnber of transactions

———— Action]_Transaction Top of
< config_asp Chapter
—+—— dell_demao
< Dimension_Desktops
o Pentium || 450 MHz = Back

If you have defined acceptable minimum and maximum transaction performance
times, you can use this graph to determine whether the performance of the
server is within the acceptable range.
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Transaction Response Time - Percentile Graph

The Transaction Response Time - Percentile graph analyzes the percentage of
transactions that were performed within a given time range. This graph helps you
determine the percentage of transactions that met the performance criteria

defined for your system. In many instances, you need to determine the percent of | Find
transactions with an acceptable response time. The maximum response time may Find
be exceptionally long, but if most transactions have acceptable response times, Again
the overall system is suitable for your needs. ‘ ’
The x-axis represents the percentage of the total number of transactions
measured during the scenario run. The y-axis represents the time taken to Top of
perform the transactions. Chapter
¢= Back
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In the following graph, approximately 90 per cent of the Action1_Transaction
transactions had a response time of 5 seconds or less.

g Transactions response timt;. - Percentile
et}
o
2 B
£ i #h Find
i)
o
=
% 3 PR Find
E 1 & 6y 6, 00000 Oooz/@_ — Again
i 080:{?0009 o -0 o oGO ‘>
(=]
i 20 40 B0 80 100
= Percent of transactions
=
——— Action1_Transaction Top of
o config_asp Chapter
—+— dell_demo
@ Dimension_Desktops
o Pentium_II__450_MHz &= Back

It is recommended to compare the Percentile graph to a graph indicating
average response time such as the Transaction Response Time - Average
graph. A high response time for several transactions may raise the overall
average. However, if the transactions with a high response time occurred less
than five percent of the times, that factor may be insignificant.
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Vuser and Rendezvous Graphs

After running a scenario, you can check the behavior of the Vusers that
participated in the scenario using the following Vuser and Rendezvous graphs:

® Vuser Summary Graph

® Running Vusers Graph

® Rendezvous Graph

About Vuser and Rendezvous Graphs

During scenario execution, Vusers generate data as they perform transactions.
The Vuser and Rendezvous graphs let you determine the overall behavior of
Vusers during the scenario. They display the Vuser states, the number of Vusers
that completed the script, and rendezvous statistics. Use these graph in
conjunction with Transaction graphs to determine the effect of the number of
Vusers on transaction response time.

@4 Find

Find
Again
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>

Top of
Chapter
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Vuser and Rendezvous Graphs

Vuser Summary Graph

The Vuser Summary graph displays a summary of Vuser performance. It lets you
view the number of Vusers that successfully completed the scenario run relative
to those that did not.

@4 Find

Find
Again

4r

Top of
Chapter

This graph may be viewed as a pie, line, point, or bar graph.

Yuser Summary

&= Back
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Vuser and Rendezvous Graphs

Running Vusers Graph

The Running Vuser States graph displays the number of Vusers that executed
Vuser scripts and their status during each second of the test. This graph is useful
for determining the Vuser load on your server at any given moment. By default,

this graph only shows the Vusers with a Run status. To view another Vuser status, | Find
set the filter conditions to the desired status. For more information, see Chapter 1, Find
Understanding Astra LoadTest Analysis. Again
The x-axis represents the elapsed time (in seconds) from the beginning of the ‘ ’
scenario run. The y-axis represents the number of Vusers in the scenario.
Running Yusers gf?gp(t)ér
14
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Rendezvous Graph

The Rendezvous graph indicates when Vusers were released from rendezvous
points, and how many Vusers were released at each point.

This graph helps you understand transaction performance times. If you compare
the Rendezvous graph to the Transaction Response Time - Average graph, you
can see how the load peak created by a rendezvous influences transaction times. | @ Find

On the Rendezvous graph, the x-axis indicates the number of seconds that :g;?n
elapsed since the beginning of the scenario. The y-axis indicates the number of
Vusers that were released from the rendezvous. If you set a rendezvous for 60 ‘ ’

Vusers, and the graph indicates that only 20 were released, you can see that the
rendezvous ended when the timeout expired because all of the Vusers did not Top of
arrive. Chapter

&= Back
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Resource Graphs

After running a scenario, you can check the various resources that were
monitored during the scenario using the:

® System Resource Graphs @4 Find
Find
Again
About Resource Graphs ‘ ’

During scenario execution, Astra LoadTest collects data from the Vusers and
online monitors. You configure the online monitors before running the scenario by Top of
indicating which resources to measure. You can view a summary of the statistics Chapter
collected for each resource after the scenario using the Analysis tool. Each &= Back
resource is represented by a separate line in the appropriate graph. For
information about setting the online monitors, see the Astra LoadTest Controller
User’s Guide.

The following Resource Graphs are available:

® System Resource Graphs
® Web Server Resource Graphs
® Web Application Server Graphs

This chapter describes System Resource graphs. For information on Web and
Web Application graphs, see Chapter 5, Web Resource Graphs.
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System Resource Graphs

System Resource graphs display the system resource usage measured by the
online monitors during the scenario run. These graphs require that you specify
the resources you want to measure before running the scenario. For more
information, see the section on online monitors in the Astra LoadTest Controller 4 Find
User’s Guide. System Resource graphs are available for: Find
Again

® Server Resources

* SNMP ‘ >

The Server Resource graph shows the NT resources measured during the Top of
scenario. The NT measurements correspond to the built-in counters available Chapter
from the NT Performance Monitor. & Back
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This graph helps you determine the impact of Vuser load on the various system
resources. The x-axis represents the elapsed time. The y-axis represents the
resource usage.

Server Resources
o HEEEEEEEEEE R R .
| s IR S oo by e #4 Find
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" ! : : : : Find
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10§ : Chapter
ole. dl\ APy RO o
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Elapsed scenario tirme mm:ss
——&———— % Total Processor Time (System):localhost
< Awerage load:bonaparte <#5CALE 1x1000#=

The SNMP graph shows statistics for machines using the Simple Network
Management Protocol (SNMP).
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Web Resource Graphs

After a scenario run, you can use graphs to analyze Web server and Web
application server performance.

This chapter describes:

® Web Server Resource Graphs

®* Web Application Server Graphs

About Web Resource Graphs

Web Vuser Graphs provide you with information about your Web server or Web
application server. These graphs display information about hits, throughput, and
other resources specific to your server.

There are two types of Web Vuser graphs: Web server graphs and Web
application server graphs. Web server graphs show general performance
information for the Web server. Web Application Server graphs provide specific
information about application servers such as BroadVision and MS Active Server
Pages.
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Web Resource Graphs

Note that in order to obtain data for Web Vuser graphs (except for Hits per
Second and Throughput), you need to activate the online monitor for the server
before running the scenario. When you set up the online monitor for a server, you
indicate which statistics and measurements to monitor. For example, on the

Apache server you could measure Busy Servers, Idle Servers, and CPU usage. .
For more information, see the Astra LoadTest Controller User’s Guide. @4 Find
. . _ Find
In order to display all the measurements on a single graph, the Analysis may Ag;in
scale them. The legend below the graph indicates the scale factor for each
resource. To obtain the true value, multiply the scale factor by the displayed value. ‘ ’
For example, in the following graph the actual value of KBytes Sent per second
in the second minute is 1; 10 multiplied by the scale factor of 1/10. Top of
Chapter
I‘”‘pa“hle &= Back
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Web Server Resource Graphs
The following Web Server Resource graphs are available:

® Hits Per Second

* Throughput #h Find
® Apache Find
® Microsoft Information Internet Service (11S) foan
® Netscape Enterprise Server ‘ ’

Note that the Apache, Microsoft IIS, and Netscape Server graphs require that Top of
you specify which resources you want to measure before running the scenario. Chapter
For more information, see the Astra LoadTest Controller User’s Guide.

&= Back
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Hits per Second Graph

The Hits per Second graph shows the number of hits made on the Web server by
Vusers during each second of the scenario run. This graph helps you evaluate the
amount of load Vusers generate, in terms of the number of hits. You can compare
this graph to the Transaction Performance graph to see how the number of hits # Find
affects transaction performance.

Find
Again

Hits per Second

: 4)p
= 4
a Top of
o . Chapter
o
o
2 = Back
T2

1

00:00 00:05 00:10 00:15 00:20

Elapsed scenario time (mm:ss)

Astra LoadTest Analysis User’s Guide Chapter 5, page 64
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The x-axis represents the number of seconds elapsed since the start of the
scenario run. The y-axis represents the number of hits on the server. For
example, the graph above shows that the most hits per second took place during
the eighth second.

Throughput Graph # Find

The Throughput graph shows the amount of throughput on the server during each :g;?n
second of the scenario run. Throughput is measured in kilobytes and represents

the amount of data that the Vusers received from the server at any given second. ‘ ’
This graph helps you to evaluate the amount of load Vusers generate, in terms of
server throughput. You can compare this graph to the Transaction Performance Top of
graph to see how the throughput affects transaction performance. Chapter

&= Back

The x-axis represents the number of seconds elapsed since the start of the
scenario run. The y-axis represents the throughput of the server, in kilobytes.

Chapter 5, page 65



Web Resource Graphs

The following graph shows the highest throughput to be 7,500 bytes during the
sixth second of the scenario.
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Apache Server Graph

The Apache Server graph shows server statistics as a function of the elapsed
scenario time.

#h Find
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In the above graph, the CPU usage remained steady throughout the scenario. At
the end of the scenario, the number of idle servers increased. The number of busy
servers remained steady at 1 throughout the scenario implying that the Vuser only
accessed one Apache server. Note that the scale factor for the Busy Servers
resource is 1/10 and the scale factor for CPU usage is 10.
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Web Application Server Graphs

The following Web Application Server Resource graphs are available:

®* BroadVision

* ColdFusion @4 Find
® Microsoft Active Server Pages Find
Again

® SilverStream
® WebLogic ‘ ’

®* WebSphere

Top of
Chapter
Note that the above graphs require that you specify the resources you want to
measure before running the scenario. 4= Back

When you open a Web Application Server Resource graph, you can filter it to only
show the relevant application. When you need to analyze other applications, you
can change the filter conditions and display the desired resources.

Each Web Application Server Resource graph measures different resources.
These are detailed in the following sections.

LoadTest Analysis User’s Guide Chapter 5, page 68



Web Resource Graphs

BroadVision

The BroadVision monitor supplies performance statistics for all the
servers/services available within the application server.

The following table describes all the Servers/Services that can be monitored:
#h Find
Multiple I Find
Server Instances Description Again
One-To-One user administration server. There ‘ ’
adm_srv No
— must be one.
alert srv No Alert server handles direct IDL function calls to Top of
- the Alert system. Chapter
bvconf srv No One-To-One configuration management server. &= Back
- There must be one.
cmsdb Yes Visitor management database server.
cntdb Yes Content database server.
Notification delivery server for e-mail type
deliv smto d Yes messages. Each instance of this server must
—Smip_ have its own ID, numbered sequentially starting
with "1".
deliv_comp_d No Notification delivery completion processor.
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External database accessor. You need at least

extdbacc Yes
one for each external data source.

Generic database accessor handles content
query requests from applications, when
specifically called from the application. This is ‘
also used by the One-To-One Command Center. #4 Find

genericdb No

Defines a host manager process for each Find
machine that participates in One-To-One, but Again
doesn’t run any One-To-One servers. For
hostmgr Yes example, you need a hostmgr on a machine that ‘ ’
runs only servers. You don't need a separate
hostmgr on a machine that already has one of the

. o Top of
servers in this list. Chapter

g1_ofbe_srv No Order fulfillment back-end server.
4= Back

gl_ofdb Yes Order fulfillment database server.

gl_om_srv No Order management server.

The payment archiving daemon routes payment
records to the archives by periodically checking
pmtassign_d No the invoices table, looking for records with
completed payment transactions, and then
moving those records into an archive table.

For each payment processing method, you need
pmthdir_d Yes one or more authorization daemons to periodically
acquire the authorization when a request is made.
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Payment settlement daemon periodically checks
mtsettle d Yes the database for orders of the associated
P - payment processing method that need to be
settled, and then authorizes the transactions.
Notification schedule poller scans the database .
sched_poll_d No tables to determine when a notification must be #4 Find
run.
Fin(_j
Notification schedule server runs the scripts that Again
sched_srv Yes - .
generate the visitor notification messages. ‘ ’
Top of
Chapter
¢= Back
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Performance Counters
Performance counters for each server/service are divided into logical groups
according to the service type.

The following section describes all the available counters under each group.

Please note that for some services the number of counters for the same group #4 Find
can be different. Find
Again
Counter groups:
°* BV_DB_STAT ‘ ’
[=]
°* BV_SRV_CTRL Top of
Chapt
* BV_SRV_STAT apter
4= Back

* NS_STAT

* BV_CACHE_STAT
* JS SCRIPT_CTRL
* JS SCRIPT_STAT
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BV_DB_STAT

The database accessor processes have additional statistics available from the
BV_DB_STAT memory block. These statistics provide information about
database accesses, including the count of selects, updates, inserts, deletes, and

stored procedure executions. i Eind

® DELETE - Count of deletes executions :inq

® INSERT - Count of inserts executions =

® SELECT - Count of selects executions ‘ ’

® SPROC - Count of stored procedure executions. Top of

* UPDATE - Count of updates executions Chapter
= Back

BV_SRV_CTRL

® SHUTDOWN
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NS_STAT

The NS process displays the namespace for the current One-To-One
environment, and optionally can update objects in a name space.

* Bind #h Find
® List —

® New Again
® Rebnd ‘ ’
® Rsolv

® Unbnd Chipter
BV_SRV_STAT & Back

The display for Interaction Manager processes includes information about the
current count of sessions, connections, idle sessions, threads in use, and count
of CGI requests processed.

® HOST - Host machine running the process.

® |ID - Instance of the process (of which multiple can be configured in the
bv1tol.conf file), or engine ID of the Interaction Manager.

® CGI - Current count of CGI requests processed.

® CONN - Current count of connections.
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® CPU - CPU percentage consumed by this process. If a process is using most
of the CPU time, consider moving it to another host, or creating an additional
process, possibly running on another machine. Both of these specifications
are done in the bvi1tol.conf file. The CPU % reported is against a single
processor. If a server is taking up a whole CPU on a 4 processor machine,

this statistic will report 100%, while the Windows NT Task Manager will report | @% Find
25%. The value reported by this statistic is consistent with "% Processor ,
Time" on the Windows NT Performance Monitor. :g;?n
® GROUP - Process group (which is defined in the bv1tol.conf file), or ‘ ’
Interaction Manager application name.
® STIME - Start time of server. The start times should be relatively close. Later
times might be an indication that a server crashed and was automatically gﬁgp‘t’;
restarted.
. . . . = Back
® IDL - Total count of IDL requests received, not including those to the monitor.
° 1dIQ
* JOB

® LWP - Number of light-weight processes (threads).

® RSS - Resident memory size of server process (in Kilobytes).
® STIME - System start time.

® SESS - Current count of sessions.

® SYS - Accumulated system mode CPU time (seconds).
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® THR - Current count of threads.
® USR - Accumulated user mode CPU time (seconds).

® VSZ - Virtual memory size of server process (in kilobytes). If a process is
growing in size, it probably has a memory leak. If it is an Interaction Manager

process, the culprit is most likely a component or dynamic object (though i Eind
Interaction Manager servers do grow and shrink from garbage collection
; Find
during normal use). Again
BV_CACHE_STAT ‘ >
Monitors the request cache status.
Top of
The available counters for each request are: Chapter
* CNT- Request_Name-HIT - Count of requests found in the cache. = Back

® CNT- Request_Name-MAX - Maximum size of the cache in bytes

® CNT- Request_Name-SWAP - Count of items that got swapped out of the
cache.

® CNT- Request_Name-MISS - Count of requests that were not in the cache.

® CNT- Request_Name-SIZE - Count of items currently in the cache.
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Cache Metrics

Cache metrics are available for the following items:

° AD
® ALERTSCHED - Notification schedules are defined in the i Eind
BV_ALERTSCHED and BV_MSGSCHED tables. They are defined by the '
One-To-One Command Center user or by an application. :g;?n
® CATEGORY_CONTENT ‘ ’
® DISCUSSION - The One-To-One discussion groups provide moderated
system of messages and threads of messages aligned to a particular topic.
Use the Discussion group interfaces for creating, retrieving and deleting gﬁgp‘t’ér
individual messages in a discussion group. To create, delete, or retrieve
discussion groups, use the generic content management API. The #= Back

BV_DiscussionDB object provides access to the threads and messages in
the discussion group database.

®* EXT_FIN_PRODUCT

®* EDITORIAL - Using the Editorials content module, you can point cast and
community cast personalized editorial content, and sell published text on your
One-To-One site. You can solicit editorial content, such as investment reports
and weekly columns, from outside authors and publishers, and create your
own articles, reviews, reports, and other informative media. In addition to text,
you can use images, sounds, music, and video presentations as editorial
content.
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®* INCENTIVE - Contains sales incentives

® MSGSCHED - Contains the specifications of visitor-message jobs.
Notification schedules are defined in the BV_ALERTSCHED and
BV_MSGSCHED tables. They are defined by the One-To-One Command
Center user or by an application.

#h Find
®* MSGSCRIPT - Contains the descriptions of the JavaScripts that generate '
visitor messages and alert messages. Contains the descriptions of the :g;?n

JavaScripts that generate targeted messages and alert messages. Use the
Command Center to add message script information to this table by selecting ‘ ’
the Visitor Messages module in the Notifications group. For more information,
see the Command Center User’s Guide.

Top of
°* PRODUCT - BV_PRODUCT contains information about the products that a Chapter

visitor can purchase.

&= Back

®* QUERY - BV_QUERY contains queries.
¢ SCRIPT - BV_SCRIPT contains page scripts.
® SECURITIES
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®* TEMPLATE - The Templates content module enables you to store in the
content database any BroadVision page templates used on your One-To-One
site. Combining BroadVision page templates with BroadVision dynamic
objects in the One-To-One Design Center application is one way for site
developers to create One-To-One Web sites. If your developers use these

page templates, you can use the Command Center to enter and manage % Find

them in your content database. If your site doesn’t use BroadVision page ,

template, you will not use this content module. :g;?n
JS_SCRIPT_CTRL { )
® CACHE

Top of

* DUMP Chapter
® FLUSH ‘= Back
* METER
°* TRACE
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JS_SCRIPT_STAT

e ALLOC

* ERROR

* FALL #h Find
* JSPPERR =

* RELEASE Again
* STOP 4|)p
e succ

* SYNTAX ggg;;,
ColdFusion & Back

The following measurements are available for Allaire’s ColdFusion server:

® 9% Total Processor Time (System) - The % Total Processor Time is the

average percentage of time that all the processors on the system are busy
executing non-idle threads. On a multi-processor system, if all processors are
always busy this is 100%, if all processors are 50% busy this is 50% and if
1/4th of the processors are 100% busy this is 25%. It can be viewed as the
fraction of the time spent doing useful work. Each processor is assigned an
Idle thread in the Idle process which consumes those unproductive processor
cycles not used by any other threads.
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® Avg. Queue Time (msec) - This is a running average of the amount of time,
in milliseconds, requests spent waiting in the CF input queue before CF
began to process that request.

®* Avg Req Time (msec) - This is a running average of the total amount of time,
in milliseconds, it took CF to process a request. In addition to general page

processing time, this value includes both queue time and database # Find
processing time. Find
Again

® Bytes Out/sec - This is the number of bytes returned by the ColdFusion

Server per second. ‘ ’

® Page Hits/sec - The number of web pages processed per second by the

ColdFusion Server. Top of
Chapter

® Queued Requests - This is the number of requests currently waiting to be
processed by the ColdFusion Server. #= Back

® Running Requests - This is the number of requests currently being actively
processed by the ColdFusion Server.
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MS Active Server Pages (ASP)

The following measurements are available for MS Active Server Pages (ASP):

® 9% Total Processor Time (System) - The % Total Processor Time is the
average percentage of time that all the processors on the system are busy
executing non-idle threads. On a multi-processor system, if all processors are #4 Find
always busy this is 100%, if all processors are 50% busy this is 50% and if

Find
1/4th of the processors are 100% busy this is 25%. It can be viewed as the Again
fraction of the time spent doing useful work. Each processor is assigned an
Idle thread in the Idle process which consumes those unproductive processor ‘ ’

cycles not used by any other threads.

® Request Bytes Out Total - The total size, in bytes, of responses sent to cTr?g ?ér
clients. This does not include standard HTTP response headers. P

&= Back

®* Requests Executing - The number of requests currently executing.

®* Requests Queued - The number of service requests on the queue.
®* Requests/sec - The number of requests executed per second.
® Transactions Aborted - The number of transactions aborted.

® Transactions Pending - Number of transactions in progress.
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SilverStream

The following measurements are available for the SilverStream server:

* ftldle Sessions - Number of sessions in the Idle state.

® Avg.Request processing time - Average request processing time. # Find
® Bytes Sent/sec - The rate at which data bytes are sent from the Web server. Find
* Current load on Web Server - Percentage of load utilized by SilverStream Again
web server, scaled at a factor of 25. ‘ ’
® Hits/sec - The HTTP request rate.
® Total sessions - The total number of sessions. Top of
Chapter
® Free memory - The total amount of memory in the Java Virtual Machine
currently available for future allocated objects. 4= Back

® Total memory - The total amount of memory in the Java Virtual Machine.

® Memory Garbage Collection Count - The total number of times the JAVA
Garbage Collector has run since the server has started.

® Free threads - The current number of threads not associated with a client
connection and available for immediate use.

® |dle threads - The number of threads associated with a client connection, but
not currently handling a user request.

®* Total threads - The total number of client threads allocated.
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WebLogic

The following measurements are available for the WebLogic server:

® Server Table

Lists all WebLogic Servers that are being monitored by the agent. A server # Find
must be contacted or be reported as a member of a cluster at least once
before it will appear in this table. Servers are only reported as a member of a Find

cluster when they are actively participating in the cluster, or shortly thereafter. Again

ServerState - State of the WebLogic Server, as inferred by the SNMP agent. ‘ ’
Up implies the agent can contact the server; down implies the agent cannot
contact the server.

Top of
Chapter

ServerLoginEnable - This value is true if client logins are enabled on the
server. &= Back

ServerMaxHeapSpace - Maximum heap size for this server, in KB.

ServerHeapUsedPct - Percentage of heap space currently in use in the
server.

ServerQueuelLength - Current length of the server execute queue.

SeverQueueThroughput - Current throughput of execute queue, expressed
as number of requests processed per second

ServerNumEJBDeployment - Total number of EJB deployment units known
to the server.
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ServerNumEJBBeansDeployed - Total number of EJB beans actively
deployed on the server.

® Listen Table

The set of protocol, ip address, port combinations on which servers are
listening. There will be multiple entries for each server: one for each i Eind
(protocol,ipAddr,port) combination.

Find
If clustering is used, then the clustering related MIB objects will assume a Again

higher priority. ‘ ’

ListenPort - Port number

ListenAdminOK - True if admin requests are allowed on this Top of
(protocol,ipAddr,port), else false. Chapter

ListenState - listening if the (protocol, ipAddr, port) is enabled on the server; ¢= Back
notListening if it is not.The server may be listening but not accepting new
clients if its serverLoginEnable state is false. In this case existing clients will
continue to function but new ones will not.

® ClassPath Table

Table of classpath elements for Java, WebLogic Server and servlets. There
are multiple entries in this table for each server; there may be multiple entries
for each path on a server.

If clustering is used, then the clustering related MIB objects will assume a
higher priority.
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CPType - The type of CP element: Java, weblogic, servlet. A Java CPType
means the cpElement is one of the elements in the normal Java classpath. A
weblogic CPType means the cpElement is one of the elements in
weblogic.class.path. A servlet CPType means the cpElement is one of the
elements in the dynamic servlet classpath.

CPIndex - Position of element within its path. The index starts at 1. # Find
Find
Again
WebSphere Graph o
The following measurements are available for the WebSphere server: ‘ ’
® Run Time Resources
Top of
BeanData Chapter
BeanObjectPool #= Back
OrbThreadPool
DBConnectionMgr
TransactionData

® ServletEngine

® Sessions
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You can use Network graphs to determine whether your network is causing a
delay in the scenario. You can also determine the problematic network node.

This chapter describes: @4 Find
* Network Monitor Graph :g;?n
® Network Monitor Segment Graph
® Timeout Count Graph ‘ ’
® Verifying the Network as a Bottleneck Top of
Chapter
= Back

About Network Monitoring

Network configuration is a primary factor in the performance of applications and
web systems. A poorly designed network can slow client activity to unacceptable
levels.

In an application, there are many network segments. A single network segment
with poor performance, can affect the entire system.

Network graphs let you locate the network related problem so that it can be fixed.
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Understanding Network Monitoring

The following diagram shows a typical network. In order to go from the database
server machine to the Vuser machine, data must travel over several segments.

Database sener machine #h Find
Vuser host
— Find
!_ Again
=
=
segment T | seqment 2 ‘ ’
Top of
— — Router Chapter
r———= =
¢= Back

You can use analyze the Network Monitor graphs to help you improve your
system. The available graphs are:

® Network Monitor Graph - to help you determine whether the network is the
bottleneck

® Network Monitor Segment Graph - to help you locate the problematic
segment

®* Timeout Count Graph - displays the number of timeouts that occurred
during the scenario run.

Chapter 6, page 88



Network Graphs

In order for the Analysis to generate Network Monitor graphs, you must activate
the Network monitor before executing the scenario. In the Network Monitor
settings, you specify the path you want to monitor. For information about setting
up the Network monitor, see the Astra LoadTest Controller User’s Guide.

@4 Find

Network Monitor Graph Find
Again
The Network Monitor graph shows the delays for the complete path between ‘ ’
the source and destination machines (for example the database server and

Vuser host). The graph maps the delay as a function of the elapsed scenario

time. Top of
Chapter

Each path defined in the Controller is represented by a separate line with a

. . = Back
different color in the graph.
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The following graph shows the network delay as a function of the elapsed
scenario time. It shows a delay of 16 seconds in the 8th minute of the scenario.

Apache  MNetwork Monitor Graph | Metwark Maonitor segmer 4 | ’l

Network Monitor Graph
16 T #h Find
o
E. 14 | Find
B 17| Again
o
o
= 10 ‘ ’
(=]
z
5 8
Top of
G T T T T T T T T Chaptel’
01:00 02:00 03:00 04:00 05:00 06:00 07:00 05:00
Elapsed scenario time nn:ss &= Back
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Network Monitor Segment Graph

The Network Monitor Segment graph shows the delay for each segment of the
path according to the elapsed scenario time. Each segment is displayed as a

separate line with a different color.
#4 Find
In the following example, four segments are shown. The graph indicates that one -
. . . Fin
segment caused a delay of 70 seconds in the sixth minute. Again
Metwark bMonitar Graph  Metwork Monitor segment Graph | ll_b ‘ ’
Network Monitor Segment Graph
70
Top of
Ty B0 Chapter
o
£ 50
-
% A0 O &= Back
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Timeout Count Graph

The Timeout Count graph shows when network timeouts occurred during the
scenario. When Astra LoadTest sends a packet of information and the packet
does not return before the timeout period, it is indicated in the Timeout Count

graph. #h Find
You set the Packet Roundtrip Timeout value in the Controller’s Monitoring :g;?n
Options. The default value is 4000 milliseconds. For more information, see the

Astra LoadTest Controller User’s Guide. ‘ ’
In the Timeout Count graph, each segment is displayed by a different color line. Tob of
You can apply a filter to the graph to display only specific segments, or those Chﬁpter
segments with a significant delay. For information on filtering, see Chapter 1,
Understanding Astra LoadTest Analysis. &= Back
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In the following example, timeouts occurred twice during the scenario.

Timeout Count

2
g
5 #4 Find
E 1
2 Find
= Again
D T T T T T T T ‘ >
00:30 01:00 01:30 0200 02:30 0300 03:30
Elapsed scenario time mm:ss
I (voltage -» 155 .atm3-0.x2 nycl alter.net) gr?p of
; apter
I (voltage -> weanw merc-int.com)
4= Back

You can compare this graph to the Network Monitor Segment graph to determine
how each timeout affected the delay for that path.
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Verifying the Network as a Bottleneck

You can use merge various graphs to determine if the network is a bottleneck. For
example, using the Network Monitor and Running Vusers graphs, you can
determine how the number of Vusers effects the network delay. The Network
Monitor graph indicates the network delay during the scenario run. The Running @4 Find
Vusers graph shows the number of running Vusers.

Find
Again

In the following merged graph, the network delays are compared to the running
Vusers. The graph shows that when all 10 Vusers were running, a a network delay ‘ ’
of 22 milliseconds occurred, implying that the network may be overloaded.

Top of
Chapter

Network Monitor Graph - Running Yusers

&= Back

585N, 40 1SGUInpY
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The Analysis utility lets you compare results and graphs to determine the source

of a problem.
This chapter discusses: @4 Find
* Cross Result Graphs :g;?n
® Generating Cross Result Graphs ‘ ’
® Merging Graphs
® Creating a Merged Graph Top of
Chapter
= Back
About Cross Result and Merged Graphs

Comparing results is essential for determining bottlenecks and problems. You use
Cross Result graphs to compare the results of multiple scenario runs. You create
Merged graphs to compare results from different graphs within the same scenario
run.
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Cross Result Graphs

Cross Result graphs are useful for:

® benchmarking hardware

® testing software versions @4 Find
® determining system capacity Find

Again
If you want to benchmark two hardware configurations, you run the same ‘ ’
scenario with both configurations and compare the transaction response times

using a single Cross Result graph.

Top of
Suppose that your vendor claims that a new software version is optimized to run Chapter

quicker than a previous version. You can verify this claim by running the same
scenario on both versions of the software, and comparing the scenario results.

&= Back

You can also use Cross Result graphs to determine your system’s capacity. You
run scenarios using different numbers of Vusers running the same script. By
analyzing Cross Result graphs, you can determine the number of users that
cause unacceptable response times.
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In the following example, two scenario runs are compared by crossing their
results, res12, and resl5. The same script was executed twice—first with 100
Vusers and then with 50 Vusers. In the first run, the average transaction time was
approximately 59 seconds. In the second run, the average time was 4.7 seconds.

It is apparent that the system works much slower with a greater load.
#4 Find
Transaction Summary Transaction Ferformance Summary | 4 | 4 Eind
Transaction Performance Summary Again
w
=
E {59 0547 ‘ ’
ek}
s
o1}
E Top of
@ Chapter
[}
=
(=]
@ 4= Back
o
o
=
=
o
(g
[}
=
= 0=
= OrderRide:res12.Irr OrderRide:res15.Irr

| I Minimum [ Average [ Maximum |
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The Cross Result graphs have an additional filter and group by category: Result
Name. The above graph is filtered to the OrderRide transaction for results res12,
and resl15, grouped by Result Name. If the graph was not grouped by the result
name, the results from the two scenario runs would not be displayed separately.

The filter conditions for the above graph are:

Filter condition:

Criterialy'alue |

Transaction MName = OrderRide

Transaction Besponse Ti

Scenatio Elapsed Time

Besult Mame = res12.Irr, res15.r

Transaction End Status M
userD

The Group By settings for the above graph are:

Group By:

Availlable groups: Selected groups:
Transaction End Status | Result Name
“YuserD

|
I [

@4 Find

Find
Again

4r

Top of
Chapter

&= Back
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Generating Cross Result Graphs
You can create a Cross Result graph for two or more result sets.

To generate a Cross Result graph:

1 Choose File > Cross With Result. The Cross Results dialog box opens. #h Find
Find
Cross Result Again
Result List: Ok | ‘ ’
Wi M rom, L yesultshres Cvesult I Cancel |
Sl Top of
Chapter
Delete |
4= Back
[¥ Create new Analysis Session for cross results Help |

2 Click Add to add an additional result set to the Result List. The Select Result
Files for Cross Results dialog box opens.

3 Locate a results directory and select its result file (.Irr). Click OK. The scenario is
added to the Result List.

4 Repeat steps 2 and 3 until all the scenarios you want to compare are in the
Result List.
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5 When you generate a Cross Result graph, by default it is saved as a new
Analysis session. To save it in an existing session, clear the Create New
Analysis Session for Cross Result check box.

6 Click OK. The Analysis processes the result data and asks for a confirmation to

open the default graphs.

P grap #h Find
After you generate a Cross Result graph, you can filter it to display specific Find
scenarios and transactions. You can also manipulate the graph by changing the Again
granularity, zoom, and scale. For more information, see Chapter 1, ‘ ’
Understanding Astra LoadTest Analysis.

Top of
Chapter
¢= Back
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Merging Graphs

The Analysis lets you merge the results of two graphs from the same scenario into
a single graph. The merging allows you to compare several different

measurements at once. For example, you can make a merged graph to display
the network delay and number of running Vusers, as a function of the elapsed @4 Find
time.

Find
. . Again
In order to merge graphs, their x-axis must be the same measurement. For
example, you can merge Web Throughput and Hits per second, because the ‘ ’
common x-axis is Scenario Elapsed Time. The drop-down list only shows the

active graphs with an x-axis common with the current graph. The Analysis

. . Top of
provides three types of merging: Chapter
® Overlay ¢= Back
® Tile
® Correlate

Overlay: Superimpose the contents of two graphs that share a common x-axis.
The left y-axis on the merged graph shows the current graph’s values. The right
y-axis shows the values of the graph that was merged. There is no limit to the
number of graphs that you can overlay. When you overlay two graphs, the y-axis
for each graph is displayed separately to the right and left of the graph. When
you overlay more than two graphs, the Analysis displays a single y-axis, scaling
the different measurements accordingly.
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In the following example the Throughput and Hits per Second graph are overlaid
with one another.

: Throughput - Hits per Second | 4 | b |
Throughput - Hits per Second
; ; |5
G #4 Find
= 4
520000 = Find
&2 13 o Again
% 15,000 | e
= - 2
£4qp0m0 2 2 ‘ ’
= Il o
i) |
5,000 %, 1
0 : : : 0 Top of
0100 0200 0300 Chapter
Elapsed scenario time nn:ss
|+ Throughput ---- Hits I & Back
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Tile: View contents of two graphs that share a common x-axis in a tiled layout,
one above the other. In the following example the Throughput and Hits per
Second graph are tiled one above the other.

Thraughput - Hits per Second Thraughput- Hits per Secaond | 4 | 3
Throughput - Hits per Second ﬁ Find
3, 220000t-----orooo oo f AR R R A Find
L83 AV an L W AV Again
L A A A 8
g: M= :...:::::::::::.;.: I':.. :::::::E,:: .‘I.:::.. ‘ >
al ST S S
=
a5 §3 ] iy UREEELI EEEED
= \
R R L ST th Ry EREly § SRELRS R Top of
- | Pemae R G Chapter
A a4 AL 0ot A —a
00:30 01:00 01:30 02:00 0230 0300 03:30
Elapsed scenario time nnss & Back

|+ Throughput --e-- Hits I

Correlate: Plot the y-axis of two graphs against each other. The active graph’s y-
axis becomes the x-axis of the merged graph. The y-axis of the graph that was
merged, becomes the merged graph’s y-axis.
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In the following example, the Throughput and Hits per Second graph are
correlated with one another. The x-axis is Bytes per Second (the Throughput
measurement) and the y-axis shows the Hits per Second.

Throughput - Hits per Second  Merged Cotrelated | 4 | »

Merged Correlated ﬁ Find
E Find
it .
© Again
£ :
= 40
= '
5 :
a :
1
5] I
5|
== '
2 I Top of
= : Chapter

0 I :
0 10,000 20,000
Bytes per Second = Back

Creating a Merged Graph

You can merge all graphs with a common x-axis.

To create a merged graph:

1 Select a graph in the tree view or click on its tab to make it active.
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iy 2 Choose View > Merge Graphs or click the Merge Graphs button. The Merge
Graphs dialog box opens and displays the name of the active graph.

Merge Graphs
Current Graph: Throughput
: #4 Find
rSelect graph to merge with
Find
IHits per Second j Again
r3electtype of menge:
& Cverlay “ignw contents of 2 charts that share ;l Top of
_ 8 common X Axis Chapter
" Tile
 Correlate = & Back
Title of merged graph
IThrDughput— Hits per Second

DK | Cancel
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3 Select a graph with which you want to merge your active graph. Only the graphs
with a common x-axis to the active graph, are available.

4 Select the type of merge: Overlay, Tile, or Correlate.

5 Specify a title for the merged graph. By default, the Analysis combines the titles
of the two graphs being merged. % Find

6 Click OK. Find
Again

4r

Top of
Chapter

7 Filter the graph just as you would filter any ordinary graph.

&= Back
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After running a scenario, you can use the Analysis reports to analyze the
performance of your application.

This chapter describes: @4 Find
* Viewing Summary Reports :g;?n
® Creating HTML Reports ‘ ’
_ [E]
About Analysis Reports Job ot
After running a scenario, you can view reports that summarize your system’s &= Back

performance. The Analysis provides the following reporting tools:

® Summary report

® HTML reports

The Summary report provides general information about the scenario run. You
can view the Summary report at any time from the Analysis window.

You can instruct the Analysis to create an HTML report. The Analysis creates an
HTML report for each one of the open graphs.
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Understanding Analysis Reports

Viewing Summary Reports

The Summary report provides general information about scenario execution. This
report is always available from the tree view or as a tab in the Analysis window. It
lists statistics about the scenario run and provides links to the following graphs:
Running Vusers, Throughput (Web), Hits Per Second (Web), and Transaction

Summary. At the bottom of the page, the Summary report displays a table @4 Find
containing the scenario’s run-time data. e
n
Again
Summary Repart |Transacti0n Summaryl Transaction Perfarmance Summaryl Trangact 4 | L4
Analysis Summary Period: 24/05/2000 15:= ‘ ’
Scenario Name: R:SLR_TESTSSLrunT.Irs
Results in session:  RA\LR_TESTSWasp_testilyres13%res12.0rr, Top of
Duration: 03 minutes and 57 seconds. Chapter
4= Back

Maximum Running Yusers: 10

Total Throughput: 146,685

Throughput . )

(bytes/second): Awverage: 6,666 Max: 28,503

Total Hits: 19 |
Hits per Second: Ayerage: 1 Max: &

Transactions: Total passed: 200 Total failed: O
T T P
confirm_asp_Actionl_184 0.017 0.0z

Kl | LILI
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Understanding Analysis Reports

Creating HTML Reports

The Analysis lets you create HTML reports for your scenario run. It creates a
separate report for each one of the open graphs and a Summary report. The
Summary report is identical to the Summary report that you access from the

Analysis window. The report also provides a link to an Excel file containing the #h Find
raph data.
grap Find
Again
Analysis Summary Period: 24/05/2000 15— ‘ ’
Scenario Name: R:sLR_TESTSYLrun?.Irs
Results in session:  R:M\LR_TESTShasp_testlires12res12.0rr,
Duration: 03 minutes and 57 seconds, Top of
Chapter
‘= Back
(=) Maximum Running Yusers: 10
(=) Total Throughput: 146,655
Throughput ) )
® ‘bytes/second): Average: 6,666 Max: 28,593 | |
(=) Total Hits: 19
(=) Hits per Second: Average: 1 Max: &
(3) Transactions: Total passed: 200 Total failed: 0

Transaction Name rlinimum Average
-
| o
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Understanding Analysis Reports

To create HTML reports:
1 Open all graphs that you want to be included in the report.

& 2 Choose Reports > HTML Report or click the Create HTML Report button. The
Save dialog box opens.

3 Specify a path and file name for the HTML report and click OK. The Analysis 44 Find
saves a Summary report in the selected folder and the rest of the graphs in a Find
folder with the same name. When you create an HTML report, the Analysis Again
opens your default browser and displays the Summary report. ‘ ’

4 To view an HTML report for one of the graphs, click on its link in the left frame.

5 To copy the HTML reports to another location, be sure to copy the filename and Top of
the folder with the same name. For example, if you nhamed your HTML report Chapter
testl, copy testl.html and the folder testl to the desired location. & Back
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Managing Results Using TestDirector

The integration of the Analysis with TestDirector lets you manage results and
sessions using TestDirector projects. TestDirector helps you organize and

manage all scripts, scenarios, and results using a repository.
#h Find
This chapter describes: .
Find
. . . . Again
® Opening a Connection to a TestDirector Project
® Creating a New Session Using TestDirector ‘ ’
® Opening an Existing Session Using TestDirector
Top of
® Saving Sessions to a TestDirector Project Chapter
. . . . . . = Back
For detailed information on using TestDirector to manage your sessions, refer to

the TestDirector User’s Guide.
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Managing Results Using TestDirector

About Managing Results Using TestDirector

The Analysis works together with TestDirector, Mercury Interactive’s test
management tool. You can store both sessions and results in a TestDirector
repository and organize them into unique groups. You can also retrieve results
from the TestDirector repository, and save the Analysis sessions with your specific
graph settings, locally.

You can instruct the Analysis to automatically connect to the TestDirector server
upon startup.

Opening a Connection to a TestDirector Project

Before you can work with a TestDirector project, you must open a connection to
the server hosting the project. After connecting to the TestDirector server, you still
have complete access to the regular file system.

@4 Find

Find
Again

4r

Top of
Chapter

&= Back
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Managing Results Using TestDirector

To open a connection to a TestDirector project:

1 Choose Tools > TestDirector Connection from the Analysis window.

Connection to TestDirector

@4 Find

Find
Again

4r

Top of
Chapter

&= Back

2 In the Server box, type in the name of the TestDirector server and then click
Connect. A message appears indicating that the Analysis is connecting to the
server.
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Managing Results Using TestDirector

3 Inthe Project Connection box, select one of the available projects.

Connection to TestDirector

— Server Connection

Server Ilazarus 3Discnnnect | ﬁ Find
Find

— Project Connection Again
Project: ITestDirector_Demo ﬂ D Connect ‘ ’
Uzer Marme: Iguest
Pasaword: I Top of

Chapter
[T Allow Comnection to Local D atahase &= Back
[ Save passward for reconnection on startup
Cloze Help

4 Provide the user login and password.

5 Select the Reconnect on Startup check box to automatically open the
connection to the TestDirector server and project when you start the Analysis.
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Managing Results Using TestDirector

6 If you select Reconnect on Startup, you can save the specified password to
automate the login process. Select the Save Password for Reconnection on

Startup check box.

7 Click Connect. A message appears indicating that you are connecting to a

project.

8 Click Close to close the Connection to TestDirector dialog box.

Creating a New Session Using TestDirector

You can create a new Analysis session using a result file (.Irr extension) located

in the TestDirector repository or file system.

To create a new session using results from the TestDirector repository:

@4 Find

Find
Again

<4

>

Top of
Chapter

&= Back

1 Connect to the TestDirector server (see Opening a Connection to a

TestDirector Project on page 112.)
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Managing Results Using TestDirector

2 Choose File > New or click the New File button. The Open Result File for New
Analysis Session from TestDirector Project dialog box opens.

£¥ Open Result File for New Analysis Session from TestDirector project M= E3

Categary ISubject j . File System. .
w1 User Interface 21 | run Name Test Set Status | Run Date #4 Find
#-{7 Modules '
#-[1 Components Find
: Again

&3 Load Testing

D Scenarios
é---@ “Yusers ‘ ’
=i

{7 General

{77 Defects

A7 Execution
.Z3 Plan

...[13 Reguirement

Top of
Chapter

(77 Astra FastTrack 4] &= Back

|
Test Mame: I Run MName : I el |
Test Type : ILDadRunner Result files j Cancel |

3 Select a result file from the project.

4 Click OK. The Analysis loads the results.
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Managing Results Using TestDirector

5 To select a session file from the standard file system, click the File System
button in the upper right corner of the dialog box. The Open Result File for New
Session dialog box opens.

Open Result File for New Analysis Session
Lookin: |53 asp_testl = &= e @4 Find
CrossSession  [(dres1b ind
data [ Sessionl Find
res Again
res10
resll ‘ ’
reslz
resl3
resld
Top of
Chapter
File name: ICrDSSSessiDn & Back
Files of type: ILoadRunnerResultfiles(’“‘.lrr) j ez |
ﬁg'?éctOK.. |

To return to the TestDirector dialog box, click the TestDirector button in the
bottom right of the dialog box.
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Managing Results Using TestDirector

Opening an Existing Session Using TestDirector

You can open an existing Analysis session through the standard file system or the
TestDirector repository.

To open a session from the TestDirector repository:

1 Open a connection to the TestDirector server (see Opening a Connection to a # Find
TestDirector Project on page 112.) Find
Again
2 Choose File > Open or click the File Open button. The Open Existing Analysis
Session File from TestDirector Project dialog box opens. ‘ ’
Top of
j File System... | Chapter
Run Mame | Test Set | Status | Run Date
= Back

(27 Installation
m{:l TD Manager
i-[77 User Interface
m{:l Modules

EHD Components
mD Load Testing
D Astra FastTrack
&1 TD Integrations

4]

|
Test Mame: I Run Marme : Bjle |
Cancel |

Test Type : IAnaIysis Session files j
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Managing Results Using TestDirector

3 Select a session from the project.

4 Click OK. The Analysis loads the scenario. The name of the session appears in
the banner. The session’s graphs are displayed in the tree-view.

5 To select a session file from the standard file system, click the File System

button in the upper right corner of the dialog box. The Open Existing Analysis #h Find
Session File dialog box opens.
Find
Agai
Open Existing Analysis Session File [ 2] %] gamn
Look in: Iaasp_tesﬂ j ﬁl ‘ ’
data 2res
res1l 24 Session
resll Top of
resli Chapter
resl3
resld
4= Back
res15

#qCrossSession

File hame: ICrDSSSessiDn

Files of type: IAnaIySis Session files j ezl |
ﬁg’féctoz.. |

To return to the TestDirector dialog box, click the TestDirector button in the
bottom right of the dialog box.
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Managing Results Using TestDirector

Saving Sessions to a TestDirector Project

You can save a new analysis session, or one that previously existed as a local file,

into a TestDirector project.

To save a session to the TestDirector project:

1 Connect to the TestDirector server (see Opening a Connection to a
TestDirector Project on page 112.)

2 Choose File > Save As. The Save to TestDirector Project dialog box opens.

74 5ave Test to TestDirector proje

ISubjec:t - |

[= File Sys‘tem...l

Category :

-0 S Test Name | Status | crested |
& Oracle_t1 21695
& Oracle_t2 2116198

Test Mame : |Orac|e_13
Test Tyvpe IDEI Script j Cancel |

3 Type a session nhame, select a folder and click OK.

4 To save the session to disk, click File System and save the file as you would on

a standard file system.

@4 Find

Find
Again

4r

Top of
Chapter

&= Back
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Again

4r

Top of
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