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HP Operations Smart Plug-in for WebSphere
Application Server

The HP Operations Smart Plug-in for WebSphere Application Server (WebSphere SPI) allows you to
manage WebSphere servers from an HPOM console.

To install and configure the HP Operations Smart Plug-in for WebSphere Application Server
(WebSphere SPI), refer to the HP Operations Smart Plug-in for WebSphere Application Server
Installation and Configuration Guide located on HP Operations Smart Plug-ins DVD in thefile
\ Docunent ati on\ SPI CGui des\ WebSphere_ AppServer Install_Config. pdf .

Related Topics:
o Overview

o Getting Started

« Components
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Overview

The Smart Plug-in for WebSphere Application Server (WebSphere SPI) adds monitoring capabilities
otherwise unavailable to HP Operations Manager for Windows (HPOM).

Smart Plug-in integration uses: Used in conjunction with HPOM, the WebSphere SPI offers
centralized tools that help you monitor and manage systems using WebSphere. From the HPOM
console, you can monitor the availability, use, and performance of WebSphere running on HPOM
managed nodes. The WebSphere SPI metrics are automatically sent to the HPOM agent and can be
alarmed on or consolidated into reports and graphs which help you analyze trends in server usage,
availability, and performance. The WebSphere SPI can be integrated with HP Reporter and HP
Performance Manager (both products must be purchased separately) to provide additional reporting and
graphing flexibility and capabilities.

Smart Plug-in data collection: After completing the WebSphere SPI installation and configuration,
you will find key server-related metrics that cover the following areas:

 server availability

 server performance

e Mmemory usage

o transaction rates

 Servlet executing times, time-outs, request rates

« JDBC connection status

« Web application processing

Smart Plug-in data inter pretation: WebSphere administrators can choose those metrics most crucial
to the successful operation of WebSphere by modifying WebSphere SPI policies. These policies
contain settings that allow incoming data to be measured against predefined rules that generate useful
information in the form of messages. These messages with severity-level color-coding can be reviewed
for problem analysis and resolution. Corrective actions are often available under the Instructions tab, as
are automatically generated metric reports, under the Annotations tab, when you double-click on a

message.
Related Topics:

« Introduction

« Getting Started
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« Components
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Getting started

Smart Plug-in for WebSphere Application Server (WebSphere SPl) messaging, reporting, and action-
executing capabilities are based on the HPOM concept of policies . The settings within these policies
define various conditions within the WebSphere. After the WebSphere SPI policies arein use, they
allow information to be sent back to the HPOM management server to help you proactively address
potential or existing problems and avoid serious disruptions to Web transaction processing. WebSphere
SPI helps you perform the following functions:

« Collect and interpret server performance/availability information

WebSphere SPI, after you configure and deploy it on the managed nodes, gathers data that is
interpreted and acted on, according to settings within the deployed policies. Those WebSphere SPI
policies define conditions that can occur within WebSphere, such as queue throughput rates, cache
use percentages, timeout rates, and average transaction times. Default thresholds, set within the
policies, monitor these conditions and trigger messages to the console when a threshold has been
exceeded.

« Display information

M essages in the M essage Browser : Comparing the values gathered for WebSphere
performance/avail ability against the policy settings relating to those specific areas, HP Operations
agent software forwards the appropriate messages to the HPOM console. These messages are
displayed with color-coded severity levelsin the HPOM Message Browser.

Instruction Text: Messages generated by WebSphere SPI programs contain instruction text to help
diagnose and remedy problems. Double-click the message and select the Instructions tab to view the
text.

Y ou can usually find instruction text in the message details; this sametext is also available in the
metric definition .

ASCII-Text Reports: In addition to the instruction text mentioned above, metrics with alarms also
have automatic action reports that are generated when a defined threshold is exceeded. These reports
show conditions of specific WebSphere instance. When areport is available, double-click the
message and select the Annotations tab.

o Generatereportsusing HP Reporter

WebSphere SPI also integrates with HP Reporter to provide you with over 20 management-ready,
Web-based reports. WebSphere SPI includes the policies for generating these reports within its
Report package, which you can install on the Reporter Windows system. After you have installed the
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product and completed some configuration steps, you can expect to see new reports of summarized,
consolidated data generated nightly that can help you assess how WebSphere is performing over
time.

o Graph data with HP Performance M anager

WebSphere SPI can be used with HP Performance Manager to generate graphs showing the
WebSphere SPI collected metric values. If you have purchased HP Performance Manager, use it
according to itsinstructions.

o Customize WebSphere SPI Policies

Y ou can use WebSphere SPI policies with no customization, or you can change them as you find
necessary. Possible minor modifications and major customizations are listed here:

o Modification of Default Policies: Within apolicy, you can change the default settings for (1)
collection interval, (2) threshold, (3) message text, (4) duration (5) severity level of the condition,
(6) actions assigned to the condition (operator-initiated or automatic).

o Creation of Custom Policy Groups. Create custom policy groups, using default policiesasa
starting point.

o Custom Metrics: The ability to define your own metrics or user-definable metrics (UDMs) isa
powerful feature that you can use to expand the monitoring capabilities of WebSphere SPI.

Related Topics:
« Introduction

o Overview

« Components
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Components
The WebSphere Smart Plug-in (WebSphere SPI) components include:

e ToolS
o Policies

These components allow you to configure and receive data in the form of messages, annotations, and
metric reports. The messages (available in the Message Browser), annotations (available through
message properties), and metric reports (available through tools) provide you with information about
conditions present in the server(s) running on specific managed nodes.

The WebSphere SPI configuration tools let you configure the management server’s connection to
named server instances on specific managed nodes. After you have configured the connection, you can
assign policies to the nodes. With HP Operations agent software running on the managed nodes, you
can use the WebSphere SPI reporting tools to generate metric reports. In addition, you can generate
graphs that show the WebSphere SPI data (available through message properties).

Related Topics.

« Tools

 Policies

Reports and graphs

How the WebSphere SPI works
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Tools

The Smart Plug-in for WebSphere Application Server (WebSphere SPI) tools include configuration
and troubleshooting utilities. From the HPOM console, select Tools—- SPI for WebSpher eto access
the tools which are divided into the following categories:

« Metric Reportstools group

« SPI Admin tools group

« WebSphere Admin tools group

Related Topics:

o Components

o Policies
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SPI Admin tools group

The SPI Admin tools group allows the HPOM administrator to perform routine tasks relating to
WebSphere SPI.

For amore detailed description of the tools, click the tool name in the table below.

Tool Description
Discover or Configure || Discovers the WebSphere Application Server instances or Configures the
WBSSPI WebSphere SPI.
griitsSWBSSPI Node Create WebSphere SPI node groups based on discovered services.
Self-Healing Info Collect log, trace, and other information to be used by your HP support

representative.

Start/Stop Monitoring Starts/Stops WebSphere SPI monitoring.

Starts/Stops tracing. The tracing information collected is to be used by

Start/Stop Tracing your HP support representative.
Verify Verifies the WebSphere SPI is properly installed on the managed node.
View Error File View the WebSphere SPI error log.

Related Topics.

« Metric Reportstools group
« WebSphere Admin tools group
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Discover or Configure WBSSPI

Y ou can run either the discovery or configuration using Discover or Configure WBSSPI tool.
Thetool Discover or Configure WBSSPI allows you to either identify instances of a WebSphere
Application Server on a managed node from the HPOM console (on selecting Launch Discover Tool
option) or maintain the WebSphere SPI configuration by viewing, editing, or setting configuration
properties in the configuration editor (on selecting Launch Configure Tool option).

Function

The following functions are performed by the Configure Tool:
» Updates the configuration on the HPOM management server and selected managed nodes.

« Createsthedirectories and files required by WebSphere SPI on the sel ected managed nodes.
 Sets up data sources for reporting and graphing.
o Sets up the WebSphere Server log files and WebSphere SPI error log file for monitoring.

The Discover Tool updates the configuration on the HPOM management server and selected managed
nodes.

Configuration information for all WebSphere servers on HPOM managed nodes is maintained on the
HPOM management server. Configuration information for a specific WebSphere server on an HPOM
managed node is maintained on that managed node (each managed node maintains a subset of the
configuration information maintained on the HPOM management server).

When saved, changes made with the configuration editor are always saved on the HPOM management
Server.

An HPOM managed node must be selected when thistool is launched, and changes to the configuration
affecting any WebSphere servers on that managed node are automatically saved on that managed node.

If aspecific HPOM managed node is selected when thistool islaunched and changes are made that
affect aWebSphere server on a non-selected managed node, the changes are saved to the configuration
on the HPOM management server, but are not saved to the non-sel ected managed node. Y ou must re-
run thistool, select the affected managed node and, on exiting the tool, the changes are saved to that
managed node.

To launch Discover or Configure WBSSPI
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To launch the Discover or Configure WBSSPI tool, perform these steps:

1
2
3.
4

. From the HPOM console for Windows, select Tools — SPI for WebSphere — SPI Admin .
. Double-click Discover or Configure WBSSPI .

Sel ect the managed nodes on which you want to launch the tool.

. Click Launch.

The"Tool Selector" window opens.

To run the discovery, select the Launch Discover Tool radio button and click OK . To run the
configuration, select the Launch Configure Tool radio button and click OK . By default, the
Launch Configure Tool radio button is sel ected.

See HP Operations Smart Plug-in for IBM WebSphere Application Server Installation and
Configuration Guide for Windows for more information on how to launch Discover or Configure
WBSSPI tool.
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Create WBSSPI Node Groups

Create WBSSPI Node Groups tool allows you to create WebSphere SPI node groups that contains all
the managed nodes running supported versions of WebSphere. Node groups are created based on
discovered services.

If new managed nodes are added, run thistool again to add these managed nodes to the WebSphere SPI
node groups.

Function

Create WBSSPI Node Groups does the following:

« Inthe Nodesfolder, createsthe SPI for WebSphere node group and a subgroup based on the version
of WebSphere running (WebSphere 7.0).

« Places al HPOM managed nodes running WebSphere 7.0 in the WebSphere 7.0 group.

« Assignstools, reports, and graphs to the nodes and node groups.

Tolaunch Create WBSSPI Node Groupstool

1. Fromthe HPOM console, select Tools — SPI for WebSphere— SPI Admin .
2. Double-click Create WBSSPI Node Groups . The"Tool Status' window opens.
3. Inthe Launched Toolsfield, check the Status of the tool for each node:

o Started/Starting - Thetool is running.

o Succeeded - WebSphere SPI has successfully created the node groups. Scroll to the bottom of
the Tool Output field. The message "Done" displays.

o Failed - Thetool did not succeed. Scroll through the Tool Output field for more information
about the problem.

4. Click Closeto closethe "Tool Status" window.

5. To verify the node group has been created, select Nodes— SPI for WebSphere. A node group
for each WebSphere server version is created containing the managed nodes running that
WebSphere server version. If no managed nodes are running a particular version of the
WebSphere server, that node group is not created. For example, if you do not have any managed
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nodes running WebSphere server version 5.0, that node group is not created.
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Start/Stop Monitoring

Start or Stop Monitoring tools allow you to start or stop the WebSphere SPI from collecting metrics for
one application server or all application servers on a managed node.

These metrics generate alarms (when thresholds are exceeded) and are used to create reports
(automatically or manually generated) and graphs. The reports and graphs are used to analyze trends in
server usage, availability, and performance.

Typically, the HPOM administrator would stop monitoring on a managed node if the node is not
running for a known reason (for example, the node is down for maintenance). Stopping the monitoring
prevents unnecessary alarms from being generated.

Run Verify to determine if monitoring is started or stopped. By default, monitoring is on.
Function

Start Monitoring does the following:
« Startsthe collection of metricsfor one or all application servers on a managed node.

Stop Monitoring does the following:
» Stopsthe collection of metricsfor one or all application servers on a managed node.

To launch Start/Stop Monitoring tool

1. Fromthe HPOM console, select Tools — SPI for WebSphere— SPI Admin .

2. Double-click Start Monitoring or Stop Monitoring .

3. Select the managed nodes on which you want to start or stop collection of metrics.

4. Click Launch . The "Console Status" window and then the " Server Selection™ window open.

5. Fromthe"Server Selection” window, select one application server or all application serverson
which to start/stop collection of metrics.

6. Click OK .

7. From the "Console Status" window in the Launched Tool field, check the Status of the tool for
each node:
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o Started/Starting - Thetool is running.
o Finished - Thetool has completed. Scroll through the Tool Output field for more information.

8. Click Closeto close the "Console Status' window.
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Self-Healing Info

Self-Healing Info tool allows you to collect data to be used by your HP support representative.

Function

Self-Healing Info application performs the following functions:

1. Savesdatain thefollowing file:
o OnaUNIX managed node: / t np/ wasspi _wbs_support . tar

o On aWindows managed node: wasspi _wbs_support. zi p in 9@EMPY%directory

2. Launches and saves data using the Verify application.
To launch Self-Healing Info tool
From the HPOM console, select Tools — SPI for WebSphere— SPI Admin .

Double-click Self-Healing Info .

Select the managed nodes on which to collect data.

A 0 DR

Click Launch . The"Tool Status' window opens. In the Tool Output field, the location of the
dataappears.

o

Send the collected data to your HP support representative.

6. Click Closeto closethe Tool Statuswindow.
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Start/Stop Tracing

Start and Stop Tracing tools allow you to start or stop logging the information about each of the activity
performed by the SPI on the managed node. Run this tool only when instructed by your HP support
representative.

Self-Healing Info collects the files created by thistool as part of its data to be used by your HP support
representative.

Function

Start Tracing does the following:

« Savesthe information about each of the activity performed by the SPI on the managed nodeinto a
file.

Stop Tracing does the following:

« Stops saving the information about each of the activity performed by the SPI on the managed node
into afile.

To launch Start/Stop Tracing tool

From the HPOM console, select Tools — SPI for WebSphere— SPI Admin .
Double-click Start Tracing or Stop Tracing.
. Select the managed nodes on which you want to start or stop tracing.

Click Launch . The"Tool Status" window opens.

o o O NP

In the Launched Tools field, check the Status of the tool for each node:

o Started/Starting - The tool is running.

o Succeeded - Tracing is successfully started/stopped for WebSphere SPI on the managed node.
Select the node in the Launched Tools field and scroll to the bottom of the Tool Output field.
The message "Tracing is ON/OFF." appears.

o Failed - Thetool did not succeed. Select the node in the Launched Tools field and scroll
through the Tool Output field for more information about the problem.
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6. Click Closeto close the "Tool Status' window.
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Verify

Thetool Verify enables you to verify whether the files required for the functioning of the SPI
(instrumentation, library, configuration files, and so on) are properly deployed.

Function
The Verify tool verifies whether the files required for the functioning of the SPI (instrumentation,

library, configuration files, and so on) are properly deployed. It gives alist of missing instrumentation
files.

P NOTE:
Before you launch the Verify tool ensure that you have installed the latest version of Self-
Healing Service (SHS) component from the SPI DVD.

Tolaunch Verify tool

1. Fromthe HPOM console, select Tools — SPI for WebSphere — SPI Admin .

2. Double-click Verify .

3. Select the managed nodes on which you want to verify the WebSphere SPI installation.
4. Click Launch. The"Tool Status" window opens.

5. Inthe Launched Toolsfield, check the Status of the tool for each node:

= Started/Starting - The tool is running.

= Succeeded - WebSphere SPI has been properly installed on the managed node. Select the
node in the Launched Tools field and scroll to the bottom of the Tool Output field. The
message "Installation is clean" appears.

= Failed - Thetool did not succeed. Select the node in the Launched Tools field and scroll
through the Tool Output field for more information about the problem.

6. Click Closeto close the "Tool Status' window.
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View Error File

View Error Filetool allows you to view the contents of the error log file.

Function

View Error File does the following:
« Displaysthe contents of the WebSphere SPI error file <Agent Di r> /wasspi / wbs/ | og/ errorl og .

where <OvAgentDir> typicdly is:

o On UNIX managed nodes:. / var / opt/ OV or / var /| pp/ OV

o On Windows Managed Nodes: \ Program Fi | es\ HP\ HP BTO Sof t war e (for HTTPS managed
nodes)

Tolauch View Error Filetool

From the HPOM console, select Tools — SPI for WebSphere— SPI Admin .

Double-click View Error File.
Select the managed nodes on which you want to view the WebSphere SPI error log file.

Click Launch . The"Tool Status* window opens.

o &~ WD

In the Launched Tools field, check the Status of the tool for each node:

o Started/Starting - Thetool is running.

o Succeeded - Y ou can view the WebSphere SPI error log file. Select the node in the Launched
Toolsfield and scroll through the Tool Output field to view the error log file.

o Failed - Thetool did not succeed. Select the node in the Launched Tools field and scroll
through the Tool Output field for more information about the problem.

6. Click Closeto closethe"Tool Status' window.
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WebSphere Admin tools group

WebSphere Admin tools group allows the HPOM administrator to perform routine tasks relating to

WebSphere.

For amore detailed description of the tools, click the tool name in the table below.

Tool

Description

Check WebSphere Checks the state of WebSphere.

Start/Stop WebSphere || Start/Stop WebSphere (requires setup).

View WebSphere Log| View the WebSphere log files.

Related Topics:

« Metric Reportstools group
« SPI Admin tools group
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Check WebSphere

Check WebSphere tool allows you check the status of each application server running on a managed
node. It displays a status report for WebSphere on the selected managed nodes.

Function

Check WebSphere displays the following information for each application server on the selected

managed node(s):
Server Name The name of the WebSphere Server.
Server State The status of WebSphere.
Start Date The date when WebSphere was started.
Admin Server State The status of the WebSphere Administrative Console.
Admin Server Start Date|| The date when the WebSphere Administrative Console was started.

If the WebSphere SPI has been configured to not collect metrics for WebSphere, the message
"Collection istemporarily OFF for <server_name >" appears.

©NOTE:
Before you launch the Check WebSphere tool on a node ensure that the Collector is running for the
WebSphere Application Server instance on that node.

To launch Check WebSphere tool

From the HPOM console, select Tools — SPI for WebSphere—~ WebSphere Admin .
Double-click Check WebSphere .
. Select the managed nodes on which you want to view the status of the application servers.

Click Launch . The"Tool Status' window opens.

o & w© DB

In the Launched Tools field, check the Status of the tool for each node:

o Started/Starting - Thetool is running.
o Succeeded - A status report is available for each instance of the WebSphere server on the
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managed node. Select the node in the Launched Tools field and scroll through the Tool Output
field.

o Failed - Thetool did not succeed. Select the node in the Launched Tools field and scroll
through the Tool Output field for more information about the problem.

6. Click Closeto closethe"Tool Status' window.

Related Topics:

Start/Stop WebSphere
« View WebSphere Log
« Metric Reports tools group

« SPI Admin tools group
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Start/Stop WebSphere

Start WebSphere and Stop WebSphere tools allow you to start or stop WebSphere from the HPOM
console. Y ou can start or stop one or more application server on the selected managed nodes without
logging in to each WebSphere Administrative Console to perform these functions.

Required Setup

e The START_CMD, STOP_CMD, and USER properties MUST be set before thistool can run
successfully. Refer to Configuration Properties and Discover or Configure WBSSPI for more
information about setting these properties.

o If you are using WebSphere Application Server 6.1 with Admin security enabled, before launching
the Stop WebSphere tool you must set the following values for the attributes in the
/ WEBSPHERE_HOME>/ prof i | es/ <prof i | e_nane>/ properties/soap. client. prop file. Set these
valuesfor all the profiles that you want to stop.

o Set the value of loginSour ce attribute to "properties’ (the default value of loginSourceis

"prompt™).
com i bm CORBA. | ogi nSour ce=pr operties

o Set the value of loginUserid attribute to the WebSphere admin user id and loginPassword

attribute to the WebSphere admin password:
com i bm CORBA. | ogi nUseri d=<adm n_user >
com i bm CORBA. | ogi nPasswor d=<adni n_passwor d>

Function

Start/Stop WebSphere does the following:
» Starts/Stops an application server or all application servers on the selected managed node(s).

To launch Start/Stop WebSpher e tool

1. Fromthe HPOM console, select Tools — SPI for WebSphere— WebSphere Admin .
2. Double-click Start WebSphere or Stop WebSphere.

3. Select the managed nodes on which you want to start/stop WebSphere.

4. Click Launch.
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A "Console Status" window and then the " Server Selection” window open.

5. From the "Server Selection™ window, select one application server or al application serversto
start or stop.

6. Click OK .

7. From the "Console Status" window in the Launched Tool field, check the Status of the tool for
each node;

o Started/Starting - Thetool is running.
o Finished - Thetool has completed. Scroll through the Tool Output field for more information.

8. Click Closeto close the "Console Status' window.

Related Topics:

Check WebSphere
View WebSphere Log

Metric Reports tools group

SPI Admin tools group
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View WebSphereLog

View WebSphere Log tool allows you to select a WebSphere log file to view without logging in to the
system on which WebSphere is running.

Function

View WebSphere Log does the following:

o If you run View WebSphere Log without entering a parameter, a numbered list of available log files
for a managed node appears.

« If yourun View WebSphere Log with a parameter entered, if the parameter is not valid (anon-
numeric value is entered or the number entered does not correspond to the list of available log files),
anumbered list of available log files for the managed node appears.

« If yourun View WebSphere Log with avalid parameter, the contents of the corresponding log file for
the managed appears.

Y ou may only enter one numeric value in the parameter field. Thisis the number used to designate the
log file to view for all managed nodes selected. Select one log file per managed node to view each time
you launch the tool.

If you keep the Tool Status window open and re-launch View WebSphere Log, the output in the Tool
Status window accumul ates.

To launch View WebSphere L og tool

1. Fromthe HPOM console, select Tools — SPI for WebSphere— WebSphere Admin .
2. Double-click View WebSphereLog .

3. Select the managed nodes on which you want to view the WebSphere log file.

4

. Click Launch . The"Edit Parameters" window opens. If you know the number of the log file you
want to view, typeit in the Parameters field. Otherwise, leave thisfield blank to list available log
filesto view.

5. Click Launch. The"Tool Status' window displays.
6. Inthe Launched Toolsfield, check the Status of the tool for each node:
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o Started/Starting - Thetool is running.

o Succeeded - A list of availablelog filesto view displays. Select the node in the Launched Tools
field and scroll through the Tool Output field to view the list of available log files.

o Failed - Thetool did not succeed. Select the node in the Launched Tools field and scroll
through the Tool Output field for more information about the problem.

Leave the"Tool Status' window open.
7. Double-click View WebSphereLog .
8. Select the managed nodes on which you want to view the WebSphere log file.
9. Click Launch . The"Edit Parameters' window appears.

10. Inthe Parameterstext box, enter the number of the log file you want to view. Only onelog file
can be selected.

If you do not remember the number of the log file, go to the "Tool Status® window, select the
node in the Launched Toolsfield, scroll through the Tool Output field to view the list of available
log files, and enter the number of the log file you want to view in the "Edit Parameters’ window.

11. Click Launch.

12. Inthe"Tool Status' window, select the node on which to view the selected log file and scroll
through the Tool Output field to view the log file.

13. Repeat steps 7 - 12 for each log file you want to view.
14. Click Closeto close the"Tool Status* window.

Related Topics:

Check WebSphere
« Start/Stop WebSphere

« Metric Reports tools group

« SPI Admin tools group
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Metric Reportstools group

The Smart Plug-in for WebSphere Application Server (WebSphere SPI) reports show information on
WebSphere conditions in the server. Each report displays the condition of all configured server
instances on the managed node in relation to the metric.

To generate areport, follow these steps:

1. Fromthe HPOM console, select Tools — SPI for WebSphere—- Metric Reports.
2. Double-click areport.

3. Select the nodes on which to run the report.

4. Click Launch.

WebSphere SPI reports generated from alarms

A WebSphere SPI Report can aso be triggered by an alarm condition. When such a situation occurs,
the report is generated automatically . This report is context sensitive, relating only to asingle server
on the managed node. The information in the report is generated at the time the report was run (when
the alarm condition occurred). Y ou can find the report by double-clicking on the message and selecting
the Annotations tab.

If you configure your Message Browser to display the A column, then an"S" under the A column
(adjacent to the message) indicates that the report was successfully generated and is waiting in the
Annotations of the message.

Metric reportsdescription
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Name/Associated Metric Description
1005_JVMMemuUtilPct Percentage of heap space used in the VM.
1040 _ServSessAveragel.ife Average lifetime of a servlet session in milliseconds.
1041 ServSessActSess Number of sessions currently being accessed.
1042_ServinvSessRt Number of sessions being invalidated per second.
1212 ThreadPool Util Pct Percentage of threads used in apool during collection interval.

Percentage of time number of threadsin pool reached configured

1213 ThreadPool PctM ax . . .
- maximum size (drill down).

1220 _EJBPool Util Percentage of active beansin the pool (drill down).
1221 EJBMethRespTime Average EJB response time in milliseconds.
1222 _EJBMethodCallsRt Number of EJB method calls per minute (drill down).

Number of times an EJB was written to or loaded from the

1224_EJBEntDatal dStRt database per minute (drill down).

1246_WebAppServietRespTime | Average response time in milliseconds for a servlet.

1247 WebAppServietErrorRt Number of errorsin aservlet per second (drill down).

Average Number of threads waiting for a connection from

1261 JDBCConnPool Waiters . .
- connection pools (drill down).

Average timethat a client waited for a connection in milliseconds
(drill down).

1263 _JDBCConnPool Util Percentage of connection pool in use.

1262_JDBCConnPoolWaitTime

1264 _JDBCConnPool MaxPct Percentage of timethat all connectionsin apool arein use.

Number of times a client timed out waiting for a connection from

1265_JDBCConnPool TimeoutRt the pool per minute (drill down).

The rate at which the messages failed to be delivered to the bean

1810 _MsgBackoutRate onM essage method (message driven beans).

The rate at which the returning object was discarded because the

1811 ReturnDiscrdRt pool was full (entity and stateless).

The rate at which the prepared statements are discarded by the least

1814 _PrdstcchdsrdRt recently used (L RU) agorithm of the statement cache.

Related Topics.
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« SPI Admin tools group
« WebSphere Admin tools group
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Metric 1005 JVMM emUtilPct

Policy Name WBSSPI 0005

Metric Name 1005 _JVMMemuUtilPct

Metric Type Alarming

Description Percentage of heap space used in the VM.
I mpact Low

PMI Module jvmRuntimeM odule

Severity: Condition with
Threshold

WBSSPI-0005.1: Critical threshold, 98
WBSSPI-0005.2: Major threshold, 95

Collection Interval 15m

Message Group WebSphere
WBSSPI-0005.10: % of heap space used
(<SVALUE>%) too high (>=<$THRESHOL D>%)
[Policy: <$NAME>]

Message Text

WBSSPI-0005.11: % of heap space used
(<$VALUE>%) iswithin the threshold
(<$THRESHOL D>%) [Policy: <SNAME>]

Instruction Text

Probable Cause: The VM isrunning out of available
heap space.

Potential Impact : The performance of al the J2EE
components (Servlets, EJBs, and so on) for the server
becomes slow.

Suggested action : For IBM i and distributed platforms,
click Servers — Server Types—- WebSphere
Application Servers— <server_name>. In the Server
Infrastructure section, click Java and process
management — Process definition — Java virtual
machine.
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Java Virtual Machine (JVM) Heap Sze

The Java Virtual Machine (JVM) Heap Size settings
influence garbage collection of Javaobjects. If you
increase the heap size, garbage collection occurs less
frequently, but takes longer. These settings depend
strongly on your application and on the amount of
physical memory available. Consider:

« Whether the VM Heap for the selected application
server shares physical memory with other application
server VM Heaps on the same machine.

« specifying VM Heapsto residein physical memory
and prevent swapping to disk.

o Setting the starting VM Heap Size to one quarter of
the maximum JVM Heap Size.

o Setting the maximum JVM Heap Size to the following,
if you have only one application server on the
machine:

o 128 MB, for small systems with less than 1 GB of
memory

o 256 MB, for systemswith 2 GB of memory
o 512 MB, for larger systems

4 NOTE: A vaueof 0, or blank, indicates that no
starting or maximum heap size is passed, when
initializing the VM. On OS/400, the VM Heap Size
is quite different and you should never set the
maximum heap size.

Report Type

ASCII

Area

VM
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Metric 1040 ServSessAveragel ife

Policy Name WBSSPI_0040

Metric Name 1040_ServSessAveragel ife

Metric Type Alarming and Graphing

Description Average servlet session lifetime in milliseconds.
Impact Medium

PMI Module servletSessionsModule

Severity: Condition with

WBSSPI-0040.1: Warning threshold, 1000

Threshold
Collection Interval 1h
Message Group WebSphere
WBSSPI-0040.10: Average servlet session lifetime
(<$VALUE>mS) too high (>=<$THRESHOL D>ms)
Message Text [Policy: <$NAME>]

WBSSPI-0040.11: Average servlet session lifetime
(<$VALUE>ms) is within the threshold
(<$THRESHOLD>ms) [Policy: <$SNAME>]

Instruction Text

Check or modify the session settings :

In the administrative console page, click Servers —
Server Types— WebSphere Application Servers—
<Web container — Session management .

Report Type

ASCII

Area

Servlets
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Metric 1041 ServSessActSess

Policy Name WBSSPI_0041

Metric Name 1041 ServSessActSess

Metric Type Alarming, Graphing, and Reporting
Description Number of sessions currently being accessed.
Impact High

PMI Module servletSessionsModule

Severity: Condition with
Threshold

WBSSPI-0041.1: Warning threshold, 10000

Collection Interval 1h

Message Group WebSphere
WBSSPI-0041.10: # of sessions currently being
accessed (<$VALUE>) too high

Message Text (>=<$THRESHOLD>) [Policy: <$SNAME>]

WBSSPI-0041.11: # of sessions currently being
accessed (<$VALUE>) iswithin the threshold
(<$THRESHOLD>) [Policy: <$NAME>]

Instruction Text

Probable Cause : The number of sessions currently
being accessed has exceeded a threshold value.

Potential Impact : If this number equals the
"maximum session count"”, request for new sessions
is not created.

Suggested action : To check or modify the session
settings for maximum session counts:

In the administrative console page, click Servers —
Server Types— WebSphere Application Servers
—» <server_name > Web container — Session
management .

Report Type

ASCII
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Metric 1042_ServlnvSessRt

Policy Name WBSSPI 0042

Metric Name 1042_ServinvSessRt

Metric Type Alarming and Graphing

Description Number of sessions being invalidated per second.
I mpact Low

PMI Module servletSessionsModule

Severity: Condition with WBSSPI-0042.1: Warning threshold, 10000

Threshold

Collection Interval 1h

Message Group WebSphere
WBSSPI-0042.10: # of sessions timed out per second
(<$VALUE>/sec) too high (>=<$THRESHOL D>/sec)
[Policy: <$NAME>]

M ge Text WBSSPI-0042.11: # of sessions timed out per second
(<$VALUE>/sec) is within the threshold
($THRESHOL D>/sec) [Policy: <SNAME>]

Instruction Text Probable Cause : The number of sessions being

invalidated per second has exceeded a threshold value.

Potentail Impact : The average response time of the
application may increase, if the sessions get invalidated
even before the request to them is made by aclient.

Suggested action: To modify or increase the session
timeout :

In the administrative console page, click Servers —
Server Types—- WebSphere Application Servers —
<server _name >Web container — Session
management . Set the Session timeout value
accordingly.
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Area Servlets
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Metric 1212 ThreadPool UtilPct

Policy Name WBSSPI_0212
Metric Name 1212_ThreadPool UtilPct
Metric Type Alarming
Description Percentage of threads used in apool during collection interval.
| mpact High
PMI Module threadPool M odule
Severity: WBSSPI-0212.1: Critical threshold, 90
Condition with || WBSSPI-0212.2: Mg or threshold, 85
Threshold WBSSPI-0212.3: Minor threshold, 80
Collection
Interval 1om
Message Group || WebSphere
WBSSPI-0212.10: % of threads used (<$VALUE>%) too high
(>=<$THRESHOL D>%)
[Policy: <$NAME>]
WBSSPI-0212.11: % of threads used (<$VALUE>%) iswithin the threshold
(<$THRESHOL D>%)
[Policy: <$NAME>]
WBSSPI-0212.20: % of threads used (<$VALUE>%) too high
(>=<$THRESHOL D>%)
[Policy: <SNAME>]
Message Text

WBSSPI-0212.21: % of threads used (<$VALUE>%) iswithin the threshold
(<$THRESHOL D>%)
[Policy: <$NAME>]

WBSSPI-0212.30: % of threads used (<$VALUE>%) too high
(>=<$THRESHOL D>%)
[Policy: <$NAME>]
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WBSSPI-0212.31: % of threads used (<$VALUE>%) is within the threshold
(<$THRESHOL D>%)
[Policy: <SNAME>]

Instruction Text | Probable Cause: The percent of threadsin usein apool has exceeded a
threshold value

Potential Impact : Small Thread pool size might have been chosen.This choice
can have the following impact:

» Thread pool saturation condition may occur.

« CPU utilization may consistently keep shooting up.

Suggested action :

1. Tofix asaturated thread pool, keep changing the thread pool size in steps
until CPU utilization reaches between 75 and 85 percent.

2. Tune the application using a code profiling tool.

3. To check the size of the threadpool, in the Admin Console click Servers
—» Server Types— Application servers — <server_name>—. Thread
pools or Servers — Server Types— Application servers — serverl —
ORB service — Thread Pool .

Report Type ASCII

Area Performance

D NOTE:
If the ThreadPool Sizeis configured as growable, the value for the metric 1212_ThreadPool Util Pct

can exceed 100%. In this case, modify the threshold to a desired value to avoid false or frequent
alarms.
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Metric 1213 ThreadPool PctM ax

Policy Name WBSSPI_0213

Metric Name 1213_ThreadPool PctM ax

Metric Type Alarming

" Percentage of time number of threads in pool reached configured maximum

Description . .

size (drill down).

I mpact High

PMI Module threadPoolModule

Severity:

Condition with | WBSSPI-0213.1: Minor threshold, 10

Threshold

Collection

Interval 15m

Message Group | WebSphere
WBSSPI-0213.10: % of time # of threads reached configured maximum
(<SVALUE>%) too high (>=<$THRESHOL D>%) [Policy: <SNAME>]

Message Text WBSSPI-0213.11: % of time # of threads reached configured maximum

(<SVALUE>%) iswithin the threshold (<STHRESHOL D>%) [Poalicy:
<$NAME>]

Instruction Text

Probable Cause : The percent of threads in use in apool has exceeded a
threshold value

Potential Impact : Small Thread pool size may have been chosen.This choice

can have the following impact:< ul>

« Thread pool saturation condition may occur.
« CPU utilization may consistently keep shooting up.

Suggested action :

1. Tofix asaturated thread pool, keep changing the thread pool size in steps

until CPU utilization reaches between 75 and 85 percent.
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2. Tunethe application using a code profiling tool.

3. To check the size of the threadpool, in the Admin Console click Servers
—» Server Types— Application servers — <server_name>— Thread
pools or Servers — Server Types— Application servers —» serverl —»
ORB service — Thread Pool .

Report Type ASCII

Area Performance
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Metric 1220 EJBPoolUtil

Policy Name WBSSPI_0220
Metric Name 1220_EJBPool Util

Metric Type Alarming and Reporting

Description Percentage of active beansin the pool (drill down).
| mpact High

PMI Module beanModule

Severity:

Condition with WBSSPI-0220.1: Warning threshold, 90
Threshold

Collection Interval | 1h

Message Group WebSphere

WBSSPI-0220.10: % of EJBsin the pool in use (<$VALUE>%) too high
(>=<$THRESHOL D>%) [Policy: <$NAME>]

"""" WBSSPI-0220.11: % of EJBsin the pool in use (<$VALUE>%) iswithin the
threshold (<$THRESHOL D>%) [Policy: <$SNAME>]

Instruction Text Probable Cause : The utilization of the EJB cache has exceeded a threshold
value.

Potential Impact :

« Thread pool saturation condition may occur.
« CPU utilization may consistently keep shooting up.
Suggested action :
1. Tofix asaturated thread pool, keep changing the thread pool sizein
steps until CPU utilization reaches between 75 and 85 percent.

2. Tune the application using a code profiling tool.

3. To check the size of the EIB Cache, in the Admin Console click
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Servers — Server Types— Application servers— <server_name >
—= EJB container —~ EJB Cache Settings.

Report Type

ASCII

EJB

The metric WBSSPI_0220 returns avalid value only if Entity Beans are present in the application(s)
deployed on the WebSphere Application Server(s).
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Metric 1221 EJBMethRespTime

Policy Name WBSSPI_0221

Metric Name 1221_EJBMethRespTime

Metric Type Alarming and Reporting

Description Average EJB response timein milliseconds.
I mpact Medium

PMI Module beanModule

iiﬂ:?gn with WBSSPI-0221.1: Major threshold, 5000
Threshold WBSSPI-0221.2: Warning threshold, 1000

Collection Interval | 5m

Message Group WebSphere

WBSSPI-0221.10: Average EJB response time (<$VALUE>mS) too high
(>=<$THRESHOL D>ms) [Policy: <$NAME>]

WBSSPI-0221.11: Average EJB response time (<$VALUE>ms) iswithin the
threshold (<$THRESHOL D>ms) [Policy: <$SNAME>

WBSSPI-0221.20: Average EJB response time (<$VALUE>mS) too high
(>=<$THRESHOLD>ms) [Policy: <$NAME>]

WBSSPI-0221.21: Average EJB response time (<$VALUE>ms) iswithin the
threshold (<$THRESHOL D>ms) [Policy: <$SNAME>

Instruction Text Probable Cause : The average response time of an EJB has exceeded a
threshold value.

Potential Impact :

« Not sufficient Beansin pooled state.

» Beansgetting destroyed frequently.

« Application response time may increase.
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Suggested action : To check the size of the EJB Cache, in the Admin
Consoleclick Servers — Server Types— Application servers —
<server_name>_. EJB container —~ EJB Cache Settings.

Report Type ASCII

Area EJB

The metric WBSSPI_0221 returns avalid value only if Entity Beans are present in the application(s)
deployed on the WebSphere Application Server(s).
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Policy Name WBSSPI_0222
Metric Name 1222_EJBMethodCallsRt
Metric Type Alarming and Reporting
Description Number of EJB method calls per minute (drill down).
| mpact Low
PMI Module beanModule
Severity:
Condition with WBSSPI-0222.1: Warning threshold, 10
Threshold
Collection 5m
Interval
Message Group WebSphere
WBSSPI-0222.10: # of EJB method calls per minute (<$VALUE>/min) too
Message Text high (>=<$THRESHOL D>/min) [Policy: <SNAME>]

WBSSPI-0222.11: # of EJB method calls per minute (<SVALUE>/min) is
within the threshold (<$THRESHOL D>/min) [Policy: <SNAME>]

Instruction Text

Probable Cause : The number of EJB method calls per minute has exceeded
athreshold value.

Potential Impact :

e Increasein the CPU utilization

« Increasein the EJB pool utilization

Suggested action : To check the size of the EJB Cache, in the Admin Console
click Servers — Server Types— Application servers —- <server _name>
—= EJB container —~ EJB Cache Settings.

Report Type

ASCII

Area

EJB
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The metric WBSSPI_0222 returns avalid value only if Entity Beans are present in the application(s)
deployed on the WebSphere Application Server(s).
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Metric 1224 EJBEntDatal dStRt

Policy Name WBSSPI_0224
Metric Name 1224 _EJBEntDatal dStRt
Metric Type Alarming and Reporting

Number of times an EJB was written to or loaded from the database per

Description minute (drill down).

I mpact Low

PMI Module beanModule

Severity:

Condition with WBSSPI-0224.1: Warning threshold, 10
Threshold

Collection Interval | 15m

Message Group WebSphere

WBSSPI-0224.10: # of times EJB data was written to or loaded from the
database per minute (<$VALUE>/min) too high (>=<$THRESHOL D>/min)
[Policy: <SNAME>]

Message Text WBSSPI-0224.11: # of times EJB data was written to or loaded from the
database per minute (<$VALUE>/min) iswithin the threshold
(<$THRESHOLD>/min) [Policy: <$SNAME>]

Instruction Text Probable Cause : The number of times an EJB was written to or loaded from

the database per minute has exceeded a threshold value.

Potential Impact :

« Increasein the CPU usage

« May reduce the response time of the applications, if the EJB pool isfull
since the container has to passivate a bean and provide space for active
beans in the pool.

Suggested action : Make sure the EJB pool utilization is not high so that the
Data L oads and Stores can be performed quickly.
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Report Type ASCII

Area EJB

The metric WBSSPI_0224 returns avalid value only if Entity Beans are present in the application(s)
deployed on the WebSphere Application Server(s).

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P. Page 56



WebSphere Application Server SPI

Metric 1246 WebAppServietRespTime

Policy Name WBSSPI_0246

Metric Name 1246_WebAppServletRespTime

Metric Type Alarming and Reporting

Description Average response time in milliseconds for a servlet.

| mpact Medium

PMI Module webAppModule

giﬁ't?gn Wit | WBSSPI-0246.1: Major, 10000

Threshold WBSSPI-0246.2: Warning, 2000

Collection

Interval 1h

Message Group | WebSphere
WBSSPI-0246.10: Average response time for aweb application servlet
(<$VALUE>ms) too high (>=<$THRESHOL D>ms) [Policy: <SNAME>]
WBSSPI-0246.11: Average response time for aweb application servlet
(<$VALUE>ms) iswithin the threshold (<$THRESHOL D>ms) [Policy:
<$NAME>]

Message Text

WBSSPI-0246.20: Average response time for aweb application servlet
(<$VALUE>mS) too high (>=<$THRESHOL D>ms) [Policy: <SNAME>]

WBSSPI-0246.21: Average response time for aweb application servlet
(<$VALUE>ms) iswithin the threshold <$THRESHOL D>ms) [Policy:
<$NAME>]

Instruction Text

Probable Cause : The average response time for servlet in msec has exceeded a
threshold value.

Potential Impact : Asthe number of concurrent users for the application
increases, the thread pool utilization of the servlet engine also increases and the
new requests may not be serviced immediately. Thisincreases the response time
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of the application.

Suggested action : Check the application server or servlet engine
documentation for information about thread pool and its configurations to
handle increased number of concurrent users or requests.

Report Type ASCII

Area Web Applications
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Metric 1247 WebAppServietError Rt

Policy Name WBSSPI_0247

Metric Name 1247_WebAppServietErrorRt

Metric Type Alarming

Description Number of errorsin aservlet per second (drill down).
| mpact Low

PMI Module webAppModule

Severity: Condition
with Threshold

WBSSPI-0247.1: Warning, 100

Collection Interval || 1h

Message Group WebSphere

WBSSPI-0247.10: # of errors for aweb application servlet per second
(<SVALUE>/sec) too high (>=<$THRESHOL D>/sec) [Policy: <SNAME>]

Message Text WBSSPI-0247.11: # of errors for aweb application servlet per second
(<$VALUE>/sec) iswithin the threshold (<$THRESHOL D>/sec) [Palicy:
<$NAME>]

Instruction Text Probable Cause : The number of errorsin aservlet per second has
exceeded athreshold value.

Potential Impact : Applications response time may increase drastically.

Suggested action :

« Verify thread pool size set.
« Verify connection pool size set.

o Verify VM heap size set.

Report Type ASCII

Area Web Applications
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Metric 1261 JDBCConnPoolWaiters

Policy Name WBSSPI_0261

Metric Name 1261_JDBCConnPool Waiters

Metric Type Alarming and Reporting

" Average number of threads waiting for a connection from connection pools

Description .

(drill down).

I mpact High

PMI Module connectionPoolModule

gi‘%'t?gn Wit | WBSSPI-026L.1: Mgjor, 10

Threshold WBSSPI-0261.2: Warning, 1

Collection 5m

Interval

MessageGroup | WebSphere
WBSSPI-0261.10: Average # of threads waiting for a connection from
connection pools (<$VALUE>) too high (>=<$THRESHOL D>) [Poalicy:
<$NAME>]
WBSSPI-0261.11: Average # of threads waiting for a connection from
connection pools (<$VALUE>) iswithin the threshold (<$STHRESHOL D>)
[Policy: <$NAME>]

Message Text

WBSSPI-0261.20: Average # of threads waiting for a connection from
connection pools (<$VALUE>) too high (>=<$THRESHOL D>) [Poalicy:
<$NAME>]

WBSSPI-0261.21: Average # of threads waiting for a connection from
connection pools (<$VALUE>) iswithin the threshold (<$THRESHOL D>)
[Policy: <$SNAME>]

Instruction Text

Probable Cause : The average number of threads waiting for a connection
from the connection pool has exceeded a threshold value.
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Potential Impact : The application slows down.

Suggested action : Small pool size is chosen for JDBC connection pool.

« Tofix asaturated connection pool, keep changing the pool size in steps until
number of blocked applicationsis significantly reduced.

« Tomodify or view the JDBC settings, in the administration console, click
Resources — JDBC — JDBC providers— <JDBC_provider_name> —
Data sour ces — Default Datasour ce — Connection pools.

Report Type ASCII

Area JDBC
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Metric 1262 JDBCConnPoolWaitTime

Policy Name WBSSPI_0262

Metric Name 1262_JDBCConnPool WaitTime

Metric Type Alarming and Reporting

Description Average time that a client waited for a connection in msec (drill down).
| mpact Medium

PMI Module connectionPoolModule

(S:i\%i:iﬁn with WBSSPI-0262.1: M ajor_, 50

Threshold WBSSPI-0262.2: Warning, O

Collection 5m

Interval

Message Group WebSphere

WBSSPI-0262.10: Average. time a client waited for a connection
(<$VALUE>ms) too high (>=<$THRESHOL D>ms) [Policy: <$SNAME>]

WBSSPI-0262.11: Average time aclient waited for a connection
(<$VALUE>ms) iswithin the threshold (<$THRESHOL D>ms) [Policy:
<$NAME>]

WBSSPI-0262.20: Average. time a client waited for a connection
(<SVALUE>mS) too high (>=<$THRESHOL D>ms) [Policy: <SNAME>]

WBSSPI-0262.21: Average time a client waited for a connection
(<SVALUE>ms) iswithin the threshold (<STHRESHOL D>ms) [Policy:
<SNAME>]

Instruction Text Probable Cause : The average time that a client waited for a connection in
has exceeded a threshold value.

Potential Impact :

« Theclient requestsis not processed if the wait timeis less than or equal to
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connection timeout.
« The application response time increases.

Suggested action : In the WebSphere Administration console, click
Resour ces — JDBC —» Datasour ces — <datasource hame > —»

Connection Pools and configure the properties appropriately.
Report Type ASCII

Area JDBC
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Metric 1263 JDBCConnPool Utll

Policy Name WBSSPI_0263

Metric Name 1263 _JDBCConnPool Util

Metric Type Alarming and Reporting

Description Percentage of connection pool in use.
| mpact High

PMI Module connectionPoolModule

SVErlly: - | \yBSSPI-0263.1: Critical, 98
Condition With |\ sepy_01263.2: Major, 95
Threshold & Maon,

Collection 5m

Interval

Message Group | WebSphere

WBSSPI-0263.10: % utilization of a connection pool (<$VALUE>%) too high
(>=<$THRESHOL D>%) [Policy: <$NAME>]

WBSSPI-0263.11: % utilization of a connection pool (<$VALUE>%) iswithin
the threshold (<$THRESHOL D>%) [Policy: <SNAME>]

WBSSPI-0263.20: % utilization of a connection pool (<$VALUE>%) too high
(>=<$THRESHOL D>%) [Policy: <$NAME>]

WBSSPI-0263.21: % utilization of a connection pool (<$VALUE>%) iswithin
the threshold (<$THRESHOL D>%) [Policy: <SNAME>]

Instruction Text | Probable Cause : The percent utilization of the connection pool has exceeded a
threshold value.

Potential Impact :

« Connection pool saturation condition may soon occur.

« JDBC connection timeouts occur on connection pool saturation.
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« Application response time increases.

Suggested action : To modify or view the JIDBC settings, in the administration
console, click Resources— JDBC — JDBC providers—
<JDBC_provider_name > — Datasour ces — <datasource name> —»
Connection Pools and configure the properties appropriately.

Report Type ASCII

Area JDBC
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Metric 1264 JDBCConnPoolM axPct

Policy Name WBSSPI_0264

Metric Name 1264_JDBCConnPool MaxPct

Metric Type Alarming

Description Percentage of time that al connectionsin a pool arein use.

| mpact High

PMI Module connectionPoolModule

Sverlty: | \vBSSPI-0264.1: Critical, 98

Condition With |\ ooy _0964 2: Major, 95

Threshold & Maon,

Collection 5m

Interval

Message Group | WebSphere
WBSSPI-0264.10: % of time all connections in apool arein use
(<$VALUE>%) too high (>=<$THRESHOL D>%) [Policy: <SNAME>]
WBSSPI-0264.11: % of time all connections in apool arein use
(<$VALUE>%) iswithin the threshold (<$THRESHOL D>%) [Policy:
<$NAME>]

Message Text

WBSSPI-0264.20: % of time all connectionsin apool arein use
(<SVALUE>%) too high (>=<$THRESHOL D>%) [Policy: <SNAME>]

WBSSPI-0264.21: % of time all connectionsin apool arein use
(<SVALUE>%) iswithin the threshold (<STHRESHOL D>%) [Policy:
<SNAME>]

Instruction Text

Probable Cause : The percent of time that all connectionsin apool arein use
has exceeded a threshold value.

Potential Impact : Small connection pool size may have been chosen.This
choice can have the following impact:
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« Connection pool saturation condition may occur.
« CPU utilization may consistently keep shooting up.
Suggested action :

1. Tofix asaturated connection pool, keep changing the thread pool sizein
steps until CPU utilization reaches between 75 and 85 percent.

2. Tomodify or view the IDBC settings, in the administration console, click
Resources - JDBC — JDBC providers — <JDBC_provider_name >
—= Datasour ces —- <datasource _name > — Connection Pools and
configure the properties appropriately. .

Report Type ASCII

Area JDBC
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Metric 1265 JDBCConnPool TimeoutRts

Policy Name WBSSPI_0265

Metric Name 1265_JDBCConnPool TimeoutRt

Metric Type Alarming and Reporting

" Number of times a client timed out waiting for a connection from the pool (drill

Description :

- down) per minute.

I mpact Low

PMI Module connectionPoolModule

Sverlty: | \wBSSPI-0265.1: Critical, 98

Condition With |\ s5p1-0265.2: Major, 95

Threshold < Aok

Collection 5m

Interval

Message Group || WebSphere
WBSSPI-0265.10: # of times a client timed out waiting for a connection per
minute (<$VALUE>/min) too high (>=<$THRESHOL D>/min) [Policy:
<SNAME>]
WBSSPI-0265.11: # of times a client timed out waiting for a connection per
minute (<$VALUE>/min) is within the threshold (<$THRESHOL D>/min)
[Policy: <SNAME>]

Message Text

WBSSPI-0265.20: # of times a client timed out waiting for a connection per
minute (<$VALUE>/min) too high (>=<$THRESHOL D>/min) [Policy:
<$NAME>]

WBSSPI-0265.21: # of times a client timed out waiting for a connection per
minute (<$VALUE>/min) is within the threshold (<$THRESHOL D>/min)
[Policy: <$NAME>]

Instruction Text

Probable Cause : The number of times a client timed out waiting for a
connection from the connection pool has exceeded a threshold value.

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P.

Online Help

Page 68



WebSphere Application Server SPI Online Help

Potential Impact : Increased number of timed out requests impacts the
performance of the applications.

Suggested action : To modify or view the JDBC settings, in the administration
console, click Resources — JDBC — JDBC providers—
<JDBC_provider_name > — Datasour ces —» <datasource_name > —»
Connection Pools and configure the properties appropriately.

Report Type ASCII

Area JDBC
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Metric 1810 MsgBackoutRate

Policy Name WBSSPI_0810

Metric Name 1810 _MsgBackoutRate

Metric Type Alarming, Reporting, and Graphing

Description The rate at which the messages fai Ied_ to be delivered to the
bean onM essage method (message driven beans).

I mpact Medium and Low

PMI Module beanModule

Severity: Condition with

WBSSPI-0810.1: Warning threshold, 5

Threshold

Collection Interval 15m

Message Group WebSphere
WBSSPI-0810.10: The rate at which the messages failed to
be delivered to the bean onMessage method (message
driven beans) (<$VALUE>/min) too high
(>=<$THRESHOLD>/min) [Policy: <SNAME>]

Message Text

WBSSPI-0810.11: The rate at which the messages failed to
be delivered to the bean onM essage method (message
driven beans) (<$VALUE>/min) iswithin the threshold
(S$THRESHOL D>/min) [Policy: <SNAME>]

Instruction Text

Probable Cause : Therate at which the messagesfailed to
be delivered to the bean onM essage method (message
driven beans) has exceeded a threshold value

Potential Impact : The message could be corrupt or just in
an unexpected format. These messages could be sent again
to the MDB based on the configured retries. If the number
of retries are more, the application response slows down.

Suggested action : Configure the Backout threshold
appropriately, to prevent the number of tries for the backed
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out messages.
Report Type ASCII
Area EJB
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Metric 1811 ReturnDiscrdRt

Policy Name WBSSPI_0811

Metric Name 1811 ReturnDiscrdRt

Metric Type Alarming, Reporting, and Graphing

Description Therate at which the_returni ng object was discarded because
the pool was full (entity and statel ess).

I mpact High, Medium, and Low

PMI Module beanModule

Severity: Condition with WBSSPI-0811.1: Warning threshold, 10

Threshold

Collection Interval 15m

Message Group WebSphere
WBSSPI-0811.10 ReturnsDiscardRate: The rate at which the
returning object was discarded because the pool was full
(entity and stateless) (<$V ALUE>/min) too high
(>=<$THRESHOLD>/min) [Policy: <SNAME>]

Message Text
WBSSPI-0811.11 ReturnsDiscardRate: The rate at which the
returning object was discarded because the pool was full
(entity and stateless) (<$VALUE>/min) iswithin the
threshold (<$THRESHOL D>/min) [Policy: <SNAME>]

Instruction Text Probable Cause : ReturnsDiscardRate:

The rate at which the returning object was discarded because
the pool was full (entity and stateless) has exceeded a
threshold value

Potential Impact : The performance of the applications
slows down.

Suggested action : Modify the pool settings accordingly:
In the administrative console page, click Servers —-
WebSphere Application servers — <server > EJB
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Container Settings— EJB Container .
Report Type ASCII
Area EJB
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Metric 1814 Prdstcchdsr dRt

Policy WBSSPI_0814

Name

Metric 1814_PrdstcchdsrdRt

Name

Metric . . .
Alarming, Reporting, and Graphin

Type g, REp g apnhing

Description The rate at which the prepared statements are discarded by the least recently

P used (LRU) algorithm of the statement cache.

Impact High and Medium

PMI connectionPoolModule

Module

Severity:

\?v‘i)trr']d'“o” WBSSPI-0814.1: Warning threshold, 10

Threshold

Collection

Interval 15m

M ge WebSphere

Group
WBSSPI-0814.10: The rate at which the prepared statements are discarded by
the least recently used (LRU) algorithm of the statement cache

Message (<$VALUE>/sec) too high (>=<$THRESHOL D>/sec) [Policy: <$SNAME>]

Text WBSSPI-0814.11: The rate at which the prepared statements are discarded by
the least recently used (LRU) algorithm of the statement cache (<$VALUE>
/min ) iswithin the threshold (<$THRESHOL D>/min) [Policy: <$SNAME>]

Instruction | Probable Cause : ReturnsDiscardRate:

Text The rate at which the returning object was discarded because the pool was
full (entity and stateless) has exceeded athreshold value
Potential Impact : The performance of the applications slows down.
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Suggested action : Modify the pool settings accordingly:
In the administrative console page, click Servers —~ WebSphere
Application servers — <server > EJB Container Settings— EJB

Container .
Report ASCI
Type
Area EJB
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Policies

The Smart Plug-in for WebSphere Application Server (WebSphere SPI) policy group is organized
according to the impact that their data collections incur on system performance. All data collection
affects performance in some way, with impact varying according to metric (counter). The overhead cost
associated with each WebSphere SPI metric is represented with arating of high, medium, or low .
Metrics with medium or high ratings have higher performance impacts. The calculations required for
the collected data generally require multiplication, division, or both. A metric with alow rating
involves only aminor performance cost since its calculation requires just a single addition or
subtraction.

The SPI for WebSphere policy group contains the following subgroups:

« WBSSPI Discovery

High-Impact
o Medium-Impact

L ow-Impact

WBSSPI Discovery

The WBSSPI Discovery policy group contains the following policies:

o WBSSPI-Messages— A single policy that intercepts messages related to the discovery process

o WBSSPI Service Discovery — A single policy that does the following:
o Checksfor the presence of a WebSphere application server installation on the managed node on
which it is deployed.

o Gathers datafro the WebSphere SPI configuration from the WebSphere Admin Server and
configurationfiles.

o Creates/Updates the service map.

o Updates the WebSphere SPI configuration data for the WebSphere application on the managed
node.

o Automatically deploys the Medium-Impact policy group to the managed node on which it discovers
the presence of a WebSphere application server.
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High-, Medium-, and L ow-I mpact

The WebSphere SPI policies are grouped for convenient deployment according to the impact that their
data collection incurs on system performance. Refer to Overhead Generated Through Data Collection
for complete listings of the specific metricsincluded in each group.

The High-, Medium-, and Low-Impact policy groups contain the following subgroups and policy:

o WBSSPI-L ogfiles— Monitors WebSphere-generated and WebSphere SPI-generated logfiles. The
information captured from these logfiles includes changes to WebSphere configurations and errors
that occur in the operation of WebSphere or WebSphere SPI.

o WBSSPI-Metrics— Determines the threshold conditions of a monitored metric, the message text
sent when the threshold is exceeded, the actions to complete, and instructions to follow (if
necessary). Also known as a monitor policy.

« WBSSPI-M onitors— Controls what metrics are collected by running the collector/analyzer at the
specified polling interval and defining the monitor policies that are collected.

o WBSSPI-M essages — A single policy that intercepts WebSphere and internal WebSphere SPI
messages.

Policy Variables

The following variables are used by the WebSphere SPI policies. If you are creating your own policies,
you may use these variables.

Name Description

instancename The instance for which the metric is being reported for multi-instance metrics.

map_port See port. This variable may be deprecated in future rel eases.

The application server name with spaces replaced with underscores ("_"). Used for

map_servername| > vice map keys where spaces are prohibited.

Example: ny_server

The node on which the application server is running.
node

Example: nool. hp. com
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The port on which the application server islistening. Corresponds to the PORT
port configuration property.
Example: 9001
The application server name. Corresponds to the NAME configuration property.
servername
Example: ny server
Related Topics:
« Metrics
« Monitors
« Logfiles

« Components

« Tools

o Metrics Overhead

« Metrics Naming/Numbering Conventions

o Metrics by Number
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Metrics

The Smart Plug-in for WebSphere Application Server (WebSphere SPI) metric policies have pre-
defined settings that ssimplify setup tasks for the WebSphere SPI. Over time, however, you may want to
customize some of those settings. Basic pieces of information you need for those customizations are

provided.

For easy reference, the tableslist all metrics by area. Click the Metric Name in the metric summary
table to display individual metric details for every WebSphere metric and, when available, its policy
settings. For metrics used for reporting or graphing only, no settings exist, hence the setting is labeled

“N/A” (not applicable).

Availability Metrics

ID| Metric Name Description Impact | Type| Severity | Area
1/ 1001_ServerStatus Status of a server L A Critical | Availability
2|(1002_ServerStatusRep || Status of a server - reporting | L R &nbsp | Availability
JVM Metric
ID | Metric Name Description Impact| Type| Severity | Area
5/ 1005_JvVMMemUtilPct E)Ver,\‘;le”tage of heap spaceusedinthe |, A | Critical | VM
6/1006_ClusterStatus Status of the cluster L A Critica | VM
807|/1807_JVMMemFreePct || Percent of VM Free Memory available | ML G | Critica | VM
808/ 1808 VM CpuUsagepct| | e CPU Usage of the Javavirtual ML |G |Critica |avM
machine
The average garbage collection valuein
809|/1809_GCintervaTime | seconds between two garbage HML |G | Critical |[JVM
collections
Performance Metrics
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ID | Metric Name Description Impact| Type| Severity| Area
Average number of active
210|1210_ThreadPool ActThreads| threads in a pool during H R &nbsp | Performance
collection interval
Average number of threads
211|1211 ThreadPoolAveSize | (activeandidle) inapool | H R &nbsp | Performance
during collection interval
Critical
212| 1212 ThreadPoolUtilpet || Sreentageof threadsused |0y o0 | perormance
in apool collection interval .
Minor
Percentage of timethe
number of threadsin a pool
13|/1013_ThrdPool PctMax reached the configured H G | &nbsp | Performance
maximum
Percentage of timethe
number of threadsin a pool ,
2131213 _ThreadPool PctMax : H A Minor | Performance
reached the configured
maximum
14/1014 ThrdPool CrtRt Numper of threads created L G &nbsp | Performance
per minute
EJB Metrics
ID | Metric Name Description Impact| Type | Severity | Area
20| 1020_EJBPool Util Percentage of active beansin the pool |H G &nbsp |EJB
2201220 EJBPool Util Percentage of activebeansinthepool |\ |\ g \yaming| E8
(drill down)
: : Major
2211|1221 EJBMethRespTime| Average response time of an EJB M AR Warning EJB
221022 EJBMethCallsrt |\ umber of EJB method calls per L GR [&nbsp |EIB
minute
222| 1222 EJBMethodCallsRt | Numper of EJB method calls per L AR |Warning| EJB
- minute (drill down)
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223||1223 EJBPoolSize Average size of the EJB pool H R &nbsp |EJB
Number of times an EJB was written
24(1024_EJBEntDatLdStRt | to or loaded from the database per L GR |&nbsp |EJB
minute
Number of times an EJB was written
2241224 EJBEntDatal dStRt | to or loaded from the database per L AR |Warning| EJB
minute (drill down)
. Average percentage of timeacall to
251025 _EJBPoolMissPct retrieve an EJB from the pool failed L G &nbsp |EJB
. Average percentage of timeacall to
225| 1225 EJBPoolMissPct refrieve an EJB from the pool failed L R &nbsp |EJB
261026 EJBConcLives | \Veragenumber of beanobjectsin |\ |\yaming| E3B
the pool
The rate at which the messages failed
810/ 1810 _MsgBackoutRate | to be delivered to the bean onMessage| ML ARG| Critical |EJB
method (message driven beans)
The rate at which the returning object
8111811 ReturnDiscrdRt was discarded because the pool was |HML | ARG| Critica | EJB
full (entity and stateless)
Servlets Metrics
ID| Metric Name Description Impact|| Type | Severity | Area
40| 1040_ServSessAveL ife \Veragelifetimeof aservietsesson 1, A \warning| Serviets
in milliseconds
41|/1041_ServSessActSess Number of sessions currently being H AGR | Warning| Servlets
accessed
42|11042_ServinvSessRt Number of sessions being invalidated L AG ||Warning| Servlets
- per second
Web Applications Metrics
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ID |Metric Name Description Impact | Type| Severity | Area
Number of requests Web
45|/ 1045 _WebAppServRegRt for aserviet per L GR |&nbsp Applications
second PP
Number of requests Web
24511245 WebA ppServietRegRt for aserviet per L AR |Warning Applications
second (drill down) PP
Average responsetime .
2461246 \WebAppServietRespTime| for aservlet in M | AR |Maor jweb
- Warning|| Applications
milliseconds
47/1047 WebAppServErTRt Number of errorsina G |anbsp |V
- PP servlet per second ® Applications
Number of errorsin a Web
2471247 _WebAppServietErrorRt | servlet per second L A Warning Applications
(drill down) PP
Number of servlets Web
4811048 WebAppServLoad currently loaded fora | L AG |Warning Applications
web application PP
Number of servlets Web
49| 1049 _WebAppServRel Rt reloaded for aweb L G |&nbsp Applications

application per minute

JDBC Metrics
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ID

Metric Name

Description

Impact

Type

Severity

Area

260

1260_JDBCConnPoolSize

Average number of
connectionsin the
connection pool

AR

Minor

JDBC

61

1061_JDBCConPool Wait

Average number of threads
waiting for a connection
from connection pools

&nbsp

JDBC

261

1261_JDBCConnPool Waiters

Average number of threads
waiting for a connection
from connection pools (drill
down)

AR

Major
Warning

JDBC

62

1062_JDBCConPoolWtTim

Average timethat a client
waited for a connection in
milliseconds

&nbsp

JDBC

262

1262_JDBCConnPoolWaitTime

Average timethat a client
waited for a connection in
milliseconds (drill down)

AR

Major
Warning

JDBC

263

1263_JDBCConnPool Util

Percentage of connection
pool in use

AR

Critical
Major

JDBC

264

1264 JDBCConnPool MaxPct

Percentage of time that all
connections arein use

Critical
Major

JDBC

65

1065 _JDBConPool TimRt

Number of times aclient
timed out waiting for a
connection from the pool per
minute

&nbsp

JDBC

265

1265 JDBCConnPool TimeoutRts

Number of times aclient
timed out waiting for a
connection from the pool per
minute (drill down)

AR

Criticd

JDBC

66

1066_JDBCConPool Thru

Number of connections
allocated and returned by
applications per second

GR

&nbsp

JDBC

266

1266 _JDBCConnPool Throughput

Number of connections
allocated and returned by
applications per second (drill
down)

AR

Warning

JDBC
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Transactions Metrics
ID || Metric Name Description Impact| Type| Severity | Area
70( 1070 _TranGlobDur Averaggduranon of global H AG |Warning| Transactions
- transactions
71| 1071 TranLocDur Averaggduratlon of local H AG |Warning| Transactions
- transactions
72(1072_TranGlobCommDur Average duration Qf commits M AG |Warning| Transactions
- for global transactions
73| 1073_TranLocCommDur Average duratloq of commits M AG |Warning| Transactions
- for local transactions
Number of global and local
74(1074_TranRollbackRt transactions rolled back per L AG |Warning| Transactions
second
Number of global and local
75/ 1075_TranTimeoutRt transactions that timed out per || L AG | Warning| Transactions
second
Number of global and local
76| 1076_TranCommitRt transactionsthat were L AG |Warning| Transactions
committed per second
Number of global and local
77(1077_TranThruput transactionsthat were L R &nbsp | Transactions
completed per second
Number of global and local
78| 1078_TranStartRt transactionsthat werebegun || L AG | Warning| Transactions
per second

Related Topics:

« Golden Metrics

o Metric Naming/Numbering Conventions

o Metric Overhead
« Metrics by Number
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o Monitors

o Lodfiles
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Golden Metrics

Golden metrics are a set of metrics which monitor the basic functionality of your WebSphere

Application server. The golden metrics cover the critical areas (such as server status) for which you
would like to receive messages as a critical or major event happens on the WebSphere Application
server. Implementing golden metrics and taking action against the events generated by these metrics

ensure the smooth functioning of the WebSphere Application server.

WebSphere SPI contains the following golden metrics:

Metric Type Metric Name
Availability Metric 1001_ServerStatus
Metric 1005_JVMMemUtil Pct
VM
Metric 1006 _ClusterStatus
Servlets Metric 1041 ServSessActSess
Metric 1074 _TranRollbackRt
Transactions
Metric1075_TranTimeoutRt
Performance Metric 1212_ThreadPool UtilPct
Metric 1220 _EJBPool Util
EJB

Metric 1221 EIJBMethRespTime

Web Applications

Metric 1245 WebAppServletRegRt

Metric 1247 _WebA ppServletErrorRt

JDBC

Metric 1261 IJDBCConnPool Waiters

Metric 1263 _IDBCConnPool Util

Metric 1266_JDBConnPool Throughput

Related Topics:
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o Metrics

« Monitors

o Logfiles

« Metrics Naming/Numbering Conventions

e Metric Overhead
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Metric 1001 Server Status

Policy Name WBSSPI_0001
Metric Name 1001_ServerStatus
Metric Type Alarming
" Status of a server, monitors whether running
Description
- or not.
I mpact Low
PMI Module JMX MBean

Severity: Condition with Threshold

WBSSPI-0001.1: Critical threshold, 4.5

Collection Interval 5m
Message Group WebSphere

WBSSPI-0001.10: Server status is down
Message Text [Policy: <$SNAME>]

WBSSPI-0001.11: Server statusis up
[Policy: <$SNAME>]

Instruction Text

Probable Cause : The server is not started.
Potential Impact : Performance monitoring
for the server is not possible, and all the
deployed applications will not work, until the
server is started.

Suggested Action : Start the server using the
WebSphere StartServer script.

Report Type

N/A

Area

Availability
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Metric 1006 _Cluster Status

Policy Name WBSSPI 0006

Metric Name 1006 _ClusterStatus

Metric Type Alarming

Description Status of the cluster.

I mpact Low

PMI Module jvmRuntimeM odule

Severity: Condition with WBSSPI-0006.10: Critical threshold, 1.0

Threshold WBSSPI-0006.20: Mgjor threshold, 2.0

Collection Interval 15m

Message Group WebSphere
WBSSPI-0006.10:Cluster is stopped [Policy:
<$NAME>].

Message Text WBSSPI-0006.11:Cluster is started [Policy:
<$NAME>].
WBSSPI-0006.20:Cluster is partialy stopped [[Policy:
<$NAME>].

Instruction Text Probable Cause : Cluster is stopped.

Potential Impact : The cluster and al serversinthis
cluster is stopped.

Suggested action : For IBM i and distributed platforms,
click Servers — Server Types— WebSphere
Application Servers— <server_name>. In the Server
Infrastructure section, click Java and process
management — Process definition — To restart the
cluster from the admin console, click Servers —
Clusters— WebSphere Application Serversclusters
—= <cluster _name > and issue the st art command.
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Report Type ASCII
Area JVM
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Metric 1074 TranRollbackRt

Policy Name | WBSSPI_0074

Metric Name | 1074_TranRollbackRt

MetricType | Alarming and Graphing

Description Number of global and local transactions rolled back per second.

| mpact Low

PMI Module | transactionModule

Severity:

chﬁrr‘]d'“ o | \WBSSPI-0074.1: Warning threshold, 1000

Threshold

Collection 5m

Interval

Message WebSphere

Group
WBSSPI-0074.10: # of global and local transactions rolled back
(<$VALUE>/sec) too high (>=<$THRESHOL D>/sec) [Policy: <SNAME>]

Message Text | WBSSPI-0074.11: # of global and local transactions rolled back
(<$VALUE>/sec) iswithin the threshold (<$THRESHOL D>/sec) [Palicy:
<$NAME>]

Instruction Probable Cause : The number of global and local transactions rolled back per

Text second has exceeded a threshold value.

Potential Impact : This indicates the number of transaction failed, either due to
resource contention and deadlock, or due to timeouts. Increased transaction roll
backs impacts the application performance.

Suggested action : This metric includes both global and local transactions. Local
transactions are limited to a single server and its associated resource manager.
Global transactions are controlled by an external transaction manager and can
span multiple servers.
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When atransaction commits, al actions associated with that transaction are
written to alog. In the event of system problems, those actions are repeated if
necessary when the system'’s recovery mechanism replays the log.

When atransaction aborts, any changes made by the transaction are undone. After
atransaction is undone (rolled back), the only remaining evidence of the
transaction isin the transaction processing system'slog.

Timeouts associated with transactions usually prevent any one transaction from
holding resources at a server for too long. For example, if two transactions are
competing for the same resource (one holds alock on aresource and the other is
requesting that lock, and the lock modes conflict), timeouts will eventually abort
one of the transactions. The idle timeout will abort a transaction that isinactive
too long, and the operation timeout will abort an active transaction that is taking
too long.

Report Type | ASCII

Area Transactions
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Metric 1075 TranTimeoutRt

Policy Name | WBSSPI_0075

Metric Name | 1075_TranTimeoutRt

MetricType | Alarming and Graphing

Description Number of global and local transactions that timed out per second.

| mpact Low

PMI Module | transactionModule

Severity:

chﬁrr‘]d'“ o | \WBSSPI-0075.1: Warning threshold, 1000

Threshold

Collection 5m

Interval

Message WebSphere

Group
WBSSPI-0075.10: # of global and local transactions that timed out
(<$VALUE>/sec) too high (>=<$THRESHOL D>/sec) [Policy: <SNAME>]

Message Text | WBSSPI-0075.11: # of global and local transactions that timed out
(<$VALUE>/sec) iswithin the threshold (<$THRESHOL D>/sec) [Palicy:
<$NAME>]

Instruction Probable Cause : The number of global and local transactions that timed out per

Text second has exceeded a threshold value.

Potential Impact : Timed out transactions result in the rolling back of
transactions. Increased number of timed out transactions impacts the performance
of the applications.

Suggested action : This metric includes both global and local transactions. Local
transactions are limited to a single server and its associated resource manager.
Global transactions are controlled by an external transaction manager and can
span multiple servers.
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When atransaction commits, al actions associated with that transaction are
written to alog. In the event of system problems, those actions are repeated if
necessary when the system'’s recovery mechanism replays the log.

When atransaction aborts, any changes made by the transaction are undone. After
atransaction is undone (rolled back), the only remaining evidence of the
transaction isin the transaction processing system'slog.

Timeouts associated with transactions usually prevent any one transaction from
holding resources at a server for too long. For example, if two transactions are
competing for the same resource (one holds alock on aresource and the other is
requesting that lock, and the lock modes conflict), timeouts will eventually abort
one of the transactions. The idle timeout will abort a transaction that isinactive
too long, and the operation timeout will abort an active transaction that is taking
too long.

Report Type | ASCII

Area Transactions
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Metric 1245 WebAppServietRegRt

Policy Name WBSSPI_0245

Metric Name 1245_WebAppServietRegRt

Metric Type Alarming and Reporting

Description Number of requests for a servlet per second (drill down).

| mpact Low

PMI Module webAppModule

Severity:

Condition with | WBSSPI-0245.1: Warning threshold, 10000

Threshold

Collection

Interval th

Message Group | N/A
WBSSPI-0245.10: Average request rate for aweb application serviet
(<$VALUE>/sec) too high (>=<$THRESHOL D>/sec) [Policy: <SNAME>]

Message Text WBSSPI-0245.11: Average request rate for aweb application serviet

(<$VALUE>/sec) iswithin the threshold (<$THRESHOL D>/sec) [Policy:
<SNAME>]

Instruction Text

Probable Cause : The number of requests for a servlet per second has
exceeded athreshold value.

Potential Impact : Asthe number of concurrent users for the application
increases, the thread pool utilization of the servlet engine aso increases and the
new requests may not be serviced immediately. This increases the response
time of the application.

Suggested action : Check the application server or servlet engine
documentation for information about thread pool and its configurations to
handle increased number of concurrent users or requests.

Report Type

ASCII
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Area Web Applications
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Metric 1266 JDBConnPool Throughput

Policy Name WBSSPI_0266

Metric Name 1266_JDBConnPool Throughput

Metric Type Alarming and Reporting

Description Number of connections allocated and returned by applications per second (drill

down).

I mpact Low

PMI Module connectionPoolModule

Severity:

Condition with | WBSSPI-0266.1: Warning, 10000

Threshold

Collection 5m

Interval

Message Group || WebSphere
WBSSPI-0266.10: # of connections allocated and returned by applications
(<$VALUE>/sec) too high (>=<$THRESHOL D>/sec) [Policy: <SNAME>]

Message Text | WBSSPI-0266.11: # of connections allocated and returned by applications

(<$VALUE>/sec) iswithin the threshold (<$THRESHOL D>/sec) [Policy:
<$NAME>]

Instruction Text

Probable Cause : The number of connections allocated and returned by
applications per second has exceeded a threshold value.

Potential Impact :

« Thisindicates an increased number of JDBC requests.

o Resultsinincreasein CPU Usage.

Suggested action : To modify or view the JIDBC settings, in the administration
console, click Resources — JDBC — JDBC providers—
<JDBC_provider_name > — Datasour ces — <datasource name> -
Connection Pools and configure the properties appropriately.
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Report Type ASCII

Area JDBC
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Metric Naming/Numbering Conventions

The Smart Plug-in for WebSphere Application Server (WebSphere SPI) metrics are identified by a
metric name/number. These numbers also appear in the policies and reports (if either exists for the
parallel metric). The naming/numbering conventions are as follows:

« metric names/numbers: The"I" preceding each metric number designates the metric asan IBM
WebSphere SPI metric. WebSphere SPI metrics can then be identified as XXX, where XXX
represents the number assigned to the metric; for example, 1005.

« metric number ranges: WebSphere SPI metric numbers range from 0000 to 0999

In addition, metrics defined by the user, or User Defined Metrics, range from 0700 to 0799 range and
arereserved.

 report names: If available for a specific WebSphere SPI metric, the report name is the metric
number followed by an underscore and the abbreviated metric name; for example,
1005_JVMMemUTtilPct.

« policy names: If apolicy isavailable for ametric, the policy name omitsthe "I" and begins with
WBSSPI followed by an underscore and the metric number. Zeroes are used as necessary to total a
four-digit number; for example, metric number 1005 = policy WBSSPI_0005

Metric Specification Description

Policy Name Always begins with "WBSSPI," followed by the metric number. Within the
policy you can change settings as described in the definition; for example,
threshold value and severity

Metric Name The name assigned to the metric.

Metric Type Shows how the metric is used, such as:

« Alarming (using policy settings)

« Reporting (within areport of the separately purchased HP Reporter)

« Graphing (within agraph of the separately purchased HP Performance

Manager)
Description What the metric represents.
I mpact Overhead cost rating:
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« H (High) : Data counters (metrics) with the highest impact on system
performance

« M (Medium) : Data counters with moderate impact on system performance

+ L (Low) : Data counters with nominal impact on system performance

PMI Module PMI module mapped to the metric.

Severity: The severity of the exceeded threshold condition. (Critical, Mg or, Minor,

Condition with Warning, Normal). If multiple conditions--for example, graduated thresholds--

Threshold are defined within the metric, severity levels areidentified according to the
specific condition.

Collection How often the metric is collected and analyzed (for example, 5 min, 15 min, 1

Interval hour, 1 time daily).

Min/Max Because this setting is the same for all WebSphere metrics, which have

Threshold maximum thresholds, it is omitted.

Default Shows the default threshold for metrics with parallel policies. (*=Metrics that

Threshold should have been assigned athreshold value of O are set at 0.5 because alarms

must occur at <= or >= values. Since a0 value would aways trigger an alarm,
the threshold is set to 0.5).

Threshold Type | Because this setting isthe same for all WebSphere metrics, which are without
reset, it is omitted.

Message Group | The message group to which the metric belongs:
« WBSSPI : conditions occurring in the WebSphere SPI

« WebJpohere : conditions occurring in WebSphere.

Message Text The message displayed for each condition.

Instruction Text | Problem-solving information (Probable causes, Potential impact, Suggested
actions, and Reports).

Report Type Indicatesif an ASCII report isavailable or if no report is planned (N/A).

Area Thelogical areato which the metric belongs (Availability, VM, Performance,
Servlets, EJB, Servlets, Web Applications, J2C, JDBC, Transactions).

Related Topics:

e Metrics
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o Monitors

Lodfiles

Golden Metrics

o Metric Overhead
o Metrics by Number
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Overhead Generated Through Data Collection

All data collection affects performance in some way, with impact varying according to metric
(counter). The overhead cost associated with each WebSphere SPI metric is represented with arating of
low, medium, or high. A metric with alow rating involves only aminor performance cost since its
calculation requires just a single addition or subtraction. Metrics with medium or high ratings have
higher performance impacts. The calculations required for the collected data generally require
multiplication, division, or both.

The WebSphere SPI alarming metrics are grouped for deployment in policy groups according to the
impact that their data collection has on system performance. The three groups are Low-Impact,
Medium-Impact, and High-Impact. All alarming metrics are contained in each group. The collector
policies determine which metrics are collected.

When deployed and collected, the Low-Impact group deploys only low impact policies and the
collector policies collect only low impact metrics; the Medium-Impact group deploys low and medium
impact policies and the collector policies collect low and medium impact metrics; and the High-Impact
group deploys al policies and the collector policies collect al metrics.

Click the Metric Number in the metric table to display individual metric details for every WebSphere
metric and, when available, its policy settings. For metrics used for reporting or graphing only, no
settings exist, hence the setting islabeled “N/A” (not applicable).

Low Impact Metrics

Metric
Metric Number|| Metric Name Type PMI Module

A |R |G
WBSSPI_0001 || Server Status X JMX MBean
WBSSPI_0002 | Server Status Report X JMX MBean
WBSSPI_0005|JVM Memory Utilization X jvmRuntimeModule
WBSSPI_0006 || Cluster Status X jvmRuntimeModule
WBSSPI_0014 | Thread Pool Creation Rate X | threadPoolModule
WBSSPI_0022 | EJB Method Calls Rate X || X | beanModule
WBSSPI_0222 | EJB Method Calls Rate, Drill Down X || X beanModule
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WBSSPI_0024 | EJB Data L oads/Stores Rate X | beanModule
WBSSPI_0224 | EJB Data L oads/Stores Rate, Drill Down X beanModule
WBSSPI_0025 Web Application Servlet Request Rate, Drill % | beanModule

Down
WBSSPI_0225 || Web Application Servlet Request Rate beanModule
WBSSPI_0042 | Server Invalidated Session Rate X X | servletSessionsModule
WBSSPI_0045 | Web Application Servlet Request Rate X | webAppModule
WBSSPI_0245 Web Application Servlet Request Rate, Drill X webAppModule

Down
WBSSPI_0047 || Web Application Servlet Error Rate X [ webAppModule
WBSSPI_0247 || Web Application Servlet Error Rate X webAppModule
WBSSPI_0048 || Web Application Servlet Load Rate X X [ webAppModule
WBSSPI_0049 || Web Application Servlet Reload Rate X [ webAppModule
WBSSPI_0065 | JDBC Connection Pool Timeout Rate X | connectionPoolModule
WBSSPl 0265 JDBC Connection Pool Timeout Rate, Drill X connectionPoolModule

- Down

WBSSPI_0066 || JDBC Connection Pool Throughput X' | connectionPoolModule
WBSSPI_0266 | JDBC Connection Pool Throughput X connectionPoolModule
WBSSPI 0074 | Transaction Rollback Rate X X || transactionM odule
WBSSPI_0075 | Transaction Timeout Rate X transactionModule
WBSSPI_0076 | Transaction Commit Rate X X | transactionModule
WBSSPI_0077 || Transaction Throughput transactionModule
WBSSPI_0078 | Transaction Start Rate X X | transactionM odule
WBSSPI_0807 | VM Memory Free Percent X | jvmRuntimeModule
WBSSPI_0808 | JVM CPU Usage Percent X | jvmRuntimeModule
WBSSPI_0809 | GClnterval Time X | jvmRuntimeModule
WBSSPI_0810 | Message Backout Rate X X | beanModule
WBSSPI 0811 | Return Discard Rate X X | beanModule
WBSSPI_0812 | Thread Pool Hung Rate X X | threadPoolModule
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WBSSPI_0813|| Concurrent Thread Pool Hung Count X | threadPoolModule
Medium Impact Metrics

Metric Number | Metric Name Metric Type PMI Module
A |R |G

WBSSPI_0221 || EJB Method Response Time X | X beanModule
WBSSPI_0040 || Servlet Session Average Life X X | servletSessionsModule
WBSSPI_0246 | Web Applications Servlet Response Time X | X webAppModule
WBSSPI_0062 | JIDBC Connection Pool Wait Time X | connectionPoolModule
WBSSPI_0262 JDBC Connection Pool Wait Time, Drill % | x connectionPoolModule

Down
WBSSPI_0072 | Transaction Global Commit Duration X X | transactionM odule
WBSSPI 0073 | Transaction Local Commit Duration X X ||transactionModule
WBSSPI_0807 | WM Memory Free Percent X | jvmRuntimeModule
WBSSPI_0808|JVM CPU Usage Percent X | jvmRuntimeModule
WBSSPI_0809 || GCInterval Time X | jvmRuntimeModule
WBSSPI_0810 || Message Backout Rate X | X | X | beanModule
WBSSPI_0811 | Return Discard Rate X | X | X |beanModule
WBSSPI_0812 | Thread Pool Hung Rate X X | threadPoolModule
WBSSPI_0813 || Concurrent Thread Pool Hung Count X | threadPoolModule
WBSSPI_0814 | PrdstcchdsrdRt X | X | X | connectionPoolModule

High Impact Metrics
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Metric Number | Metric Name Metrie Type PMI Module
A |R |G
WBSSPI_0210 | Thread Pool Active Threads X threadPoolModule
WBSSPI_0211 | Thread Pool Average Size X threadPoolModule
WBSSPI_0212 || Thread Pool Utilization Percentage X threadPoolModule
WBSSPI_0013 | Thread Pool Percentage Maximum X | threadPoolModule
wBsspl_op13| hread Pool Percentage Maximum, Drill X threadPool Module
- Down
WBSSPI_0020 | EJB Pool Utilization X | beanModule
WBSSPI_0220 | EJB Pool Utilization, Drill Down X | X beanModule
WBSSPI 0223 | EJB Pool Size X beanModule
WBSSPI_0026 || EJB Concurrent Lives X X | beanModule
WBSSPI_0041 | Servlet Session Active Sessions X | X | X |servletSessionsModule
WBSSPI 0260 | JDBC Connection Pool Size X | X connectionPoolModule
WBSSPI_0061 || JDBC Connection Pool Waiters X' | connectionPoolModule
WBSSPI_0261 || JIDBC Connection Pool Waiters, Drill Down | X | X connectionPoolModule
WBSSPI_0263 || JDBC Connection Pool Utilization X | X connectionPoolModule
WBSSPI_0264 | JIDBC Connection Pool Percentage Maximum | X connectionPoolModule
WBSSPI_0070 | Transaction Global Duration X X | transactionM odule
WBSSPI_0071 | Transaction Local Duration X X | transactionM odule
WBSSPI_0809 | GClnterval Time X | jvmRuntimeModule
WBSSPI_0811 | Return Discard Rate X | X | X |beanModule
WBSSPI_0812 || Thread Pool Hung Rate X X | threadPoolModule
WBSSPI_0813 || Concurrent Thread Pool Hung Count X | threadPoolModule
WBSSPI_0814 || PrprdstcachdiscrdRt X ‘ X ‘ X' | connectionPoolModule

PMI| Modules Not Used

The following PMI modules are not used by the SPI (PMI module settings should be set to N, none, for

these modules):
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cacheModule

o orbPerfModule
o systemModule
o webServicesModule

Related Topics:

o Metrics

« Monitors

« Logfiles

« Golden Metrics

« Metrics Naming/Numbering Conventions

o Metrics by Number
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Metrics by Number
1-26 40 - 66 70-78 210 - 225 245 - 266 807 - 814
1001 1040 1070 1210 1245 1807
1002 1041 1071 1211 1246 1808
1005 1042 1072 1212 1247 1809
1006 1045 1073 1213 1260 1810
1013 1047 1074 1220 1261 1811
1014 1048 1075 1221 1262 1812
1020 1049 1076 1222 1263 1813
1022 1061 1077 1223 1264 1814
1024 1062 1078 1224 1265
1025 1065 1225 1266
1026 1066

Related Topics:

« Metrics

« Monitors

o Logfiles

« Golden Metrics

« Metrics Naming/Numbering Conventions

« Metric Overhead
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Metric 1002_Server StatusRep

N/A--Used for reporting (HP

Policy Name Reporter) only.

Metric Name 1002_ServerStatusRep
Metric Type Reporting

Description Status of a server--reporting.
Impact Low

PMI Module JMX MBean
Severity: Condition with Threshold N/A

Collection Interval 5m

Message Group WebSphere

Message Text N/A

Instruction Text N/A

Report Type N/A

Area Availability
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Metric 1003_AdminServer Stat

Policy Name WBSSPI_0003

Metric Name 1003_AdminServerStat
Metric Type Alarming

Description Status of the Admin server.
I mpact Low

PMI Module WAS 4.x Specific

Severity: Condition with Threshold

WBSSPI-0003.1: Critical threshold, 4.5

Collection Interval 5m
Message Group WebSphere

WBSSPI-0003.1: Admin Server statusis down
Message Text

[Policy: <$NAME>]

Instruction Text

Probable Cause: NA
Potential Impact : NA
Suggested Action : NA

Report Type

N/A

Area

Availability
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Metric 1004 _AdminServer StatusRep
Policy Name géﬁ(—)—r?ers)eg rf“(;/r reporting (HP
Metric Name 1004_AdminServerStatusRep
Metric Type Reporting
Description Statu; of the Admin Server-
reporting.
I mpact Low
PMI Module WAS 4.x Specific
Severity: Condition with Threshold N/A
Collection Interval 5m
Message Group WebSphere
Message Text N/A
Instruction Text N/A
Report Type N/A
Area Availability
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Metric 1013 _ThreadPool PctM ax
Policy Name N/A--Used for reporting (HP Reporter) only.
Metric Name 1013 ThreadPool PctM ax
Metric Type Graphing
Description Percentage of time numper of threads in pool
reached configured maximum size.
I mpact High
PMI Module threadPoolModule
Severity: Condition with Threshold N/A
Collection Interval 15m
Message Group N/A
Message Text N/A
Instruction Text N/A
Report Type N/A
Area Performance
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Metric 1014 ThrdPoolCrtRt
Policy Name géﬁort;s)eg rf“(;r reporting (HP
Metric Name 1014 ThrdPool CrtRt
Metric Type Graphing
Description Ngmber of threads created per
minute.
I mpact Low
PMI Module threadPoolModule
Severity: Condition with Threshold N/A
Collection Interval 15m
M essage Group N/A
Message Text N/A
Instruction Text N/A
Report Type N/A
Area Performance
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Metric 1020 EJBPoolUtil

Policy Name géﬁortle?)e(; r1‘]|(§/r reporting (HP
Metric Name 1020_EJBPool Util

Metric Type Graphing

Description Percentage of active beans in the pool.
Impact High

PMI Module beanModule

Severity: Condition with Threshold N/A

Collection Interval 1h

Message Group N/A

Message Text N/A

Instruction Text N/A

Report Type N/A

Area EJB
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Metric 1022 EJBMethCallsRt

N/A—Used for graphing (HP Performance Manager) and

Policy Name reporting (HP Reporter) only.

Metric Name 1022_EJBMethCallsRt

Metric Type Graphing and Reporting

Description Number of EJB method calls per minute.
Impact Low

PMI Module beanModule

Severity: Condition with Threshold | N/A

Collection Interval 5m

Message Group N/A
Message Text N/A
Instruction Text N/A
Report Type N/A
Area EJB
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Metric 1024 EJBEntDatal dStRt
. N/A—Used for graphing (HP Performance Manager)

Policy Name and reporting (HP Reporter) only.
Metric Name 1024 _EJBEntDatal dStRt
Metric Type Graphing and Reporting
Description Number of times an EJB was written to or loaded from

P the database per minute.
I mpact Low
PMI Module beanModule
Severity: Condition with
Threshold N/A
Collection Interval 5m
M essage Group N/A
Message Text N/A
Instruction Text N/A
Report Type N/A
Area EJB
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Metric 1025 EJBPoolM issPct

Policy Name N/A—Used for graphing (HP Performance Manager) only.
Metric Name 1025 EJBPoolMissPct

Metric Type Graphing

Description ﬁ}\éegsgc;):efr;?lr;dehtage of time acall to retrieve an EJB from
Impact Low

PMI Module beanModule

Severity: Condition with

Warning: WBSSPI-0025.1, threshold 10.

Threshold

Collection Interval 5m
M essage Group N/A
Message Text N/A
Instruction Text N/A
Report Type N/A
Area EJB
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Metric 1026 EJBConcL ives

Policy Name WBSSPI_0026

Metric Name 1026 _EJBConcLives

Metric Type Alarming and Graphing

Description Average number of bean objects in the pool.
I mpact High

PMI Module beanModule

Severity: Condition with

WBSSPI-0026.1: Warning threshold, 1000

Threshold

Collection Interval 5m

Default Threshold 10

Message Group WebSphere
WBSSPI-0026.10: Average # of bean objects in the pool
(<$VALUE>) too high (>=<$THRESHOL D>) [Policy:
<SNAME>]

Message Text

WBSSPI-0026.11: Average # of bean objectsin the pool
(<$VALUE>) iswithin the threshold
(<$THRESHOLD>) [Policy: <SNAME>]

Instruction Text

Probable Cause : The average number of bean objectsin
the pool has exceeded athreshold value.

Potential Impact : The pool is coming close to being
full. Once the pool isfull, it lowers the performance of
the applications.

Suggested action : Modify the thread pool settings
accordingly :

In the administrative console page, click Servers —=
Server Types— WebSphere Application Servers—s
<server >_. EJB Container Settings - EJB
Container .
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Report Type ASCII
Area EJB
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Metric 1045 WebAppServRegRt

Policy Name WBSSPI_0045

Metric Name 1045_WebAppServRegRt
Metric Type Graphing and Reporting
Description Number of requests for a servlet per second.
I mpact Low

PMI Module webAppModule

Severity: Condition with Threshold | N/A

Collection Interval 1h

Message Group WebSphere

Message Text N/A

Instruction Text N/A

Report Type N/A

Area Web Applications
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Metric 1047 WebAppServErrRt

Policy Name N/A—Used for graphing (HP Performance Manager) only.
Metric Name 1047_WebAppServErrRt

Metric Type Graphing

Description Number of errorsin aservlet per second.

| mpact Low

PMI Module webAppModule

Severity: Condition with Threshold | N/A

Collection Interval 1h

Message Group N/A

Message Text N/A

Instruction Text N/A

Report Type N/A

Area Web Applications
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Metric 1048 WebAppServL oad

Policy Name N/A—Used for graphing (HP Performance Manager) only.
Metric Name 1048 _WebAppServLoad

Metric Type Alarming and Graphing

Description Number of servlets currently loaded for aweb application.
I mpact Low

PMI Module webAppModule

Severity: Condition with WBSSPI-0048.1: Warning threshold, 100

Threshold

Collection Interval 1h

Message Group N/A
WBSSPI-0048.10: # of servlets currently loaded for aweb
application (<$VALUE>) too high (>=<$THRESHOL D>)
[Policy: <$NAME>]

M ge Text WBSSPI-0048.11: # of servlets currently loaded for aweb
application (<$VALUE>) iswithin the threshold
(<$THRESHOLD>) [Policy: <$SNAME>]

Instruction Text Probable Cause : The number of servlets currently loaded

for aweb application has exceeded athreshold value.

Potential Impact : Loading alarge number of servlets may
increase the CPU usage and affect the performance

Suggested action :
Web Applications

Y ou can also set parameters specific to each Web
application you deploy. The settings can affect performance.

Serviet Reload Interval and Reloading Enabled
Short description: WebSphere Application Server offersan
auto reload capability. The default automatically rel oads
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servletsin the Web application when the class files change.

The auto reload capability can simplify the testing and
management of your Web site's applications by enabling
you to quickly modify your site without restarting the
WebSphere Application Server. (Be sure that your Reload
Interval is short). However, this ability to reload servlets
dynamically and the associated polling affects performance
negatively. When the application's resources (such as
servlets and enterprise beans) are fully deployed, it isnot as
necessary to aggressively reload these resources as during
development.

When to try adjusting: When you are in a stable production
mode, you need to either set along Reload Interval or
disable Reloading. For a production system, it is common to
reload resources only afew timesaday.

How to see or set:

The Reload Interval and Reloading Enabled can be set for
your

application by using the Application Assembler from the
administrative console. When creating a new Web module,
these parameters can be configured by selecting the IBM
Extensions and:

1. Unchecking the Reloading Enabled box.
2. Updating the Reload Interval field.

Default value: Reload Interval = three seconds Reloading
Enabled=true

How to see or set:

The Reload Interval and Reloading Enabled can be set. In
the administrative console page, click Applications —
Application Types— Enterprise Applications —
<application_name >—. Classloader and modify the
"Class reloading options'.

Report Type ASCII

Area Web Applications
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Metric 1049 WebA

DpServRel Rt

Policy Name

N/A—Used for graphing (HP Performance Manager)

only.

Metric Name 1049 WebAppServRel Rt

Metric Type Graphing

Description Numper of servlets reloaded for aweb application
per minute.

I mpact Low

PMI Module webAppModule

Severity: Condition with Threshold | N/A

Collection Interval 1h

Message Group WebSphere

Message Text N/A

Instruction Text N/A

Report Type N/A

Area Web Applications
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Metric 1061 JDBCConPoolWait

N/A—Used for graphing (HP Performance Manager)

Policy Name
only.
Metric Name 1061_JDBCConPoolWait
Metric Type Graphing
. Average number of threads waiting for a connection from
Description .
connection pools.
I mpact High
PMI Module connectionPoolModule

Severity: Condition with Warning: WBSSPI-0061.1, threshold 100

Threshold

Collection Interval 5m

M essage Group WebSphere
Message Text N/A
Instruction Text N/A

Report Type ASCII
Area JDBC
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Metric 1062 _JDBConPoolWtTim

Policy Name N/A—Used for graphing (HP Performance Manager) only.
Metric Name 1062_JDBConPool WtTim

Metric Type Graphing

Description A\_/e_rage time that a client waited for a connection in
= milliseconds.

I mpact Medium

PMI Module connectionPoolModule

1S_(r-:;\r/;;]tz)/l.dCondlt| on with N/A

Collection Interval 5m

Message Group N/A

Message Text N/A

Instruction Text N/A

Report Type N/A

Area JDBC
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Metric 1065 JDBConPool TimRt

Policy Name N/A—Used for graphing (HP Performance Manager) only.
Metric Name 1065_JDBConPool TimRt

Metric Type Graphing

Description Number of ti mesa client timed out waiting for a connection from
- the pool per minute.

I mpact Low

PMI Module connectionPoolModule

1S_(r-:;\r/;irfz)/l:dConditi on with N/A

Collection Interval 5m

Message Group N/A

Message Text N/A

Instruction Text N/A

Report Type ASCII

Area JDBC
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Metric 1066 _JDBConPoolThru

Policy Name ?lljﬁgel;??e:%gaohi ng (HP Performance Manager) and reporting
Metric Name 1066_JDBConPool Thru

Metric Type Graphing and Reporting

Description glelér:r?c?r of connections allocated and returned by applications per
| mpact Low

PMI Module connectionPoolModule

_IS_E\r/:rsir:gl:dConditi on with N/A

Collection Interval 5m

Message Group N/A

Message Text N/A

Instruction Text N/A

Report Type N/A

Area JDBC
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Metric 1070 _TranGlobDur

Policy Name WBSSPI_0070

Metric Name 1070_TranGlobDur

Metric Type Alarming and Graphing

Description Average duration of global transactions.

| mpact High

PMI Module transactionModule

Severity:

Condition with | WBSSPI-0070.1: Warning threshold, 1000

Threshold

Collection 5m

Interval

Message Group | WebSphere
WBSSPI-0070.10: Average duration of aglobal transaction (<$VALUE>mS)
too high (>=<$THRESHOL D>ms) [Policy: <SNAME>]

Message Text

WBSSPI-0070.11: Average duration of aglobal transaction (<$VALUE>mMS) is
within the threshold (<$THRESHOL D>ms) [Policy: <SNAME>]

Instruction Text

Probable Cause : The average duration of global transactions has exceeded a
threshold value.

Potential Impact : Transaction durations indicate the server load and/or
resource contentions.

Suggested action : Use this metric to monitor the server load over time. Slower
transaction durations may indicate either increased server |oad or increased
resource contention or both.

WebSphere keeps transaction performance data separately for global and local

transactions. Local transactions are limited to asingle server and its associated
resource manager. Global transactions are controlled by an external transaction
manager and can span multiple servers.
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Report Type ASCII

Area Transactions

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P. Page 129



WebSphere Application Server SPI

Online Help

Metric 1071 TranLocDur

Policy Name | WBSSPI_0071
Metric Name 1071_TranLocDur
Metric Type Alarming and Graphing
Description Average duration of local transactions.
| mpact High
PMI Module transactionModule
Severity:
Condition with | WBSSPI-0071.1: Warning threshold, 1000
Threshold
Collection 5m
Interval
Message Group | WebSphere
WBSSPI-0071.10: Average duration of alocal transaction (<$VALUE>mS) too
Message Text high (>=<$THRESHOL D>ms) [Policy: <SNAME>]

WBSSPI-0071.11: Average duration of alocal transaction (<$VALUE>mS) is
within the threshold (<$THRESHOL D>ms) [Policy: <SNAME>]

Instruction Text

Probable Cause : The average duration of local transactions has exceeded a
threshold value.

Potential Impact : Transaction durations indicate the server load and/or
resource contentions.

Suggested action : Use this metric to monitor the server load over time. Slower
transaction durations may indicate either increased server |oad or increased
resource contention or both.

WebSphere keeps transaction performance data separately for global and local
transactions. Local transactions are limited to asingle server and its associated
resource manager. Global transactions are controlled by an external transaction
manager and can span multiple servers.
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Report Type ASCII

Area Transactions

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P. Page 131



WebSphere Application Server SPI

Metric 1072 _TranGlobCommDur

Policy Name WBSSPI_0072

Metric Name 1072_TranGlobCommDur

Metric Type Alarming and Graphing

Description Average duration of commitsfor global transactions.

| mpact Medium

PMI Module transactionModule

Severity:

Condition with | WBSSPI-0072.1: Warning threshold, 1000

Threshold

Collection 5m

Interval

Message Group | WebSphere
WBSSPI-0072.10: Average duration of acommit for aglobal transaction
(<$VALUE>ms) too high (>=<$THRESHOL D>ms) [Policy: <SNAME>]

Message Text WBSSPI-0072.11: Average duration of acommit for aglobal transaction

(<$VALUE>ms) iswithin the threshold (<$THRESHOL D>ms) [Policy:
<$NAME>]

Instruction Text

Probable Cause : The average duration of commits for global transactions has
exceeded athreshold value.

Potential Impact : Transaction commit durations indicate the server load
and/or resource contentions.

Suggested action : Use this metric to monitor the server load over time. Slower
transaction durations may indicate either increased server |oad or increased
resource contention or both.

WebSphere keeps transaction performance data separately for global and local
transactions. Local transactions are limited to asingle server and its associated
resource manager. Global transactions are controlled by an external transaction
manager and can span multiple servers.
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Report Type ASCII

Area Transactions
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Metric 1073 TranLocCommDur

Policy Name WBSSPI_0073

Metric Name 1073_TranLocCommDur

Metric Type Alarming and Graphing

Description Average duration of commits for local transactions.

| mpact Medium

PMI Module transactionModule

Severity:

Condition with | WBSSPI-0073.1: Warning threshold, 1000

Threshold

Collection 5m

Interval

Message Group | WebSphere
WBSSPI-0073.10: Average duration of acommit for alocal transaction
(<$VALUE>ms) too high (>=<$THRESHOL D>ms) [Policy: <SNAME>]

Message Text WBSSPI-0073.11: Average duration of acommit for alocal transaction

(<$VALUE>ms) iswithin the threshold (<$THRESHOL D>ms) [Policy:
<$NAME>]

Instruction Text

Probable Cause : The average duration of commits for local transactions has
exceeded athreshold value.

Potential Impact : Transaction commit durations indicate the server load
and/or resource contentions.

Suggested action : Use this metric to monitor the server load over time. Slower
transaction durations may indicate either increased server |oad or increased
resource contention or both.

WebSphere keeps transaction performance data separately for global and local
transactions. Local transactions are limited to asingle server and its associated
resource manager. Global transactions are controlled by an external transaction
manager and can span multiple servers.
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Report Type ASCII

Area Transactions
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Metric1076_TranCommitRt

Policy Name WBSSPI_0076

Metric Name 1076_TranCommitRt

Metric Type Alarming and Graphing

Description Number of global and local transactions that were committed per second.
| mpact Low

PMI Module transactionModule

Severity:

Condition with | WBSSPI-0076.1: Warning threshold, 1000

Threshold

Collection 5m

Interval

Message Group | WebSphere

WBSSPI-0076.10: # of global and local transactions that were committed
(<$VALUE>/sec) too high (>=<$THRESHOL D>/sec) [Policy: <SNAME>]
Message Text WBSSPI-0076.11: # of global and local transactions that were committed (

<$VALUE>/sec) iswithin the threshold (<STHRESHOL D>/sec) [Policy:
<$NAME>]

Instruction Text | Probable Cause: The number of global and local transactions that were
committed per second has exceeded a threshold value.

Potential Impact : Increased number of committed transactions impacts the
performance of the applicaiton.

Suggested action : This metric indicates the rate (number per second) of
transactions that are successfully committed on the server. Use thisinformation
for capacity planning.

This metric includes both global and local transactions. Local transactions are
limited to a single server and its associated resource manager. Global
transactions are controlled by an external transaction manager and can span
multiple servers.
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Report Type ASCII

Area Transactions
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Metric 1077 _TranThruput

Policy Name WBSSPI_0077
Metric Name 1077_TranThruput

Metric Type Reporting

Description Number of global and local transactions that were committed per
- second.

I mpact Low

PMI Module transactionModule

1S_(r-:;\r/;irfz)/l:dConditi on with N/A

Collection Interval 5m

Message Group N/A

Message Text N/A

Instruction Text N/A

Report Type N/A

Area Transactions
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Metric 1078 TranStartRt

Policy Name WBSSPI_0078

Metric Name 1078_TranStartRt

Metric Type Alarming and Graphing

Description Number of global and local transactions that were started per second.
I mpact Low

PMI Module transactionModule

Severity: Condition
with Threshold

WBSSPI-0078.1: Warning threshold, 1000

Collection Interval 5m

Message Group WebSphere

WBSSPI-0078.10: # of global and local transactions that were begun
(<SVALUE>/sec) too high (>=<$THRESHOL D>/sec) [Policy: <SNAME>]

Message Text WBSSPI-0078.11: # of global and local transactions that were begun
(<$VALUE>/sec) iswithin the threshold (<$THRESHOL D>/sec) [Poalicy:
<$NAME>]

Instruction Text Probable Cause : The number of global and local transactions that were

begun per second has exceeded a threshold value.

Potential Impact : Increased number of transactions impacts the
performance of the server.

Suggested action : This metric indicates the rate (number per second) of
transactions that are begun on this server. Use thisinformation for capacity

planning.
Report Type ASCII
Area Transactions
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Metric 1210 ThreadPoolActThreads

Policy Name N/A--Used for reporting (HP Reporter) only.
Metric Name 1210_ThreadPool ActThreads

Metric Type Reporting

Description ﬁ::rr\ﬁ? number of active threadsin a pool during collection
Impact High

PMI Module threadPoolModule

1S_(r-:;\r/;irfz)/l:dConditi on with N/A

Collection Interval 15m

Message Group N/A

Message Text N/A

Instruction Text N/A

Report Type N/A

Area Performance
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Metric 1211 ThreadPoolAverageSize

Policy Name N/A--Used for reporting (HP Reporter) only.
Metric Name 1211_ThreadPool AverageSize
Metric Type Reporting

Average number of threads (active and idle) in apool during

Description collection interval.
Impact High

PMI Module threadPoolModule
1S_(r-:;\r/;;]tz)/l.dCondlt| on with N/A

Collection Interval 15m

Message Group N/A

Message Text N/A

Instruction Text N/A

Report Type N/A

Area Performance
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Metric 1223 EJBPoolSize

Policy Name N/A—Used for reporting (HP Reporter) only.
Metric Name 1223_EJBPoolSize

Metric Type Reporting

Description Average size of the EJB pool.

| mpact High

PMI Module beanModule

Severity: Condition with Threshold | N/A

Collection Interval 5m

Message Group N/A
Message Text N/A
Instruction Text N/A
Report Type N/A
Area EJB

The metric WBSSPI_0223 returns avalid value only if Entity Beans are present in the application(s)
deployed on the WebSphere Application Server(s).
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Metric 1225 EJBPoolM issPct

Policy Name N/A
Metric Name 1225_EJBPoolMissPct
Metric Type Reporting

Average percentage of time acall to retrieve an EJB from the pool

Description failed (drill down).
I mpact Low

PMI Module beanModule
1S_(r-:;\r/;;]tz)/l.dCondlt| on with N/A
Collection Interval 5m

Default Threshold 10

Message Group WebSphere
Message Text N/A
Instruction Text N/A

Report Type N/A

Area EJB

The metric WBSSPI_0225 returns avalid value only if Entity Beans are present in the application(s)

deployed on the WebSphere Application Server(s).
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Metric1260 JDBCConnPoolSize

Policy Name WBSSPI_0260

Metric Name 1260_JDBCConnPool Size

Metric Type Alarming and Reporting

Description Average number of connections in the connection pool.

| mpact High

PMI Module connectionPoolModule

Severity:

Condition with WBSSPI-0260.1: Minor, 100

Threshold

Collection 5m

Interval

Message Group | WebSphere
WBSSPI-0260.10: Average # of connectionsin the connection pool
(<$VALUE>) too high (>=<$THRESHOLD>) [Policy: <$NAME>]

Message Text WBSSPI-0260.11: Average # of connectionsin the connection pool

(<$VALUE>) iswithin the threshold (<$THRESHOL D>) [Policy:
<$NAME>]

Instruction Text

Probable Cause : The average number of connections in the connection pool
has exceeded a threshold value.

Potential Impact :

» Connection pool saturation condition may occur.

» Applications may block on connection objects.

Suggested action :

« Tofix asaturated thread pool, keep changing the pool size in steps until
number of blocked applicationsis significantly reduced.

« To modify or view the JDBC settings, in the administration console click
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Resources— JDBC — JDBC providers— <JDBC_provider_name > —
Data sour ces — Default Datasour ce — Connection pools.

Report Type ASCII

Area JDBC
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Metric 1807 JVMMemFreePct

Policy Name WBSSPI_0807

Metric Name 1807 _JVMMemFreePct

Metric Type Graphing

Description Per(_:ent of VM Free Memory
available .

I mpact Medium and Low

PMI Module jvmRuntimeModule

Severity: Condition with Threshold N/A

Collection Interval 15m

Message Group WebSphere

Message Text N/A

Instruction Text N/A

Report Type N/A

Area JVM
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Metric 1808 JVM CpuUsagePct

Policy Name WBSSPI_0808

Metric Name 1808_JVM CpuUsagePct
Metric Type Graphing

Description 'rl;]r;i rSI:rF]’(laJ Usage of the Java virtual
I mpact Medium and Low

PMI Module jvmRuntimeModule
Severity: Condition with Threshold N/A

Collection Interval 15m

Message Group WebSphere

Message Text N/A

Instruction Text N/A

Report Type N/A

Area VM
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Metric 1809 GClntervalTime

Policy Name WBSSPI_0809

Metric Name 1809 GClntervaTime

Metric Type Graphing
The average garbage collection value in

Description seconds between two garbage
collections. .

I mpact High, Medium, and Low

PMI Module jvmRuntimeM odule

Severity: Condition with Threshold N/A

Collection Interval 1h

Message Group WebSphere

Message Text N/A

Instruction Text N/A

Report Type N/A

Area JVM
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Metric 1812 ThrdPoolHungRt

Policy Name WBSSPI_0812

Metric Name 1812_ThrdPoolHungRt

Metric Type Alarming and Graphing

Description The rate at which the threads are declared hung.
I mpact High, Medium, and Low

PMI Module threadPoolModule

Severity: Condition with WBSSPI-0812.1; Warning threshold, 10

Threshold

Collection Interval 15m

Message Group WebSphere
WBSSPI-0812.10: The rate at which the threads are declared
hung (<$VALUE>/min) too high (>=<$THRESHOL D>
/min) [Policy: <SNAME>]

Message Text
WBSSPI-0812.11: Therate at which the threads are declared
hung (<$VALUE>/min) iswithin the threshold
(<$THRESHOLD>/min) [Policy: <SNAME>]

Instruction Text Probable Cause : Therate at which the threads are declared

hung has exceeded a threshold value.

Potential Impact : A hung thread can result from asimple
software defect (such as an infinite loop) or a more complex
cause (for example, aresource deadlock). System resources,
such as CPU time, might be consumed by this hung
transaction when threads run unbounded code paths, such as
when the code is running in an infinite loop. Alternately, a
system can become unresponsive even though all resources
areidle, asin adeadlock scenario.

Suggested action : Check the code for hung thread scenarios
and fix them.
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Report Type N/A
Area ThreadPool
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Metric 1813 CcrtThdPIHNgCt

Policy Name WBSSPI_0813

Metric Name 1813 _CcrtThdPIHNgCt

Metric Type Graphing

Description ;rrl:andusrﬁber of concurrently hung
I mpact High, Medium, and Low

PMI Module threadPoolModule

Severity: Condition with Threshold N/A

Collection Interval

High - 1h, Med - 15m

Message Group WebSphere
Message Text N/A
Instruction Text N/A
Report Type N/A
Area ThreadPool
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Data Store Table for WebSphere Application

Server

The WebSphere SPI creates the following data tables for WebSphere AS SPI metrics in the data store
on the node to facilitate the data-collection procedure.

Table Name

Area

Metric Description

Column Name

WBSSPI_RPT_METRICS

Server

Status of a server-
reporting

1002_ServerStatusRep

WBSSPI_METRICS

JVM

Percentage of heap
space used in the VM

1005_JVMMemUtilPct

ThreadPool

Percentage of time
number of threadsin
pool reached configured
maximum size

1013_ThrdPool PctM ax

Number of threads
created per minute

1014_ThrdPool CrtRt

WBSSPI_METRICS
WBSSPI_RPT_METRICS

EJB

Percentage of active
beans in the pooly

1020_EJBPool Util

Number of EJB method
calls per minute

1022_EJBMethCallsRt

Number of timesan
EJB was written to or
loaded from the
database per minute

1024_EJBENtDILAStRt

Average percentage of
timeacall to retrieve an
EJB from the pool
failed

1025_EJBPool MissPct
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WBSSPI_METRICS

Average number of
bean objects in the pool

1026 _EJBConcLives

WBSSPI_METRICS
WBSSPI_RPT_METRICS

WBSSPI_METRICS

WBSSPI_METRICS
WBSSPI_RPT_METRICS

WBSSPI_METRICS

WebModule

Average servlet session
lifetime in milliseconds

1040_ServSessAvel fe

Number of sessions
currently being accessed

1041 ServSessActSes

Number of sessions
being invalidated per
second

1042_ServinvSessRt

Number of requestsfor
aservlet per second

1045_WebApServRegRt

Number of errorsina
servlet per second

1047_WebAppServErRt

Number of servlets
currently loaded for a
web application

1048 _WebAppServLoad

Number of servlets
reloaded for aweb
application per minute

1049 WebApServRelRt

Average number of
threads waiting for a
connection from
connection pools

1061 _JDBCConPool Wt

Averagetimethat a
client waited for a
connection in
milliseconds

1062_JDBConPoolWtTm

Number of timesa
client timed out waiting
for a connection from
the pool per minute

1065 JDBConPI ToutRt
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WBSSPI_METRICS
WBSSPI_RPT_METRICS

WBSSPI_METRICS

WBSSPI_METRICS
WBSSPI_RPT_METRICS

WBSSPI_METRICS

JDBC

Number of connections
allocated and returned
by applications per
second

1066_JDBCConPIThru

Average duration of
global transactions

1070_TranGlobDur

Average duration of
local transactions

1071 TranLocDur

Average duration of
commits for global
transactions

1072_TrGlbComDurNew

Average duration of
commits for locd
transactions

1073_TranLocCommDur

Number per second of
global and local
transactions rolled back

1074_TranRollbackRt

Number per second of
timed out global and
local transactions

1075_TranTimeoutRt

Number per second of
global and local
transactionsthat were
committed

[076_TranCommitRt

Number per second of
global and local
transactionsthat were
committed

1077_TranThroughput

Number per second of
global and local
transactionsthat were
started

1078 _TranStartRt

Average number of
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WBSSPI_RPT_METRICS

ThreadPool

active threadsin a pool
during collection
interval

1210 ThreadPool ActThread
s

Average number of
threads (active and idle)
in apool during
collection interval

1211 ThreadPoolAveSize

EJB

Percentage of active
beans in the pool (drill
down)

1220_EJBPool Util

Average EJB response
time in milliseconds

1221 _EIJBMethRespTime

Number of EJB method
calls per minute (drill
down)

1222_EJBMethodCallsRate

Average size of the EJB
pool

1223 EJBPoolSize

Number of timesan
EJB was written to or
loaded from the
database per minute
(drill down)

1224 _EJBEntDatal dStRt

Average percentage of
timeacall to retrieve an
EJB from the pool
failed (drill down)

1225 EJBPool MissPct

WebModule

Number of requestsfor
aservlet per second
(drill down)

1245 WebAppServietRegRt

Average responsetime
in milliseconds for a
serviet

1246 _WebA ppServietRespT
ime

Average number of
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JDBC

connectionsin the
connection pool

1260 JDBCConnPoolSize

Average # of threads
waiting for a connection
from connection pools
(drill down)

1261 JDBCConnPool Waiter
s

Averagetimethat a
client waited for a
connection in msec
(drill down)

1262 _JDBCConnPoolWaitT
ime

% of connection pool in
use

1263 JDBCConnPool Util

# of times aclient timed
out waiting for a
connection from the
pool per minute (drill
down)

1265 _JDBCConnPool Timou
tRts

# of connections
allocated and returned
by applications

1266_JDBCConnPool Throu
ghput

WBSSPI_METRICS

VM

Percent of VM Free
Memory available

1807_JVMMemFreePct

The CPU Usage of the
Javavirtual machine

1808 _JVM CpuUsagePct

The average garbage
collection valuein
seconds between two
garbage collections

1809_GClntervaTime

WBSSPI_METRICS

AIFM A AT T R

A oo

EJB

The rate at which the
messages failed to be
delivered to the bean
onM essage method
(message driven beans)

1810_MsgBackoutRate

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P.

Page 156




WebSphere Application Server SPI Online Help

VWBOSFI_RFI_VIETRICS The rate at which the

returning object was
discarded because the 1811 ReturnDiscrdRt
pool was full (entity and
statel ess)

Therate at which the
threads are declared 1812_ThrdPoolHungRt
hung

WBSSPI_ METRICS ThreadPool
The number of

concurrently hung 1813_CcrtThdPIHNngCt
threads

Therate at which the
prepared statements are

WBSSPI_METRICS discarded by the least

JDBC 1814 PrdstcchdsrdRt

WBSSPI_RPT_METRICS recently used (LRU)
algorithm of the
statement cache

Related Topics:
o Metrics

o JBoss AS SPI Golden Metrics
« JBSSPI Logfiles
JBSSPI Policies
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Monitors
Smart Plug-in for WebSphere Application Server (WebSphere SPI) Monitors policy group contains:

« collector policies
« WBSSPI-ConfigCheck policy
« WBSSPI-Performance policy

Collector Policies

Collector policies control what metrics are collected by running the collector/analyzer at the specified
polling interval and defining the metrics that are collected.

I mpact %?Jlli?:;t(l)\:ame :Dncilej;\r/]gl Metrics Collected

High | WBSSPI-High-05min | 5m 1-2, 22, 24, 26, 61-2, 65-6, 70-6, 78, 221-5, 260-6
WBSSPI-High-15m | 14m 5, 13-4, 210-3, 811-12, 814
WBSSPI-High-1h | 59m 20 40-2, 45, 47-9, 220, 245-7, 809, 813

Medium| WBSSPI-Medium- | 5m 1-2, 22, 24, 62, 65-6, 72-6, 78, 221-2, 224-5, 262,
05m 265-6
\{\é?nssp"'\"edi um- | 14m 5, 14, 807-8, 810-14
WBSSPI-Medium-1h | 59m 40, 42, 45, 47-9, 245-7, 809

Low |WBSSPI-Low-05m | 5m 1-2, 22, 24, 65-6, 74-6, 78, 222, 224-5, 265
WBSSPI-Low-15m | 14m 5-6, 14, 807-8, 810-14
WBSSPI-Low-1h  |59m 42, 45, 47-9, 245, 247, 809

WBSSPI -ConfigCheck

WBSSPI-ConfigCheck isasingle policy that checks if the managed node is configured.

W BSSPI -Per formance
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WBSSPI-Performance is a single policy that logs performance data.

Related Topics:

o Metrics

o Logfiles

« Golden Metrics

o Metric Naming/Numbering Conventions
« Metrics Overhead

o Metrics by Number
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L ogfiles

The Smart Plug-in for WebSphere Application Server (WebSphere SPI) logdfile policies monitor
WebSphere-generated and WebSphere SPI-generated logfiles. The information captured from these
logfiles includes changes to WebSphere configurations and errors that occur in the operation of
WebSphere Application Server or WebSphere SPI.

L ogfiles Policy Name Description

WBSSPI Error Log Monitors the WebSphere SPI error log and sends the error

messages to the message browser.
WebSphere Activity Log viaJMX . . .
Notification Monitors the WebSphere activity log file.
WebSphere Text Logs Detects critical errors and warnings in the WebSphere log file.
\vaoz SSPI Java Discovery Error Monitors the WBSSPI Java Discovery error log.

WBSSPI Java Collector Error Log || Monitors the WBSSPI Java Discovery error log.

Related Topics.

o Metrics

« Monitors

 Policies

o Golden Metrics

« Metric Naming/Numbering Conventions
o Metrics by Number

o Metrics Overhead
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WBSSPI Error Log

Thislogfile policy monitors the WBSSPI log file located at
% v Agent di r % wasspi \ wbs\ | og\ wasspi _perl .l og.

Description | Monitors the WebSphere SPI error log and sends critical errors to the message
browser.

""" 30s

Help Text Refer to the specific error message listed in WebSphere SPI error messages for
information about the error message.
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WebSphere Activity Log via JM X Notification

Description | Monitors the WebSphere activity log file.

Polling

Interval 30s

Severity Critical
Warning

Message
Group WebSphere

Help Text Probable Cause:
Critical - A message with the indicator "ERROR" or "FATAL" was detected in the
WebSphere activity log.

Warning - A message with the indicator "WARNING" or any non-critical message
was detected in the WebSphere activity log.

Suggested Action : Refer to the WebSphere documentation (manuals or online
help) for more information about the error.
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WebSphere Text Logs

Description | Detects critical errors and warnings in the WebSphere log file.

Polling

Interval 30s

Severity Critical
Warning
Normal

Message
Group WebSphere

Help Text Probable Cause:
Critical - A message with theindicator "ERROR" or "FATAL" was detected in the
WebSphere log file.

Warning - A message with the indicator "WARNING" was detected in the
WebSphere log file.

Normal - A message with theindicator "INFORMATIONAL" or "AUDIT" was
detected in the WebSphere log file.

Suggested Action : Refer to the WebSphere documentation (manuals or online
help) for more information about the error.
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WBSSPI Java Discovery Error Log

Thislogfile policy monitors the WBSSPI discovery error log file located at
% v Agent di r %4 wasspi \ wbs\ | og\ Di scovery. | og .

Description | Monitorsthe WBSSPI Java Discovery Error Log.

Polling
Interva

30s

Severity Normal
Major
Critical
Warning

Message | \\gsspl
Group

Help Text Available for each error as detected: WA SSPI-1 through WASSPI-241. For detailed
help text for all error messages, see the specific error message listed in WebSphere
SPI error messages for information about the error message.
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WBSSPI Java Collector Error Log

Thislogfile policy monitors the WBSSPI collector error log file located at
% v Agent di r %4 wasspi \ wbs\ | og\ Col | ector. | og .

Description | Monitors the WBSSPI Java Collector Error Log.

Polling
Interva

30s

Severity Normal
Major
Critical
Warning

Message | \\gsspl
Group

Help Text Available for each error as detected: WA SSPI-1 through WASSPI-241. For detailed
help text for all error messages, see the specific error message listed in WebSphere
SPI error messages for information about the error message.
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Configuration editor

The Smart Plug-in for WebSphere Application Server (WebSphere SPl) maintains a configuration that
consists of property value assignments. The configuration editor isagraphical user interface used to
view and edit the configuration.

The configuration editor is used by the Discover or Configure WBSSPI tool.

Related Topics:

o The configuration
 Using the configuration editor
« Example configurations

« Configuration properties
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Configuration editor - getting started

The Smart Plug-in for WebSphere Application Server (WebSphere SPl) maintains a configuration that

consists of property value assignments.

On the HPOM management server, the configuration maintains information for your entire
environment and contains information for all WebSphere servers on all managed nodes.

On a managed node, the configuration contains only information for the WebSphere servers running on

that node. Thisinformation is extracted from the configuration on the management server.

Structure

The structure of the configuration is (lines beginning with "#" are treated as comments and ignored):

# d obal Properties

# GROUP Bl ock
GROUP <group_nane >
{

<nodenane > ...

}

# NODE Bl ock

{
}

<config_property >=<value > ...

NODE [ <group_nane > | <nodenane >]

<config_property >=<value > ...

« Global Properties

# d obal Properties

<config_property >=<value > ...

Properties defined at the global level apply to al nodes. However, these global properties can be

overridden by properties set within a GROUP or NODE block or by server-specific properties.
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Using the configuration editor, view, set, or edit global properties by selecting the Default Properties
item in the Defaults folder.

« GROUP Block

# GROUP Bl ock

GROUP <group_nanme >
{

}

<nodename > ...

GROUP blocks are used to group nodes together that have common properties.

<group_name > identifies the group of nodes with common properties. If a GROUP block
<group_name > is repeated within the configuration file, the last definition takes precedence.

<nodename > lists the nodes in the group and is the primary node names configured in HPOM.
Set the common properties using the NODE block.

Using the configuration editor, view, set, or edit GROUP block properties by selecting the Default
Propertiesitem in the <Group_Name> folder.

« NODE Block

# NODE Bl ock

NCDE [ <group_nane > | <nodenane >]

{
}

<config_property >=<value > ...

Properties set in aNODE block apply to nodes belonging to the group defined by <group _name > (to
set common properties for agroup) or to the specified <nodename > (to set propertiesfor asingle
node).

For agroup, enter the <group _name > defined by the GROUP block and define the common
properties.

For asingle node, enter the <nodename > and define the properties.
<nodename > is the primary node name configured in HPOM.
If aproperty definition is repeated within the NODE block, the last definition takes precedence.

Using the configuration editor, view, set, or edit NODE block properties by selecting the Default
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Propertiesitem in the <Node_Name> folder.
Server-specific properties

Each property specified as SERVER<n >_config_property refers to a specific WebSphere server
instance. When more than one WebSphere server is running on a given managed node, the number <n
> differentiates the servers. Numbering begins at "1" and each WebSphere server instance is assigned a
unique number.

Using the configuration editor, view, set, or edit server-specific properties by selecting the
<Application_Server_Name> item in the Application Serversfolder.

Configuration property precedence

The order of precedence of properties defined in the configuration file are:

1. SERVER<n >_config_property (server-specific)
2. NODE nodename block config_property

3. NODE group_name block config_property

4. Global config_property

Primary node name

The <nodename > specified in a GROUP and NODE block is the primary node name configured in
HPOM. To display the primary node name, do the following:

1. Fromthe HPOM console, select Operations Manager — Nodes.

2. Right-click the node and select Properties.

3. Select the Network tab.

Configuration location

The location of the configuration fileislisted for your convenience. Edit the configuration using the
configuration editor only.

« Management server

<Sharelnstal | Di r> \ SPI - Shar e\ wasspi \ wos\ conf\ Si t eConfi g
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where <sharel nstal | Di r> by defaultiSC :\ Docurments and Settings\All Users\Application
Dat a\ HP\ HP BTO Sof t war e\ shar ed

Thisfile contains all configuration information for all managed nodes on which WebSphere is running.
« Windows managed node
<OvAgentDir> \wasspi \wbs\conf\SiteConfig

where <Agent Di r > istypically \ Program Fi | es\ HP\\ HP BTO SO t war e\ (for HTTPS managed nodes)

or
C.\Program Fil es\HP OpenVi ew I nstal | ed Packages\{790C06B4- 844E- 11D2- 972B-

080009EF8C2A} (for DCE managed nodes)

Thisfile contains the local configuration information for this managed node on which WebSphereis
running.

« Unix managed node
<OvAgent Dir> /conf/wbsspi/ SiteConfig
where <OvAgent Di r> istypically / var/ opt/ Ov/ Or /var/| pp/ OV

Thisfile contains the local configuration information for this managed node on which WebSphereis
running.

Related Topics:
« Using the configuration editor

« Example configurations

« Configuration properties
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Components of configuration editor

The configuration editor is provided by the Smart Plug-in for WebSphere Application Server
(WebSphere SPI) to view and edit the configuration. Y ou must update the configuration using this
editor only.

The configuration editor has three components:

o Theconfiguration editor - Tree

The Configuration Editor - Tree, displayed in the |eft pane of the Discover or Configure WBSSPI
Tool main window, displays the WebSphere SPI configuration filein atree structure.

The following is an example of the tree.

% NOTE:

If no application servers or groups are configured, the "Application Servers' and "Groups' folders
are not displayed. If you are running Discover or Configure WBSSPI for the first time and you did
not select any nodes when you launched the tool, the "Nodes' folder is not displayed.

=4 Configuration
=+ _4 Defaults
-4 Default Properties
=l 4 Application Servers
B =Application_Server_Mame =
-4 Groups
=4 =Group_Name =
—E& Default Properties
=1+ _4 Application Servers
Lo =Application_Server_Mame=
El- 4 Modes
=4 =Node_Marnes
B Default Properties
=4 Application Servers
L =Application_Server_Mame=

The 1 icon denotes that you can view configuration properties.
TheZr icon denotes that you can view and set configuration properties.

The following table lists each item in the tree and a brief description of the item.
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[tem Name

Description

Application Servers

A folder that contains alist of all the application servers. Thisfolder
can appear under Defaults (global propertieslevel ), Group_Name(s)
(GROUP level ), or Node Name(s) (NODE level ).

>

<Application_Server_Name

The server name as defined in WebSphere.

Configuration

A folder that contains all WebSphere SPI configuration information
for the WebSphere environment.

Default Properties

Lists the configuration properties that have been set. Thisitem
appears under Defaults (global propertieslevel ), Group_Name(s)
(GROUP level ), or Node Name(s) (NODE level ).

Defaults

A folder that represents the global propertieslevel .

Groups

A folder that represents the GROUP level .

<Group_Name >

A folder that identifies the name of a group of nodes with common
properties.

Nodes

A folder that represents the NODE level .

<Node_Name >

A folder that represents a single node whose name must match the
primary node name configured in HPOM.

« Actionsto perform

Actionsthat you can perform depend on the item that is selected in the tree. The following actions are
available either using the Actions menu or by right-clicking on an item in the tree.

In the table below, click the action for a more detailed description (if available) of how to perform

that action.
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Action Description Selected Treeltem
Add Application Add an application server. __1 Application Servers
Server _1 Defaults
_1<Group_Name >
_1<Node Name >
Add Group Create a group to which you can assign _1Any iteminthetree
nodes that have common properties. B Any itemin the tree
Add Node Add amanaged node to the Nodes folder. |__1Any iteminthetree
B Any itemin the tree
Exit Exit the Discover or Configure WBSSPI |1 Any itemin thetree

tool. This action is available from the File
menu. If any changes were made that have
not been saved, the "Confirm Cancel"
window displays.

B Any itemin the tree

Remove Application

Remove an application server or all listed

_1 Application Servers

Server/Remove ALL | application servers. &' <Application_Server Name
App Servers >

Remove Remove a WebSphere SPI group or all _1Groups
Group/Remove ALL | listed WebSphere SPI groups. _1<Group_Name >

Groups

Remove Remove a managed node or remove all _1Nodes

Node/Remove ALL | managed nodes. _1<Node Name >

Nodes

Save Save changes to the configuration file. _1Anyiteminthetree

This action is available from the File menu
only if changes were made to the
configurationfile.

B Any itemin the tree

Set Configuration
Properties tab

Set WebSphere SPI configuration
properties.

ES' <Application_Server Name
>

E&' Default Properties

View Configuration
Settings tab

View WebSphere SPI configuration
properties.

_1Any iteminthetree
B Any itemin the tree

« The configuration editor buttons

The following buttons are available in Discover or Configure WBSSPI:
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Button|| Description
Cancel || Exit Discover or Configure WBSSPI.

If you have set configuration properties without saving them, these changes are not saved.

If you added or removed an application server, node, or group without saving the change
or if you have modified a configuration property, a"Confirm Cancel" window displays.
Select Save and Exit to save the changes before exiting, Exit without Save to exit
without saving the changes, or Return to Editing to continue editing the configuration
file (changes are not saved).

Finish || Exit Discover or Configure WBSSPI. Appears instead of the Next button if you launched
Discover or Configure WBSSPI without selecting any nodes.

Next || Exit Discover or Configure WBSSPI. Takes you to the "Confirm Operation™ window that
lists the nodes you selected when Discover or Configure WBSSPI was started. The

sel ected managed nodes' configuration files are updated with your changes. If you made
changes to nodes that were not selected (are not displayed in the " Confirm Operation”
window), the changes are saved to the HPOM management server's configuration file, but
to make the changes to those managed node's configuration file, you must restart Discover
or Configure WBSSPI, select those nodes, and then exit.

Save | Save changesto the HPOM management server's configuration file and continue editing
the configuration file. You may aso select File —~ Save to save your changes.

Related Topics:

o The configuration
o Example configurations

o Configuration properties
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Add Application Server

Add an application server at the global properties, GROUP, or NODE level in the WebSphere SPI
configurationfile.

To add an application server, do the following:

1. Right-click one of the following itemsin the tree: Defaults (global propertieslevel), Application
Servers (global propertieslevel), <Group_Name > (GROUP level), or <Node Name > (NODE
level) and select Add Application Server .

The"Configure WBSSPI Tool: Add App Server" window displays.

2. Enter the "Application Server Name." Thisis the name of the application server as defined in
WebSphere and is case-sensitive.

3. Enter the"Server Port."

If the "Use inherited Server Port" check box is selected, you may not enter a port number in the
"Server Port" field.

4. If available, select the "Useinherited Server Port: XXX " check box if you want to use the
specified port number ("XXX").

If the PORT property is not set, the check box is not available.

If you do NOT want to use the specified port number, unselect the check box and enter a port
number in the "Server Port" field.

If you select the check box, you may not enter a port number in the " Server Port" field.

The specified port number is determined by the value set for the PORT property at the global
properties, GROUP , and NODE level.

If the PORT property isset at the global propertieslevel ...

WebSphere SPI uses this same port number on all nodes and groups for all WebSphere version 4
administrative servers or for all WebSphere version 5 application servers. For WebSphere version
5, if there is more than one application server per node, only one server can use the inherited
server port. You must edit the PORT property for the other application servers.

If the PORT property isset at the GROUP levd ...
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WebSphere SPI uses this same port number for the group for all WebSphere version 4
administrative servers or for all WebSphere version 5 application servers. For WebSphere version
5, if there is more than one application server per node in the group, only one server can use the
inherited server port. The PORT property must be edited for the other application servers.

The port number set at the GROUP level takes precedence over the port number set at the global
properties level.

If the PORT property isset at the NODE levdl ...

WebSphere SPI uses this same port number for that node for all WebSphere version 4
administrative serversor for all WebSphere version 5 application servers. For WebSphere version
5, if there is more than one application server per node, only one server can use the inherited
server port. The PORT property must be edited for the other application servers.

The port number set at the NODE level takes precedence over the port number set at the global
properties level.

5. Select OK .
The NAME and PORT properties are set.

The application server is added and its properties are displayed. Y ou may also set additional
configuration properties for this server. Refer to Set Configuration Properties tab for more
information.

6. Select Saveto save your changes.

If you do not want to add this application server, right-click the application server name, select
Remove Application Server , and select Save .

Related Topics:

« Add Group

o Add Node

« Remove Application Server/Remove ALL App Servers
« Remove Group/Remove ALL Groups

« Remove Node/Remove ALL Nodes

« Set Configuration Properties tab

« View Configuration Settingstab
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Add Group

Assign nodes to a group that have common properties in the WebSphere SPI configuration file.

To add agroup, do the following:

1. Right-click any item in the tree and select Add Group .

The "Configure WBSSPI Tool: Add Group" window displays.

2. Enter the"Group Name." The group name identifies the group of nodes with common properties
and isNOT case-sensitive.

3. Select OK .

The group is added and the Set Configuration Propertiestab for the group displays.

4. Select Add Nodeto Group , select one node from the list to add to the group, and then select OK
. Repeat this step until all nodes are added to the group.

5. Set the configuration properties for this group using the Select a Property to Set pulldown list.
Refer to Set Configuration Propertiestab for more information.

6. Select Saveto save your changes.

If you do not want to add the group, right-click the group name, select Remove Group , and select
Save.

Related Topics:

o Add Application Server

« Add Node

« Remove Application Server/Remove ALL App Servers
« Remove Group/Remove ALL Groups

« Remove Node/Remove ALL Nodes

 Set Configuration Properties tab

« View Configuration Settings tab

« Using the configuration editor
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Add Node

Add a managed node to the WebSphere SPI configuration file.

To add a node, do the following:

1. Right-click any item in the tree and select Add Node.

If no additional managed nodes are available to add to the configuration file, the message "All
available managed nodes have been added to the configuration.” displays. Click OK to exit this
action.

Otherwise, the "Configure WBSSPI Tool: Add Node" window displays.
2. From the pulldown menu, select a node to add.

3. Select OK .

The node is added and the Set Configuration Properties tab for the node displays.

4. Set the configuration properties for this node using the Select a Property to Set pulldown list.
Refer to Set Configuration Propertiestab for more information.

5. Select Save to save your changes.

If you do not want to add the node, right-click the node name, select Remove Node, and select
Save.

Related Topics.

o Add Application Server

o Add Group

« Remove Application Server/Remove ALL App Servers
o Remove Group/Remove ALL Groups

« Remove Node/Remove ALL Nodes

« Set Configuration Properties tab

« View Configuration Settings tab

« Using the configuration editor
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Remove Application Server/Remove ALL App
Servers

Remove a WebSphere server or al listed WebSphere servers from the WebSphere SPI configuration
file.

To remove an application server, do the following:

1. Right-click the application server name and select Remove Application Server .

The selected application server name is removed from the list and its configuration properties are
removed from the configuration file.

2. Select Cancel to cancel the removal of the application server (the application server name appears
the next time you run Discover or Configure WBSSPI). In the "Confirm Cancel" window, select
Exit without Save .

Otherwise, select Save to permanently remove the application server.

Toremove ALL application servers, do the following:

1. Right-click the Application Serversfolder and select Remove ALL App Servers.

The selected Application Servers folder and al application serverslisted in the selected folder are
removed (all configuration properties for the listed application servers are removed from the
configurationfile).

2. Select Cancel to cancel the removal of all application servers (the Application Servers folder and
all application server names listed in the folder appear the next time you run Discover or
Configure WBSSPI). In the " Confirm Cancel" window, select Exit without Save.

Otherwise, select Save to permanently remove the application servers.

Related Topics:

Add Application Server

Add Group

o Add Node

« Remove Group/Remove ALL Groups
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Remove Node/Remove ALL Nodes

 Set Configuration Propertiestab
« View Configuration Settings tab

« Using the configuration editor
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Remove Group/Remove ALL Groups

Remove a WebSphere SPI group or all listed WebSphere SPI groups from the WebSphere SPI
configurationfile.

To remove a group, do the following:

1. Right-click the group server name and select Remove Group .

The selected group is removed from the list and its configuration properties are removed from the
configurationfile.

2. Select Cancd to cancel the removal of the group (the group name appears the next time you run
Discover or Configure WBSSPI). In the " Confirm Cancel" window, select Exit without Save.

Otherwise, select Save to permanently remove the group.

Toremove ALL groups, do the following:

1. Right-click the Groups folder and select Remove ALL Groups.

The selected Groups folder and all groups listed in the selected folder are removed (all
configuration properties for the listed groups are removed from the configuration file).

2. Select Cancel to cancel the removal of all groups (the Groups folder and all group nameslisted in
the folder appear the next time you run Discover or Configure WBSSPI). In the " Confirm Cancel”
window, select Exit without Save .

Otherwise, select Save to permanently remove the groups.

Related Topics:

o Add Application Server

« Add Group

o Add Node

« Remove Application Server/Remove ALL App Servers
Remove Node/Remove ALL Nodes

Set Configuration Propertiestab
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« View Configuration Settings tab

« Using the configuration editor
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Remove Node/Remove ALL Nodes

Remove a managed node or all listed managed nodes from the WebSphere SPI configuration file.

To remove a node, do the following:

1. Right-click the node name and select Remove Node .

The selected node is removed from the list and its configuration properties are removed from the
configurationfile.

2. Select Cancel to cancel the removal of the node (the node name appears the next time you run
Discover or Configure WBSSPI). In the " Confirm Cancel" window, select Exit without Save.

Otherwise, select Save to permanently remove the node.

To remove ALL nodes, do the following:

1. Right-click the Nodes folder and select Remove ALL Nodes.

The selected Nodes folder and all nodes listed in the selected folder are removed (all
configuration properties for the listed nodes are removed from the configuration file).

2. Select Cancdl to cancel the removal of all nodes (the Nodes folder and all node nameslisted in
the folder appear the next time you run Discover or Configure WBSSPI). In the "Confirm Cancel"
window, select Exit without Save.

Otherwise, select Save to permanently remove the nodes.

Related Topics:

« Add Application Server

« Add Group

o Add Node

« Remove Application Server/Remove ALL App Servers
« Remove Group/Remove ALL Groups

« Set Configuration Properties tab

« View Configuration Settings tab
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Set Configuration Propertiestab

Set WebSphere SPI configuration properties at the global properties|evel or for the selected
application server(s), group(s) (GROUP level ), or node(s) (NODE level ).

Itemswith the E=r" icon are the only items for which you can set the configuration properties (Default
Properties and <Application_Server Name >).

To set the configuration properties of an item, select the item and click the Set Configuration
Propertiestab in the right pane.
Setting a property

To set aproperty in the configuration file, do the following:

Select a property from the " Select a Property to Set” pulldown menu.
Select Set Property . The property and an empty value field appear in the table.
Click the empty value field and enter avalue.

Repeat steps 1 - 3 for each property to set.

o w0 DB

Click Save.

D NOTE:
For the LOG N and PASSWORD properties, when you select Set Property , a separate window displays.
Enter the login and password valuesin this window.

For more information about individual properties, refer to Configuration properties .
M odifying a property
To modify aproperty (except LOG N) in the configuration file, do the following:

1. Select the property from the table.

2. Double-click the valuefield.

3. Edit the value.

4. Repeat steps 1 - 3 for each property to modify.
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5.

Click Save.

To modify the LOG N property in the configuration file, do the following:

a w0 NP

Select LoG N PASSWORD from the " Select a Property to add” pulldown menu.

Select Set Property . The"Set Access Info for Default Properties” window displays.

Enter the new password and verify password.
Click OK .
Click Save.

For more information about individual properties, refer to Configuration properties .

Removing a property

To remove a property from the configuration file, do the following:

4.

1. Select the property from the table.
2.
3

Click Remove Property .

. Repeat steps 1 - 2 for each property to remove.

Click Save.

Related Topics.

o Add Application Server

o Add Group
o Add Node

« Remove Application Server/Remove ALL App Servers

« Remove Group/Remove ALL Groups

« Remove Node/Remove ALL Nodes

« View Configuration Settings tab

« Using the configuration editor

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P.

Page 189



WebSphere Application Server SPI Online Help

View Configuration Settingstab

View all WebSphere SPI configuration properties set in the configuration file on the HPOM
management server or the WebSphere SPI configuration properties for the selected application
server(s), group(s), or node(s).

To view the configuration properties of an item, select the item and click the View Configuration
Settingstab in the right pane.

The following table describes the view when the specified item is selected.

[tem Name Description of View
Application Servers View all configuration properties set for all the listed application
servers.

<Application_Server Name || View all configuration properties set for the application server (these

> properties can be modified by selecting the Set Configuration
Propertiestab ).

Configurations View all configuration properties saved in the configuration file on the
HPOM management server.

Default Properties View all set configuration properties (these properties can be modified
by selecting the Set Configuration Propertiestab )

Defaults View all configuration properties set at the global propertieslevel .

Groups View all configuration properties set for all the listed groups.

<Group_Name > View all configuration properties set for the specific group.

Nodes View all configuration properties set for all the listed nodes.

<Node Name > View all configuration properties set for the specific node.

View Inherited Properties

A View Inherited Properties check box appears near the bottom of the window. By selecting this check
box, the view of the configuration properties changes to show all inherited properties (those properties
defined at a global propertieslevel or GROUP level ) that affect the selected item. Inherited properties
are denoted by "<*>" appearing after the property.

By unselecting this check box, the view shows only the configuration properties set at that level for the
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selected item.

Inherited properties can only be modified at the level they are set. If "<*>" appears after the property, it
cannot be modified at that level. For example, if the property HOVE is set at the global properties level
(under the Defaults folder), it can only be modified in the Default Properties listed under the Defaults
folder. Although HOVE appears (with "<*>" after it) in a<Group_Name >'s Default Properties view,
HOVE cannot be modified at thislevel.

Properties set lower in the tree take precedence over those properties set higher in the tree. For
example, if the property HOVE is set at the global properties level (under the Defaults folder) and the
property HOME is set at the GROUP level, the GROUP level property value takes precedence.

Configuration property precedence is asfollows (listed from highest to lowest):

1. Server-specific

2. NODEleve

3. GROUP level

4. global properties|evel

Related Topics:

o Add Application Server

« Add Group

o Add Node

« Remove Application Server/Remove ALL App Servers
« Remove Group/Remove ALL Groups

« Remove Node/Remove ALL Nodes

 Set Configuration Propertiestab

« Using the configuration editor
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Example Configurations

The sample Smart Plug-in for WebSphere Application Server (WebSphere SPI) configuration files
illustrate various features and utilization methods. Lines preceded by "#" are treated as comments and
areignored.

This sample configuration would be displayed at the Defaults level by selecting the View Configuration
Settingstab .

Select an example to view:

Single node/two servers

Click the image to zoom in or out.

This example shows a single node running two servers, the Administration Server and a Managed
Server. The properties HOVE and JAVA_HOVE are global defaults that apply to all servers and nodes.
When thefile is saved, passwords are encrypted.

& GLOBAL properiiss
HOME = loptihebSphersAppSener
LAVA_HONE SicpUWerSphereihpgServerava

#NODE black
NODE main. hp.com

SERVER 2
(managedserver)

HOVE = / opt/ WebSpher e/ AppSer ver
JAVA HOVE = /opt/WebSpher e/ AppServer/java

NODE rmai n. hp. com

{
SERVERL NAME = adm nserver
SERVERL PORT = 900
SERVERL LOG N = system
SERVER1 PASSWORD = passwor d

SERVER2 NAME = nmnhagedserver
SERVER2_PORT = 905

SERVER2 LOG N = system
SERVER2_PASSWORD = passwor d
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}
Related Topics:

« The configuration
« Using the configuration editor

« Configuration properties
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Configuration properties

The Smart Plug-in for WebSphere Application Server (WebSphere SPl) maintains a configuration that
consists of property value assignments.

If you are not using the discovery process, configure all the required properties.

Thetable lists, in this order, required configuration properties , conditional configuration properties,

and optional configuration properties . To display a description of the property, Click the property name

in the table below, or use the pull-down menu at the bottom of the page. To display the descriptions of
all properties based on configuration requirements (required, conditional, or optional), use the pull-
down menu at the bottom of the page.

Do not use the "Back" button to navigate to any properties viewed previously. Instead, use the pull-
down menu at the bottom of the page.

Automatically

Level of Configuration

Property Configuration | - Discovered Discovery Default Application
Properties Server

HOME Required v Required v’ v
JAVA_HOME Required v Required v v
NAME Required v N/A v
PORT Required v * Conditional v v
ADDRESS Conditional Optional v
ALIAS Conditional N/A v’
COLLECT_METADATA| Conditiona Optiona v v
IMX_CLASSPATH Conditional N/A v v
LOGFILE Conditional N/A v’
LOGIN Required Required v v
PASSWORD Required Required v v
JVMB_JAVA_HOME Conditional Optional v v
RMID_PORT Conditional N/A v

RMID_START_TIME Conditional N/A v
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START_CMD Conditional N/A v
STOP_CMD Conditional N/A v’

TYPE Conditional N/A v v
USER Conditional N/A v v
VERSION Conditional N/A v
GRAPH_SERVER Optional N/A v
GRAPH_URL Optiond N/A v’
TIMEOUT Optional N/A v v

Related Topics:

o The configuration

 Using the configuration editor

« Editing the Configuration File

« Example configurations
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Reportsand graphs

In addition to metric reports and operator-initiated graphs, the Smart Plug-in for WebSphere
Application Server (WebSphere SPI) provides alimited version of HP Reporter reports and HP
Performance Manager graphs. These reports and graphs show consolidated data on server performance
and availability on all WebSphere application server systems.

Reports are:

o generated daily at 2 A.M.

« not available until after one full day of metric collection (the "SPI for WebSphere" folder does not
appear until then).

Graphs are:

« generated at the time they are run.

« areavailable after installing the WebSphere SPI (the "SPI for WebSphere" folder is available), but
display an error message if they are run before data has been collected.

The WebSphere SPI can be integrated with HP Reporter and HP Performance Manager (both products
must be purchased separately) to provide additional reporting and graphing flexibility and capabilities.

For more information about integrating the WebSphere SPI with HP Reporter and HP Performance
Manager, refer to the HP Operations Smart Plug-in for WebSphere Application Server Installation and
Configuration Guide located on the HP Operations Smart Plug-ins DVD in thefile

\ Docunent at i on\ SPI CGui des\ WebSpher e_AppServer _I nstal | _Confi g. pdf .

Related Topics.

e Tools

« Policies
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HP Reporter Reportsfor the WebSphere SPI

The reports available through the integration of HP Reporter and the WebSphere SPI show
consolidated data on server performance and availability on all WebSphere Server systems. In addition,
other reports show data for single systems. These reports are available the day following your
installation of the WebSphere SPI report package on the HP Reporter Windows system.

The following tables show all pre-defined reports.

All/Group Reports

Report Title Description Metric
Availability Shows the percent uptime for all WebSphere Servers by 5
day.

Top 20 Servers— Transaction Shows the average throughput for the top 20 execute 77
Throughput gueues of al servers.
Top 20 Servers—IDBC Shows the average throughput for all connections pools 66
Connection Pool Throughput on the server for the top 20 servers.
Top 20 Servers—Servlet Request | Shows the total servlet request rate for the top 20 45
Rate Servers.
Top 20 Servers— Servlet Shows the total servlet sessions being handled by the

: 41
Sessions top 20 servers.
Top 20 Servers— Servlet Shows the average response time for the top 2_0

: requested servletsfor all serversfor the reporting 245
Average Response Time .
period.

Top 20 Servers— EJB Method | Shows the number of all EJB method calls per minute 29
CalsRate for the top 20 servers.
Top 20 Servers— Entity EJB Shows the number of all Entity EJB loads and storesto 24
L oad/Stores Rate or from the database per minute for the top 20 servers.

Single System Reports
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Report Title Description Metric
Server Availability Contains spectrum graphs showing minutes of uptime by day 5
Details and hour for each WebSphere Server.
Admin Server Shows the uptime percent for each WebSphere Admin server by
oy : 4
Availability Details day.
EJB Average Response || Shows the average response time for the top 20 EJBsfor a 991
Time server for the reporting period.
EJB Method Calls Rate Shows the number of all EJB method calls per minute for the 29
top 20 EJBsfor a server.
Entity EJB Load/ Stores || Shows the number of all EJB loads and stores to or from the 294
Rate database per minute for the top 20 EJBs on a server.
EJB Pool Utilization Shows the EJB pool utilization as a percent for the top 20 EJBs 990
on aserver.
Shows the percent of time that a call to retrieve an EJB from the
EJB Pool Misses Percent || pool was not successful during the collection interval for the top | 225
20 EJBs.
EJB Pool Size Shows average pool size for the top 20 EJBs for one server for 993
each day.
JDBC Connection Pools Charts throughput against utilization for the JDBC connection
Throughput vs. : 263
e pools on the selected server, one chart for each connection pool.
Utilization
IDBC Connection Pools Charts gonnect| on pool size agai n_st the average wait timefor a
: - connection for the JIDBC connection pools on the selected 260
- Sizevs. Wait Time .
server, one chart for each connection pool.
IDBC Connection Pools Chartsthe numbe_r of cli er!ts waiting for a database _connectlon
: . from the pool against the timeout rate for waiting clients for the
- Clients Waiting vs. ) 265
. DB connection pools on the selected server, one chart for each
TimeoutRate .
connection pool.
JCA Connections , e
Utilization - Top 20 Shows the JCA resource connection pool utilization asa 250
percent.
Resources
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Transaction Throughput Shows the average transaction throughput for the selected server -7
by day.
Charts the average size of the thread pool against the average

Thread Pool Activity number of active threads for all thread pools on the selected 211
server, one chart for each thread pool.

Servlet Request Rate Shows the request rate (per second) for the top 20 servietsfor 245
one server for each day..

Serviet Average Show the average response time for the top 20 requested

Response Time - Top 20 servlets for one server for the reporting period 246

Servlets P gp '
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HP Performance I nsight Reportsfor the
WebSphere SPI

The reports available through the integration of HP Performance Insight and the WebSphere SPI show
consolidated data on server performance and availability on WebSphere application server systems.

The following table shows all pre-defined reports.

Report Title Description Metric
The server availability chart plots the availability status of the
Server N . :
- application server on an hourly, daily, and monthly basis. The
Availability— . . . 2,77
Throuahput transaction throughput chart displays the number of transactions
gnp processed by the application server per second.
EJB Pool e
Utilization The percentage of EJB pool utilization. 20
JDBC The percentage of available JDBC connection in the connection
Throughput— pool and the number of clients serviced by the connection pool per | 66, 263
Utilization second.
Near Real Time .
Server Availability The server status for the last six hours. 2,77
Servlet Request The servlet request rate measures the number of requests for a
Rate— Response servlet per second. The servlet response time chart shows the 45, 246
Time average execution time for an individual servlet
The number of all entity EJB loads and stores to and from the
E‘;?el_ oad-Stores database per minute for the top 20 servers. For the selected server, | 24
lists the top 20 EJBs
EJB Method Calls || The number of all EJB method calls per minute for the top 20 29
Rate servers.
The percentage of EJB retrievals that were not successful during
Y . 25, 221,
EJB Top 20 the collection interval, average pool size, and average response 293
time in milliseconds for the top 20 EJBs.
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IDBC Connection The average number of cpnnectl ons al Ioca¢ed per day fqr _the top 61 65,
. 20 servers. The DB pool is shown along with clients waiting, client
Pool Details . : L 260, 266
timeout rate, average pool size, and average wait time.
Servlet Sessions The total number of servlet sessions being handled by the top 20 a1
servers.
Thread Pool Comparison of the average size of thread pools with the average 210. 211
Activity number of active threads on the selected server. ’
Transaction The average number of transactions processed per second by the
. 77
Throughput top 20 serversfor the previous day.
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Data Store Detailsfor Reports

The WebSphere SPI creates the following data store details for reports for WebSphere Application

Server.
Report Table
Name and Report Table . .
Report Name Data Store Attributes Policy Logging Data
Class Name
a wbs_availability.rpt WBSSPI_Med 05min
g _wbs_availability.rpt WBSSPI_High 05min
s wbs availability _det ails.rpt WBSSPI_Low_05min
a wbs egjb_meth call_rate top.rpt . .
g_wbs b meth call rate top.rpt WBSSPI_High_05min
a wbs gb_ent load_str_rate top.rpt WBSSH —M. ed_05m|.n
wbs gb_ent_load _str_rate top.rpt WBSSPI_High_05min
g_Whs_eb_ent_foac_str_ree_top.rp WBSSPI_Low_05min
a wbs _servlet_sessions _top.rpt WBSSPI 0041
g_wbs _servlet_sessions _top.rpt WBSSPI_High_1h
a wbs_servlet_request_top.rpt WBSSPI—LQW—lh
wbs_servlet_request_top.rpt WBSSP_High_1h
g_Whs_serviel_reques_fopTp WBSSPI_Med_1h
WBSSPI_Med_05min
o e o WBSSH Hih G
9whbs_db_con_pool_tpt_top.rp WBSSPI_Low_05min
a wbs transaction_tput_top.rpt WBSSPI_Med 05min
g_wbs_transaction_tput_top.rpt WBSSPI_High 05min
s wbs trans _throughput.rpt WBSSPI_Low_05min
s wbs thread pool activity.rpt WBSSPI_High_15min
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s wbs gb_pool_util_top.rpt

s wbs gb_meth call rate top.rpt
s wbs egb_resp_time_top.rpt

s wbs eb_meth call rate top.rpt
s wbs gb resp_time top.rpt

s wbs gb_pool_size top.rpt

s wbs gb_ent_load str_rate top.rpt

s wbs eb_pool_miss top.rpt

a wbs servlet_resp_time_top.rpt
g_wbs servlet resp time_top.rpt
s wbs servlet_request_rate.rpt

S wbs servlet resp time.rpt

a wbs servlet_resp_time_top.rpt
g _wbs servlet_resp_time_top.rpt
s wbs servlet_request_rate.rpt

s wbs servlet_resp time.rpt

s wbs _db_conn_pools size wtime.rpt

s wbs db_conn_pools clnwt_trate.rpt

WEBSPHERE

ID
SYSTEMNAME
DATETIME
GMT
SHIFTNAME
METRICID
OBJECTNAME
SERVERNAME
SORTID
VALUE
VALUEID

WBSSPI_0220
WBSSPI_High_1h

WBSSPI_0221

WBSSPI_Med 05min
WBSSPI_High _05min
WBSSPI_Low_05min

WBSSPI_0222
WBSSPI_High_05min

WBSSPI_High 05min

WBSSPI_0224

WBSSPI_Med _05min
WBSSPI_High_05min
WBSSPI_Low_05min

WBSSPI_Med 05min
WBSSPI_High _05min
WBSSPI_Low_05min

WBSSPI_0245

WBSSPI_Low_1h
WBSSPI_High_1h
WBSSPI_Med_1h

WBSSPI_0246
WBSSPI_High_1h
WBSSPI_Med_1h

WBSSPI_0260
WBSSPI_High 05min

WBSSPI_0261
WBSSPI_High 05min
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s wbs _db_conn_pools size wtime.rpt

s wbs db_conn_pools tput_util.rpt

s wbs db_conn_pools clnwt_trate.rpt

s wbs db_conn_pools tput_util.rpt

WBSSPI_0262
WBSSPI_High 05min

WBSSPI_0263
WBSSPI_High 05min

WBSSPI_0265

WBSSPI_Med _05min
WBSSPI_High_05min
WBSSPI_Low_05min

WBSSPI_0266

WBSSPI_Med _05min
WBSSPI_High 05min
WBSSPI_Low_05min
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Graphing Metrics

The following tables show the graphs available for mapping collected metric values. Use HP
Performance Manager to view any one of the metricsincluded in any of these tables.

JVM

Metric Number/Name Metric Description

1005_JVMMemuUtilPct | Percentage of heap space used in the VM.

1807 _JVMMemFreePct | Percent of VM Free Memory available

1808 _JVM CpuUsagePct | The CPU Usage of the Javavirtual machine

The average garbage collection value in seconds between two garbage

1809 GClnterva Time )
- collections

Server Performance

Metric . i
Number/Name Metric Description
1013 _ Percentage of time Number of threads in pool reached configured
ThrdPool PctM ax maximum size.
1014 _ThrdPool CrtRt Number of threads created per minute.

Enterprise Java Beans (EJB)
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Metric Number/Name Metric Description

1020_EJBPool Util Percentage of active beans in the pool.

1022_EJBMethCallsRt | Number of EJB method calls per minute.

Number of times an EJB was written to or loaded from the database per

1024 EJBEntDatL dStRt .
- minute.

1025 _EJBPoolMissPct | Average Percentage of time acall to retrieve an EJB from the pool failed.

1026_EJBConcLives Average Number of bean objectsin the pool.

The rate at which the messages failed to be delivered to the bean

1810_MsgBackoutRate onMessage method (message driven beans)

The rate at which the returning object was discarded because the pool was

1811 ReturnDiscrdRt full (entity and stateless)

Therate at whch the prepared statements are discarded by the least

1814_PrdstcchdsrdRt recently used (LRU) algorithm of the statement cache

Servlets

Metric Number/Name Metric Description

1040_ServSessAvel.ife | Average lifetime of aservlet session in milliseconds.

1041_ServSessActSess | Number of sessions currently being accessed.

1042_ServinvSessRt Number of sessions being invalidated per second.

Web Applications

Metric Number/Name Metric Description

1045 WebAppServRegRt | Number of requests for a servlet per second.

1047_WebAppServErrRt | Number of errorsin a servlet per second.

1048 WebAppServLoad | Number of servlets currently loaded for aweb application.

1049 WebAppServRelRt | Number of servlets reloaded for aweb application per minute.
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JDBC

Metric Number/Name Metric Description

Average number of threads waiting for a connection from connection

1061_JDBCConPool Wait
- pools

1062_JDBConPoolWtTim | Average time that a client waited for a connection in milliseconds.

Number of times a client timed out waiting for a connection from the

1065_JDBConPool TimRt :
- pool per minute.

1066_JDBCConPool Thru Number of connections allocated and returned by applications per

second.
Transactions
Metric Number/Name Metric Description
1070_TranGlobDur Average duration of global transactions.
1071 _TranLocDur Average duration of local transactions.

1072_TranGlobCommDur | Average duration of commits for global transactions.

1073_TranLocCommDur | Average duration of commitsfor local transactions.

1075 _TranTimeoutRt Number of timed out global and local transactions per second.

Number of global and local transactions that were committed per

1076 TranCommitRt
- second.

1078_TranStartRtt Number of global and local transactions that were begun per second.

ThreadPool
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Metric Number/Name

Metric Description

1013_ThrdPool PctMax

Percentage of time number of threads in pool reached configured
maximum size.

1014_ThrdPool CrtRt

Number of threads created per minute.

1812_ThrdPoolHungRt

The rate at which the threads are declared hung

1813 CcrtThdPIHNgCt

The number of concurrently hung threads
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Data Store Detailsfor Graphs

The WebSphere SPI creates the following data store details for graphs for WebSphere Application
Server.

Data StoreData

Graph Name Policy L ogging Data Spec File Class

WBSSPI_0005

JVM Utilization WBSSPI_High_15min

WBSSPI_0013
WBSSPI_High_15min

ThreadPool
WBSSPI_0014

WBSSPI_High_15min

WBSSPI_0024
WBSSPI_High 05min

EJB Activity WBSSPI_0025

WBSSPI_Med 05min
WBSSPI_High 05min
WBSSPI_Low_05min

WBSSPI_0040

EJB Pool WBSSPI_High 1hn

WBSSPI_0026

EJB Pool Size WBSSPI_High_05min

WBSSPI_0041

Servlet Session Activity WBSSPI_High 1h

WBSSPI_0042
WBSSPI_High_1h
WBSSPI_Med_1h
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WBSSPI_0045
WBSSPI_Low_1h
WBSSPI_High_1h
WBSSPI_Med_1h

Servlet Session
Invalidations

WBSSPI_0047

WBSSPI_Low_1h
WBSSPI_High 1h
WBSSPI_Med_1h

WBSSPI_0048

WBSSPI_Low_1h
WBSSPI_High 1h
WBSSPI_Med_1h

WebA pplication
WBSSPI_0049

WBSSPI_Low_1h
WBSSPI_High_1h
WBSSPI_Med_1h

WBSSPI_0061
WBSSPI_High 05min

JDBC Pool Waits WBSSPI_0062
WBSSPI_Med_05min

WBSSPI_High 05min
WBSSPI_Low_05min

WBSSPI_0065
WBSSPI_Med _05min
WBSSPI_High_05min
WBSSPI_Low_05min

JDBC Pool Performance
WBSSPI 0066

WBSSPI_Med_05min
WBSSPI_High_05min
WBSSPI_Low_05min

WBSSPI_0070
WBSSPI_Med_05min
WBSSPI_High 05min
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WBSSPI_0071 wasspi_wbs_graph.sp | wasspi_wbs _graph
WBSSPI_Med_05min

Transaction Duration WBSSPI_High_05min

Times WBSSPI_0072
WBSSP_Med 05min
WBSSPI_High _05min

WBSSPI_0073
WBSSPI_Med_05min
WBSSPI_High _05min

WBSSPI_0074

WBSSPI_Med_05min
WBSSPI_High 05min
WBSSPI_Low_05min

WBSSPI_0075

WBSSPI_Med_05min
WBSSPI_High_05min
WBSSPI_Low_05min

WBSSPI_0076

WBSSPI_Med _05min
WBSSPI_High_05min
WBSSPI_Low_05min

Transaction Activity

WBSSPI_0077

WBSSPI_Med_05min
WBSSPI_High _05min
WBSSPI_Low_05min

WBSSPI_0078

WBSSPI_Med_05min
WBSSPI_High_05min
WBSSPI_Low_05min

WBSSPI_0807
WBSSPI_Low_15min
WBSSPI_Med_15min
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JVM Utilization

WBSSPI_0808
WBSSPI_Low_15min
WBSSPI_Med _15min

WBSSPI_0809

WBSSPI_Low_1h
WBSSPI_High_1h
WBSSPI_Med_1h

EJB Activity

WBSSPI_0810
WBSSPI_Low_15min
WBSSPI_Med_15min

WBSSPI_0811

WBSSPI_Low_15min
WBSSPI_High 15min
WBSSPI_Med 15min

ThreadPool

WBSSPI_0812

WBSSPI_Low_15min
WBSSPI_High_15min
WBSSPI_Med_15min

WBSSPI_0813
WBSSPI_Low_15min
WBSSPI_Med_15min
WBSSPI_High 1h

JDBC SQL Statistics

WBSSPI_0814
WBSSPI_High 15min
WBSSPI_Med _15min
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Error Messages

The listed error messages result from conditions detected in the operation of the Smart Plug-in for
WebSphere Application Server (WebSphere SPI), not WebSphere itself. Click on the error message
number to display detailed information about that error message.

1-21 23-43 201 - 225 226 - 303
WASSPI-1 WASSPI-23 WASSPI-201 WASSPI-226
WASSPI-2 WASSPI-24 WASSPI-202 WASSPI-227
WASSPI-3 WASSPI-25 WASSPI-203 WASSPI-228
WASSPI-4 WASSPI-26 WASSPI-204 WASSPI-229
WASSPI-5 WASSPI-27 WASSPI-205 WASSPI-230
WASSPI-6 WASSPI-28 WASSPI-206 WASSPI-231
WASSPI-7 WASSPI-29 WASSPI-207 WASSPI-232
WASSPI-8 WASSPI-30 WASSPI-208 WASSPI-234
WASSPI-9 WASSPI-31 WASSPI-209 WASSPI-235
WASSPI-10 WASSPI-32 WASSPI-210 WASSPI-236
WASSPI-11 WASSPI-33 WASSPI-211 WASSPI-237
WASSPI-12 WASSPI-34 WASSPI-213 WASSPI-238
WASSPI-13 WASSPI-35 WASSPI-214 WASSPI-241
WASSPI-14 WASSPI-36 WASSPI-216 Unknown
WASSPI-15 WASSPI-37 WASSPI-218
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WASSPI-16 WASSPI-38 WASSPI-219
WASSPI-18 WASSPI-39 WASSPI-221
WASSPI-19 WASSPI-40 WASSPI-222
WASSPI-20 WASSPI-41 WASSPI-223
WASSPI-21 WASSPI-42 WASSPI-224
WASSPI-22 WASSPI-43 WASSPI-225
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WASSPI-1

Description | Unable to create the lock file <filename> . File aready exists.

Severity Critical

Help Text | Probable Cause

Temporary lock files are used to avoid collisions when multiple WebSphere SPI data
collector processes attempt to access the same datafile. This error occurs when the
lock file cannot be created after severa attempts because it already exists.

Suggested Action
If afile by the same name already exists, it may not have been deleted by a previous
run of the WebSphere SPI data collector. Y ou should delete this file manually.
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WASSPI -2

Description | Cannot access the SPI configuration.

Severity Critical

Help Text | Probable Cause
A WebSphere SPI configuration file could not be located or accessed. Either thefile
does not exist or there was a problem reading the file.

Suggested Action

1. Verify that the WebSphere SPI has been configured correctly by running the SPI
Admin Verify tool. If the configuration is not correct, run the SPI Admin —
Discover or Configure WBSSPI tool.

2. Refer to thetext following the error message in the WBSSPI error log to help
identify the underlying cause of the problem, for example, an I/O exception. Y ou
can view the SPI error log for amanaged node by using the SPI Admin — View
Error Filetool. The error message can be identified by the date/time stamp.
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WASSPI -3

Description | Error parsing command line

Severity Critical

Help Text | Probable Cause
The WebSphere SPI data collector command lineisincorrectly specified in a schedule

policy.
Suggested Action

1. Refer to the text following the error message in the WBSSPI error log to help
identify the underlying cause of the problem, for example an 1/0O exception. You
can view the SPI error log for amanaged node by using the SPI Admin — View
Error Filetool. The error message can be identified by the date/time stamp.

2. Correct the policy that contains the incorrect command line and redeploy. Refer
to the HP Operations Smart Plug-in for WebSphere SPI Installation and
Configuration Guide for more information on the WebSphere SPI data collector
command line.
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WASSPI-4

Description | Error getting the metric definitions

Severity Critical

Help Text | Probable Cause

The WBSSPI data collector could not read the metric definitions XML document. This
error can be caused by a missing configuration property, an I/O error, an XML parsing
error, amissing file, or a corrupted serialized datafile.

Suggested Action

1. Refer to thetext following the error message in the WBSSPI error log to help
identify the underlying cause of the problem, for example, an I/O exception. You
can view the SPI error log for a managed node by using the SPI Admin — View
Error Filetool. The error message can be identified by the date/time stamp.

2. 1ftheUDM_DEFINITIONS FILE property ismissing from the WBSSPI
configuration file, run the SPI Admin — Discover or Configure WBSSPI tool
and set the value for this property.

3. If the problem iswith the metric definitionsfile (Met ri cDefi ni ti ons. xni
) that is shipped with the SPI for WebSphere, then reinstall the SPI for
WebSphere. Run the SPI Admin — Discover or Configure WBSSPI tool.

4. If the problem iswith a user-defined metric definitions file that is not shipped
with the SPI for WebSphere, verify that this XML file adheres to the
MetricDefinitions.dtd specification. Refer to the HP Operations Smart Plug-in
for WebSphere Installation and Configuration Guide for more information on
writing user-defined metrics. Reinstall your user-defined metric definition file.
Run the SPI Admin — Discover or Configure WBSSPI tool and verify that the
UDM_DEFINITIONS FILE property inthe SPI configuration, is specified
correctly.

5. If theunderlying error is'ClassNotFound, thisis an internal error. Report the
problem to HP support.
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WASSPI -5

Description | Error processing metric <metric_number> .

Severity Major

Help Text | Probable Cause
An error occurred while trying to collect data or perform calculations for the specified
metric.

Suggested Action

Refer to the text following the error message in the WBSSPI error log to help identify

the underlying cause of the problem. The error messages previous to this one may also
provide more information about the problem. Y ou can view the WBSSPI error log for

amanaged node by using the SPI Admin — View Error Filetool. The error message
can beidentified by the date/time stamp.
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WASSPI -6

Description | Required property <property_name> is missing from the WBSSPI configuration.

Severity Major

Help Text | Probable Cause
The specified required property is missing from the WBSSPI configuration file.

Suggested Action

1. Runthe SPI Admin — Discover or Configure WBSSPI tool. Verify that you
have specified the correct server information for the WebSphere servers on this
managed node.

2. Verify the property is specified correctly in the WBSSPI configuration file
(/ var / opt / OVI conf / wbsspi / Si t eConf i g on UNIX platforms or
\ %OvAgent Di r % wasspi \ wos\ conf\ Si t eConf i g on Windows platforms) on the
managed node in question.
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WASSPI -7

Description | Unable to contact server <server_name> at url=<URL> , port=<port>

Severity Critical

Help Text | Probable Cause
The specified server is not running at the specified port.

Suggested Action

1. SPI Admin — View Error Filetool. Verify that you have specified the correct
server name and port information for the WebSphere servers on this managed
node.

2. Verify that the properties, SERVERx_NAME and SERVERx_PORT, are
specified correctly in the WBSSPI configuration file
(/ var/ opt / OVI conf / wbsspi / Si t eConfi g on UNIX platforms or
\ %OvAgent Di r % wasspi \ wbs\ conf\ Si t eConf i g on Windows platforms) on the
managed node in question.

3. Veify that the WebSphere server is running on the managed node.

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P. Page 221



WebSphere Application Server SPI Online Help

WASSPI -8

Description | Error saving graphing or reporting datato file <file_name> .

Severity Critical

Help Text | Probable Cause
The specified graphing or reporting data file could not be found or an 1/0O error
occurred when trying to access thefile.

Suggested Action

1. Refer to the text following the error message in the WebSphere SPI error log to
help identify the underlying cause of the problem. Y ou can view the SPI error log
for amanaged node by using the SPI Admin — View Error Filetool . The error
message can be identified by the date/time stamp.

2. ldentify the stepsto reproduce the problem.

3. Runthe SPI Admin — Start Tracing tool to turn on tracing. Try to reproduce
the problem.

4. Runthe SPI Admin — Self-Healing Info tool. Contact HP support with the
information gathered by thistool.
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WASSPI -9

Description | Unable to retrieve property <property_name>

Severity Critical

Help Text | Probable Cause
A required property is missing from one of the WebSphere SPI configuration files.

Suggested Action

1. Refer to thetext following the error message in the WebSphere SPI error log to
help identify the missing property. Y ou can view the SPI error log for a managed
node by using the SPI Admin — View Error Filetool . The error message can
be identified by the date/time stamp.

2. Runthe SPI Admin — Discover or Configure WBSSPI tool. Verify that you
have specified the correct information for the WebSphere servers on the managed
node in question.

3. Veify that the missing property is now specified in the WBSSPI configuration
file (/ var/ opt/ OV/ conf / wbsspi / Si t eConfi g on UNIX platforms or
\ %OvAgent Di r % wasspi \ wbs\ conf\ Si t eConf i g on Windows platforms) on the
managed node in question.
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WASSPI-10

Description | Encountered problem accessing file <filename>

Severity Critical

Help Text | Probable Cause
The specified file could not be found, created, or accessed. Thisfile could be a

temporary file.

Suggested Action

1. Refer to the text following the error message in the WebSphere SPI error log to
help identify the file in question and the underlying cause of the problem. Y ou
can view the SPI error log for amanaged node by using the SPI Admin — View
Error Filetool. The error message can be identified by the date/time stamp.

2. Verity that you have enough disk space to create temporary files.

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P. Page 224



WebSphere Application Server SPI Online Help

WASSPI-11

Description | No servers have been specified in the WebSphere SPI configuration file.

Severity Critical

Help Text | Probable Cause
The number of WebSphere servers specified in the WBSSPI configuration file for the

managed node in question is 0.

Suggested Action

1. Runthe SPI Admin — Discover or Configure WBSSPI tool. Verify that you
have specified the correct server name and port information for the WebSphere
servers on this managed node.

2. Verify that the property, NUM_SERVERS, in the WBSSPI configuration file
(/ var/ opt / OVI conf / wbsspi / Si t eConfi g on UNIX platforms or
\ %OvAgent Di r % wasspi \ wbs\ conf\ Si t eConf i g on Windows platforms) is set to
the number of WebSphere servers on this managed node.
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WASSPI-12

Description | Command <command> returned an error exit code <exit code>

Severity Critical

Help Text | Probable Cause
A command started by the WBSSPI collector has returned an error (non-zero) exit
code.

Suggested Action

. ldentify the steps to reproduce the problem.

. Run the SPI Admin — Start Tracing tool to turn on tracing.

1

2

3. Reproduce the problem.

4. Runthe SPI Admin — Stop Tracing tool to turn off tracing.
5

. Run the SPI Admin — Self-Healing I nfo tool. Contact HP support with the
information gathered by thistool.
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WASSPI-13

Description | Exception occurred while running an opcmon process.

Severity Critical

Help Text | Probable Cause
The WebSphere SPI data collector attempted to run a process to execute an opcmon
call. Either the process could not be created or was interrupted.

Suggested Action
For UNIX systems make sure the kernel configurable parameters NPROC and
MAXUPRC are set high enough to allow process creation.
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WASSPI-14

Description | Unable to find file <file_name>

Severity Critical

Help Text | Probable Cause
A filerequired by the WebSphere SPI data collector could not be found.

Suggested Action

1. Refer to thetext following the error message in the WebSphere SPI error log to
help identify the file in question and the underlying cause of the problem.Y ou can
view the SPI error log for a managed node by using the SPI Admin — View
Error Filetool. The error message can be identified by the date/time stamp.

2. SPI Admin — View Error Filetool on this managed node.
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WASSPI-15

Description | Error parsing XML document <file_name> .

Severity Critical

Help Text | Probable Cause
An error occurred while parsing the specified XML document.

Suggested Action

1. Refer to thetext following the error message in the WebSphere SPI error log to
help identify the underlying cause of the problem. Y ou can view the SPI error log
for amanaged node by using the SPI Admin — View Error Filetool. The error
message can be identified by the date/time stamp.

2. If the XML document was provided by the user, correct the document. Refer to
the SPI for WebSphere Installation and Configuration Guide for more
information on writing user-defined metrics.

3. If the XML document is a document that is shipped with the WBSSPI, run the
SPI Admin — Discover or Configure WBSSPI tool to reinstall the WBSSPI
configurationfiles.
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WASSPI-16

Description | A bad filter (<filter_value> ) was specified for metric <metric_number> .

Severity Major

Help Text | Probable Cause
A metric filter isincorrectly specified in the metric definitions XML document.

Suggested Action

1. If themetricis specified in an XML document that was provided by the user,
correct the document. Refer to the HP OPerations Smart Plug-in for WebSphere
Installation and Configuration Guide for more information about the correct
format for a user-defined metric definition document.

2. If the metric is a pre-defined metric that is shipped with the WebSphere SPI, run
the SPI Admin — Discover or Configure WBSSPI tool to reinstall the
WBSSPI configuration files.
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WASSPI-18

Description | Datalogging failed: ddflog returned error <error_number> .

Severity Critical

Help Text | Probable Cause
The ddflog process started by the WebSphere SPI data collector returned a non-zero
error code.

Suggested Action

1. Identify the stepsto reproduce the problem.

2. Runthe SPI Admin — Start Tracing tool to turn on tracing. Try to reproduce
the problem.

3. Runthe SPI Admin — Self-Healing I nfo tool. Contact HP support with the
information gathered by thistool.
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WASSPI-19

Description | Encountered problem instantiating XSL T transformer with <file_name>

Severity Major

Help Text | Probable Cause
The XSL document that specifies the auto action report output contains errors.

Suggested Action

Run the SPI Admin — Discover or Configure WBSSPI tool with the managed node
selected.
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WASSPI-20

Description | Encountered problem creating report for metric <metric_number>

Severity Major

Help Text | Probable Cause
An error occurred while producing atext report for the specified metric.

Suggested Action

Run the SPI Admin — Discover or Configure WBSSPI tool with the managed node
selected.
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WASSPI-21

Description | Encountered problem instantiating factory implementation <class name> .

Severity Critical

Help Text | Probable Cause
The java property specifying the class name isincorrect or the class does not
implement the AppServerFactory interface.

Suggested Action
Verify java property, appserver.implementation is set to the fully qualified name of the
class which implements the AppServerFactory interface.

For example, if set on the java command-line:

' - Dappserver.inpl enentation=
com hp. openvi ew. wasspi . WBSAppSer ver Factory' .
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WASSPI-22

I The PMI instrumentation level was changed from <old_level> to <new_level> for
Description )
"""" module <module_name> in server <server_name> .

Severity Warning

Help Text | Probable Cause

A requested metric's impact rating exceeded the instrumentation level settings of the
application server. The instrumentation level of the appropriate PMI module was raised
to enable collection of the requested metric.

Suggested Action : NA
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WASSPI-23

Description | Error initializing collector analyzer for server <server_name> .

Severity Critical

Help Text | Probable Cause
An exception was encountered while preparing to monitor server <server_name> .

Suggested Action

1. Refer to thetext following the error message in the WBSSPI error log to help
identify the underlying cause of the problem. Y ou can view the SPI error log for a
managed node by using the SPI Admin — View Error Filetool. The error
message can be identified by the date/time stamp.

2. ldentify the steps to reproduce the problem.

3. Runthe SPI Admin — Start Tracing tool to turn on tracing. Try to reproduce
the problem.

4. Runthe SPI Admin — Self-Healing I nfo tool. Contact HP support with the
information gathered by thistool.
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WASSPI-24

Description | Error logging in to server <server_name> with login <login>

Severity Critical

Help Text | Probable Cause
A security exception occurred while logging in to the specified server.

Suggested Action

1. Runthe SPI Admin — Discover or Configure WBSSPI tool on the managed
node on which the error occurred and verify that you have specified the correct
login and password properties.

2. Verify thelogin has appropriate permissions.
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WASSPI-25

Description | Performance monitoring serviceis not enabled on server <server_name>

Severity Warning

Help Text | Probable Cause
PMI serviceis not enabled on server <server_name> .

Suggested Action

1. Usethe WebSphere Administrative Console to enable PMI on server
<server_name> .

2. Restart the server <server_name> .
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WASSPI-26

Description | The datalogging process for server <server_name> timed-out.

Severity Major

Help Text | Probable Cause

""""" Depending on your configuration, either HP Performance Agent or CODA failed to
exit before the time-ouit.

Suggested Action

1. Restart CODA using commandopcagt -start .

2. Restart HP Performance Agent using commandmwa restart .
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WASSPI-27

Description | RMI collector unable to process <command> .

Severity Warning

Help Text | Probable Cause
An exception was encountered while performing an rmid related operation.

Suggested Action

1. Refer to thetext following the error message in the WBSSPI error log to help
identify the underlying cause of the problem. Y ou can view the SPI error log for a
managed node by using the SPI Admin — View Error Filetool. The error
message can be identified by the date/time stamp.

2. ldentify the steps to reproduce the problem.

3. Runthe SPI Admin — Start Tracing tool to turn on tracing. Try to reproduce
the problem.

4. Runthe SPI Admin — Self-Healing I nfo tool. Contact HP support with the
information gathered by thistool.
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WASSPI-28

Description | RMID on port <port> has been <status> .

Severity Normal
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WASSPI-29

Description | Collector server <server id> for Java home < path> has been started.

Severity Normal
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WASSPI-30

Description | Failed to start <rmid_path> on port <port> .

Severity Critical

Help Text | Probable Cause
The specified port isalready in use.

Suggested Action

Run the SPI Admin — Discover or Configure WBSSPI tool. Set the RMID_PORT
property to a port number which is not currently in use.
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WASSPI-31

Description | Lost connection to RMI collector while processing <command> .

Severity Warning
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WASSPI-32

Description | Unable to retrieve metadata for MBean <JMX-ObjectName> .

Severity Warning
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WASSPI-33

Description | No actions matched server <server hame> , version <version> .

Severity Warning

Help Text | Probable Cause

JMXAction element(s) define FromVersion and ToV ersion tags which do not match
the server version.

Suggested Action

If the action isvalid on the server, then either adjust the IMXAction definition's
FromVersion/ToVersion elements or the server's VERSION property.
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WASSPI-34

Description | Metric <metric id> does not define any actions.

Severity Warning

Help Text | Probable Cause
The metric ID specified with the action -m option does not define a IMXActions

element.
Suggested Action

Correct the action -m option if an incorrect metric ID was specified, otherwise add a
JMXActions definition to the metric definition.
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WASSPI-35

Description | Error executing action <action command-line> .

Severity Major

Help Text | Probable Cause
An unexpected error occurred while executing the action.

Suggested Action

View the managed node's error log to determine the root cause which islogged
following the error message.
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WASSPI-36

MBean <JMX objecthame> on server <server name> , does not expose operation

Description :
<operation name> .

Severity Warning

Help Text | Probable Cause
An action's IMXCalls element defines an operation not exposed by the specified
MBean.

Suggested Action

Correct the IMX Calls element or remove the operation from the element.
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WASSPI-37

MBean <JMX objecthame> on server <server name> , does not expose attribute

Description i :
escriptio < attribute name> for write.

Severity Warning

Help Text | Probable Cause
An action's IM X Calls element defines awrite attribute exposed by the specified
MBean as read-only.

Suggested Action

If it's a custom MBean, update the M Bean's management interface so the attribute
iswritable, otherwise remove the attribute definition from the IM X Calls element.
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WASSPI-38

MBean <JMX objecthame> on server <server name> , does not expose attribute

Description < attribute name> .

Severity Warning

Help Text | Probable Cause
An action's IM X Calls element defines an attribute not exposed by the specified
MBean ObjectName.

Suggested Action

Correct the IM X Calls e ement or remove the attribute from the element.

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P. Page 251



WebSphere Application Server SPI

Online Help

WASSPI -39

Description | Error invoking operation <operation name> on MBean <JMX objectname> .
Severity Major
Help Text | Probable Cause

An unexpected error occurred while invoking an operation on the specified M Bean.

The managed resource may have thrown an exception.
Suggested Action

View the managed node's errorlog to determine the root cause which islogged
following the error message.
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WASSPI-40

Description | Error setting attribute <attribute name> on MBean <JMX objectname> .

Severity Major

Help Text | Probable Cause
An unexpected error occurred while setting an attribute on the specified M Bean.
The managed resource may have thrown an exception.

Suggested Action

View the managed node's errorlog to determine the root cause which islogged
following the error message.
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WASSPI-41

Description | Error getting attribute <attribute name> from MBean <JMX objectname> .

Severity Major

Help Text | Probable Cause
An unexpected error occurred while getting an attribute from the specified
MBean. The managed resource may have thrown an exception.

Suggested Action

View the managed node's errorlog to determine the root cause which islogged
following the error message.
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WASSPI-42

Description | Error running command <command> .
Severity Critical
Help Text | Probable Cause

A command started by the WBSSPI collector reported an error.

Suggested Action

|dentify the steps to reproduce the problem.

Run the SPI Admin — Start Tracing tool to turn on tracing.
Reproduce the problem.

Run the SPI Admin — Stop Tracing tool to turn off tracing.

o ~ w D

Run the SPI Admin — Self-Healing I nfo tool. Contact HP support with
the information gathered by thistool.
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WASSPI-43

Description | Error publishing event <event-type> .
Severity Major
Help Text | Probable Cause

An unexpected error occurred while a publisher was handling a metric or collect
event.

Suggested Action

View the managed node's errorlog to determine the root cause which islogged
following the error message.
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WASSPI-201

Description | File <filename> not found

Severity Critical

Help Text | Probable Cause
A configuration file could not be found.

Suggested Action

Run the SPI Admin — Discover or Configure WBSSPI tool. Verify that the correct
information has been specified for the WebSphere servers on the managed node on
which the error occurred.
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WASSPI-202

Description | Cannot read file <filename>

Severity Critical

Help Text | Probable Cause

1. A filecould not be opened or it could not be found.

2. Permissions may be incorrect or adirectory may be corrupt.

Suggested Action

1. Runthe SPI Admin — Discover or Configure WBSSPI tool. Verify that you
have specified the correct information for the WebSphere servers on the managed
node on which the error occurred.

2. Verify that the permissions are correct for the HP Operations agent user to read
thisfile.

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P. Page 258



WebSphere Application Server SPI Online Help

WASSPI-203

Description | Cannot write file <filename>

Severity Critical

Help Text | Probable Cause
Permissions may beincorrect, or afile or directory may be corrupt.

Suggested Action

1. Runthe SPI Admin — Discover or Configure WBSSPI tool. Verify that the
correct information has been specified for the WebSphere servers on the managed
node on which the error occurred.

2. Verify that the permissions are correct for the HP Operations agent user to read
thisfile.
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WASSPI-204

Description | Error sending opcmsg < message>

Severity Critical

Help Text | Probable Cause

There was a problem running opcmsg. ‘opcmsy’ may be missing or not have
permissions to execute (HPOM installation errors) or the system process table may be
full.

Suggested Action

Confirm that the WBSSPI-M essages policy has been deployed on the managed node.
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WASSPI-205

Description | Error sending opcmon <command>

Severity Critical

Help Text | Probable Cause

There was a problem running opcmon. ‘opcmon’ may be missing or not have
permissions to execute (HPOM installation errors) or the system process table may be
full.

Suggested Action

Confirm that HPOM is properly installed and deployed to the managed node. Ensure
that the process tableisnot full. If itis, consider having the system administrator
increase it.
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WASSPI-206

Description | Cannot read directory <directory>

Severity Critical

Help Text | Probable Cause
The permissions on the directory prevent the HP Operations agent user from reading it
or the directory is corrupt.

Suggested Action
Verify that the permissions are correct for the HP Operations agent user for this
directory.
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WASSPI-207

Description | Cannot move <filename> to <filename>

Severity Critical

Help Text | Probable Cause

1. Insufficient permissions
2. Insufficient disk space
3. Filetable problems

Suggested Action

1. Verify that the permissions are correct for the HP Operations agent user.

2. Verify that thereis enough disk space to create files.

3. Runthe SPI Admin — Discover or Configure WBSSPI tool.
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WASSPI-208

Description | The SPI must be configured before it can be used

Severity Critical

Help Text | Probable Cause
The SPI has not been configured on this node.

Suggested Action

1. Runthe SPI Admin — Discover or Configure WBSSPI tool. Verify that you
have specified the correct information for the WebSphere servers on the managed
node on which the error occurred.

2. Runthe SPI Admin — Discover or Configure WBSSPI tool. Verify that you
have specified the correct information for the WebSphere servers on the managed
node on which the error occurred.
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WASSPI-209

Description | Cannot contact WebSphere server

Severity Critical

Help Text | Probable Cause

1. The server could be down or not responding.

2. The SPI may be configured incorrectly.

Suggested Action

1. Verify that WebSphereis up and running properly.
2. Runthe SPI Admin — Discover or Configure WBSSPI tool.

3. Runthe SPI Admin — Verify tool on the managed node to confirm that the SPI
has been successfully configured.
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WASSPI-210

Description | Cannot configure the SPI

Severity Critical

Help Text | Probable Cause
The SPI configuration process failed.

Suggested Action

1. Refer to thetext following the error message in the WebSphere SPI error log to
help identify the underlying cause of the problem. The error messages previous to
this one will provide more information about the problem. Y ou can view the SPI
error log for amanaged node by using the SPI Admin — View Error Filetool.
The error message can be identified by the date/time stamp.

2. Runthe SPI Admin — Discover or Configure WBSSPI tool.
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WASSPI-211

Description | Cannot create directory <directory>

Severity Critical

Help Text | Probable Cause
There are insufficient permissions for the HP Operations agent user to create the
directory or thereisinsufficient disk space.

Suggested Action

1. Verify that the permissions are correct for the HP Operations agent user for this
directory.

2. Verify that thereis enough disk space.
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WASSPI-213

Description | Improper parameters to program <name> . Usage: <usage>

Severity Critical

Help Text | Probable Cause
The parameters to the program are incorrect.

Suggested Action
Correct the parameters.
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WASSPI-214

Description | Cannot run program < program name>

Severity Critical

Help Text | Probable Cause

""" The program failed to run. It may be missing, permissions may be incorrect, the
process table may be full.

Suggested Action
1. Verify that thefile exists. If it isa SPI program and the file is missing, run the

Run the SPI Admin — Discover or Configure WBSSPI tool with the managed
node sel ected.

2. Verify that the permissions are correct for the HP Operations agent user.
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WASSPI-216

Description | Configuration variable <name> missing for server <server_name>

Severity Critical

Help Text | Probable Cause
A required SPI configuration variable was not found.

Suggested Action

1. Runthe SPI Admin — Discover or Configure WBSSPI tool.

2. Verify that the correct information has been specified in the configuration for the
managed node on which the error occurred.
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WASSPI-218

Description | WebSphere monitoring has been turned OFF for <server_name>

Severity Warning

Help Text | Probable Cause
Collection has been turned off for the specified server.

Suggested Action

If desired, collection can be turned on by running the SPI Admin — Start Monitoring
tool.
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WASSPI-219

Description | WebSphere monitoring has been turned ON for <server _name>

Severity Critical

Help Text | Probable Cause
Collection has been turned on for the specified server

Suggested Action

If desired, collection can be turned off by running the SPI Admin — Stop Monitoring
tool.
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WASSPI-221

Description | <file_name> does not exist

Severity Critical

Help Text | Probable Cause
The specified file does not exist. If it isalog file, no entries have ever been logged to
it. If it isa property file, then it has not been configured.

Suggested Action
Log files: If there have never been any entries written to the file, no action is necessary.
Otherwise, run the SPI Admin — Discover or Configure WBSSPI tool.

Property files: Run the SPI Admin — Discover or Configure WBSSPI tool.
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WASSPI-222

Description | <file_name> isempty

Severity Critical

Help Text | Probable Cause

The specified fileisempty. If it isalog file, no entries have ever been logged toit, or
the entries have been cleaned out. If it isa property file, thenit is not properly
configured.

Suggested Action
If the fileis aconfiguration file, run the SPI Admin — Discover or Configure
WBSSPI tool.
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WASSPI-223

Description | Cannot read <file_name>

Severity Critical

Help Text | Probable Cause

1. A filecould not be opened or it could not be found.

2. Permissions may be incorrect or adirectory may be corrupt.

Suggested Action

1. Runthe SPI Admin — Discover or Configure WBSSPI tool. Verify that you
have specified the correct information for the WebSphere servers on the managed
node on which the error occurred.

2. Verify that the permissions are correct for the HP Operations agent user to read
thisfile.
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WASSPI-224

Description | ddfcomp returned an error configuring <name>

Severity Warning

Help Text | Probable Cause
ddfcomp returned an error. This could be because neither OVPA nor CODA is
installed on the system or because an error occurred while configuring the performance

agent.
Suggested Action

1. If the performance agent is not installed, this error can be ignored.
2. Otherwise, identify the stepsto reproduce the problem.

3. Runthe SPI Admin — Start Tracing tool to turn on tracing. Try to reproduce
the problem.

4. Runthe SPI Admin — Self-Healing Info tool. Contact HP support with the
information gathered by thistool.
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WASSPI-225

Description | No logfiles were found. Did you run ‘ Discover or Configure WBSSPI’ ?

Severity Critical

Help Text | Probable Cause
Thelogfilelist isempty.

Suggested Action

Run the SPI Admin — Discover or Configure WBSSPI tool.
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WASSPI-226

Description | Cannot read file <file_name>

Severity Critical

Help Text | Probable Cause

1. A filecould not be opened or it could not be found.

2. Permissions may be incorrect or adirectory may be corrupt.

Suggested Action

1. Runthe SPI Admin — Discover or Configure WBSSPI tool.

2. Verify that you have specified the correct information for the WebSphere servers
on the managed node on which the error occurred.

3. Veify that the permissions are correct for the HP Operations agent user to read
thisfile.
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WASSPI-227

Description | No Operations performance agent isinstalled. Data source will not be configured.

Severity Warning

Help Text | Probable Cause
If an Operations performance tool is available, the SPI will integrate with it. This
warning indicates that noneis available.

Suggested Action
If you should have a performance agent installed, verify that it isinstalled correctly and
isrunning; reinstall it if necessary. Otherwise, this message can be ignored.
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WASSPI-228

Description | ddflog returned an error logging <datasource> : <message>

Severity Critical

Help Text | Probable Cause
ddflog returned an error. This could be because the SPI was not properly configured to
support logging performance data.

Suggested Action

1. Redeploy SPI for WebSphere and SPI Data Collector instrumentation on the node
having the problem.

2. Otherwise, examine the system error message, if any, for cluesto the problem.

3. Runthe SPI Admin — Start Tracing tool to turn on tracing. Try to reproduce
the problem.

4. Runthe SPI Admin — Self-Healing Info tool. Contact HP support with the
information gathered by thistool.
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WASSPI-229

Description | Cannot connect to directory <directory-name>

Severity Critical

Help Text | Probable Cause
The directory does not exist, or the user the agent is running under does not have
appropriate permissions to the directory.

Suggested Action

Run the SPI Admin — Discover or Configure WBSSPI tool.
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WASSPI-230

Description | Cannot get lock <file> after <time>

Severity Critical

Help Text | Probable Cause

Thelock file <file> was not cleared in the <time> indicated. This could be dueto a
very slow running or hung SPI process. Also could be a SPI process that had alock
was killed before the lock it had open had been cleared.

Suggested Action
Make sure no SPI processes are running. Manually remove the lock file.
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WASSPI-231

Description | Error starting JRE <JVM_file> : <message>

Severity Critical

Help Text | Probable Cause

« Some error occurred starting or running Java (the core of the SPI collector iswritten
in Java). This could be that the specified VM does not exist, or that the collector had
some error.

o TheJAVA_HOME variable in the SPI configuration is not set correctly.

Suggested Action
Check for other errors generated at the same time, they may indicate the real cause. If
the specified file does not exist, check your JAVA_HOME or HOME variablesin the
SPI configuration.
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WASSPI-232

Description | Server <name> specified on command line, but not in configuration

Severity Critical

Help Text | Probable Cause

There was a-i or -e specified on the collector command line which specified a server
name that was not listed in the SPI configuration file. The collector only knows about
serverslisted in the configuration file.

Suggested Action

1. Specify acorrect server name on the command line.
2. Runthe SPI Admin — Discover or Configure WBSSPI tool.

3. Veify the WebSphere server names are correctly listed and spelled in the SPI
configuration. Note that the server name is case-sensitive.
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WASSPI-234

Description | Error running program <file> , return value: <n>

Severity Critical

Help Text | Probable Cause

The SPI attempted to run some tool or auxiliary program and encountered an error
doing so. Thetools or program is shown in the message as <file> and the return code
from attempting to run it is shown as<n> .

Suggested Action

If the tool isa SPI tool, make sure the SPI has been installed and configured correctly.
If not reinstall or reconfigure. If it isasystem tools, make sure there are no system
problems that prevent the tool from running.
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WASSPI-235

Description | Restart of PA agent failed

Severity Warning

Help Text | Probable Cause
The SPI attempted to automatically restart the PA agent and the automatic attempt
failed.

Suggested Action
Restart the PA agent manually withthemmwa restart server command.
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WASSPI-236

Description | Failure when running XSLT on <xml> with stylesheet <xd> : <message>

Severity Critical

Help Text | Probable Cause
As part of setting up graphing for user defined metrics, the UDM XML is tranglated.
This message indicated that tranglation failed for some reason.

Suggested Action
Review the message shown. It ismost likely that thereisan error in the XML.
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WASSPI-237

Description | Setting up Data Source <datasource>

Severity Normal

Help Text | Probable Cause
Thisis an informational message that an HP Performance Manager or PA datasource

was setup.
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WASSPI-238

Description | No User Defined Metrics found

Severity Warning

Help Text | Probable Cause
The IMX Metric Builder - WBSSPI —~ UDM Graph Enable tool was run, but no
UDM metrics had been defined.

Suggested Action
Run the SPI Admin — Discover or Configure WBSSPI tool and check that the
UDM XML file(UDM_DEFINITIONS FILE property) has been named correctly.
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WASSPI-241

Description | Cannot delete file <file>

Severity Critical

Help Text | Probable Cause

The SPI attempted to delete afile, but was unable to do so. It may be that the
protection of thefileis set so that the HP Operations agent user cannot delete it, or that
there is some system problem preventing the file from being del eted.

Suggested Action
Make sure the protection of thefileis correct.
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WASSPI-303

Description | WBSSPI Configuration on the Server Updated.
Severity Normal
Help Text | Probable Cause: NA

Potential Impact : NA

Suggested Action : NA
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WASSPI-501

Description | Retrieving configuration data from the HPOM server

Severity Normal

Help Text | Thisisanormal operation performed by the WBSSPI Discovery policy. Theentry in

the A (Action) column of the Active Messages view should change from R (running) to
S (Success). If the entry in this column changesto F (Fail), the discovery operation
cannot be completed successfully.

Run the SPI Admin — Discover or Configure WBSSPI tool again and select this
node when the tool islaunched.

If problem persists, select the Help on HP Operations option from the Help menu. The
section titled Smart Plug-in for WebSphere provides instructions on how to use the SPI
Admin — Discover or Configure WBSSPI tool to manually configure the SPI for
WebSphere.
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WASSPI-502

Description | Updating the WBSSPI configuration data with discovered information

Severity Normal

Help Text | Thisisanormal operation performed by the WBSSPI Discovery policy. Theentry in

the A (Action) column of the Active Messages view should change from R (running) to
S (Success). If the entry in this column changesto F (Fail), the discovery operation
cannot be completed successfully.

Run the SPI Admin — Discover or Configure WBSSPI tool again and select this
node when the tool islaunched.

If problem persists, select the Help on HP Operations option from the Help menu. The
section titled Smart Plug-in for WebSphere provides instructions on how to use the SPI
Admin — Discover or Configure WBSSPI tool to manually configure the SPI for
WebSphere.
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WASSPI-503

Description

SPI configuration on the management server has been updated by the Auto-
Discovery.

Help Text

Probable Cause: NA
Potential Impact : NA

Suggested Action : NA
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WASSPI-541

Description | No application server found
Severity Major
Help Text | Probable Cause

WebSphere AdminServer 4.0 is not running on the node.
Potential Impact : NA

Suggested Action

« Verify that the WebSphere 4.0 AdminServer is running by launching the
administrative console on the node. If the administrative console fails to launch, start
the WebSphere 4.0 AdminServer. Run the Discover or Configure WBSSPI tool
again and select this node when the tool is launched.

« Launchthe SPI Admin — Discover or Configure WBSSPI tool from the HP
Operations console and select the node from the list. Set the correct
LOGIN/PASSWORD properties for the node (overwrite the existing encrypted data).
Allow the WBSSPI Discovery process to run again on the selected node.

Y NOTE:

A WebSphere 4.0 AdminServer isidentified by the port number it uses. If the port
number is not the default value (port 900) or if multiple instances of the
AdminServer are present, verify that the correct information is entered for each
specific instance of the AdminServer in the WebSphere SPI configuration file.
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WASSPI-561

Description | WBS Admin Server Error

Severity Critical

Help Text | Probable Cause

WebSphere Application Server versions 4: Unsuccessful login to the secured
WebSphere environment.

Potential Impact : NA

Suggested Action

« Launch the WebSphere administrative console on the node and check if security is
enabled. Also make sure that the LOGIN and PASSWORD variables (properties) for
this node are present and valid in the WBSSPI configurations. Using the 'SPl Admin-
>Discover or Configure WBSSPI' Tool from the HP Operations Operations console,
verify the accuracy of the information. The PASSWORD information is encrypted

for security purposes.

o Launchthe SPI Admin — Discover or Configure WBSSPI tool from the HP
Operations Operations console and select the node from the list. Set the correct
LOGIN/PASSWORD properties for the node (overwrite the existing encrypted data).
Allow the WBSSPI Discovery process to run again on the selected node.

¥ NOTE:

A WebSphere 4.0 AdminServer isidentified by the port number it uses. If the port
number is not the default value (port 900) or if multiple instances of the
AdminServer are present, verify that the correct information is entered for each
specific instance of the AdminServer in the WebSphere SPI configuration file.

If the suggested solutions fail and the problem persists, contact your HP Operations
representative for assistance.
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WASSPI-562

Description | Security accessfailure. Missing or invalid LOGIN/PASSWORD parameter for the
WebSphere AdminServer on port: <port_number >

Severity Critical

Help Text | Probable Cause

» WebSphere Application Server versions 4: The values for the LOGIN and
PASSWORD variables (properties) for this node are missing from the WBSSPI
configurations, or incorrect information was entered.

Potential Impact : NA

Suggested Action

» Launch the WebSphere administrative console on the node and check if security is
enabled. Also make sure that the LOGIN and PASSWORD variables (properties) for
this node are present and valid in the WBSSPI configurations. Using the SPI Admin
—= Discover or Configure WBSSPI tool from the HP Operations console, verify the
accuracy of the information. The PASSWORD information is encrypted for security
purposes.

« Launchthe SPI Admin — Discover or Configure WBSSPI tool from the HP
Operations Operations console and select the node from the list. Set the correct
LOGIN/PASSWORD properties for the node (overwrite the existing encrypted data).
Allow the WBSSPI Discovery process to run again on the selected node.

Y NOTE:

A WebSphere 4.0 AdminServer isidentified by the port number it uses. If the port
number is not the default value (port 900) or if multiple instances of the
AdminServer are present, verify that the correct information is entered for each
specific instance of the AdminServer in the WebSphere SPI configuration file.

« |f the suggested action does not fix the problem, contact your HP support
representative.
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WASSPI-563

Description | Security accessfailure. Invalid LOGIN/PASSWORD parameter for the WebSphere
AdminServer on port: <port_number >

Severity Critical

Help Text | Probable Cause

» WebSphere Application Server versions 4: The LOGIN and PASSWORD properties
for this node are missing from the WebSphere SPI configuration file or are incorrect.

Potential Impact : NA

Suggested Action

 Launch the WebSphere administrative console on the node and check if security is
enabled. Also make sure that the LOGIN and PASSWORD variables (properties) for
this node are present and valid in the WBSSPI configurations. Using the SPI Admin
—» Discover or Configure WBSSPI tool from the HP Operations Operations
console, verify the LOGIN and PASSWORD information for the node. The
PASSWORD information is encrypted for security purposes.

« Launchthe SPI Admin — Discover or Configure WBSSPI tool from the HP
Operations console and select the node from the list. Set the correct
LOGIN/PASSWORD properties for the node (overwrite the existing encrypted data).
Allow the WBSSPI Discovery process to run again on the selected node.

% NOTE:

A WebSphere 4.0 AdminServer isidentified by the port number it uses. If the port
number is not the default value (port 900) or if multiple instances of the
AdminServer are present, verify that the correct information is entered for each
specific instance of the AdminServer in the WebSphere SPI configuration file.

« If the suggested action does not fix the problem, contact your HP support
representative.
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WASSPI-564

Description | Security access failure. Unable to communicate with the WebSphere AdminServer on
port: <port_number >

Severity Critical

Help Text | Probable Cause
« WebSphere AdminServer 4.0 is not running on the node.

« The LOGIN and PASSWORD properties for this node are missing from the
WebSphere SPI configuration file or are incorrect.

Potential Impact : NA

Suggested Action

 Launch the WebSphere administrative console on the node and check if security is
enabled. Also make sure that the LOGIN and PASSWORD variables (properties) for
this node are present and valid in the WBSSPI configurations. Using the SPI Admin
—= Discover or Configure WBSSPI tool from the HP Operations Operations
console, verify the LOGIN and PASSWORD information for the node. The
PASSWORD information is encrypted for security purposes.

o Launchthe SPI Admin — Discover or Configure WBSSPI tool from the HP
Operations console and select the node from the list. Set the correct
LOGIN/PASSWORD properties for the node (overwrite the existing encrypted data).
Allow the WBSSPI Discovery process to run again on the selected node.

D NOTE:

A WebSphere AdminServer isidentified by the port number it uses. If the port
number is not the default value (port 900) or if multiple instances of the
AdminServer are present, verify that the correct information is entered for each
specific instance of the AdminServer in the WebSphere SPI configuration file.

If the suggested actions do not fix the problem, contact your HP support representative.
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WASSPI-565

Description | Security access failure. Unable to login to the WebSphere AdminServer on port:
<port_number >

Severity Critical

Help Text | Probable Cause

WebSphere Application Server versions 4: The LOGIN and PASSWORD properties
for this node are missing from the WebSphere SPI configuration file or are incorrect.

Potential Impact : NA

Suggested Action

 Launch the WebSphere administrative console on the node and check if security is
enabled. Also make sure that the LOGIN and PASSWORD variables (properties) for
this node are present and valid in the WBSSPI configurations. Using the SPI Admin
—= Discover or Configure WBSSPI tool from the HP Operations Operations
console, verify the LOGIN and PASSWORD information for the node. The
PASSWORD information is encrypted for security purposes.

» Launchthe SPI Admin — Discover or Configure WBSSPI tool from the HP
Operations console and select the node from the list. Set the correct
LOGIN/PASSWORD properties for the node (overwrite the existing encrypted data).
Allow the WBSSPI Discovery process to run again on the selected node.

Y NOTE:

A WebSphere 4.0 AdminServer isidentified by the port number it uses. If the port
number is not the default value (port 900) or if multiple instances of the
AdminServer are present, verify that the correct information is entered for each
specific instance of the AdminServer in the WebSphere SPI configuration file.

« If the suggested action does not fix the problem, contact your HP support
representative.
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WASSPI-571

Description

Failed to Communicate with WebSphere 5 Application Server.

Help Text

Probable Cause : NA
Potential Impact : NA

Suggested Action :

1. Create or start one or more application servers on the node. Select the node

and run the SPI Admin — Discover or Configure WBSSPI tool again.
Make sure that al of the application servers you want to monitor are running,
before the WBSSPI Discovery policy is deployed or the SPI Admin —
Discover or Configure WBSSPI tool islaunched. Only the servers that are
running will be automatically configured.

WebSphere Application Server versions 5 : Unsuccessful login to the secured
WebSphere application server environment.

Verification : Launch the WebSphere administrative console on the node and
check if security isenabled. Also, make sure that the LOGIN and
PASSWORD variables (properties) for this node are present and valid in the
WBSSPI configurations. Launch the SPI Admin — Discover or Configure
WBSSPI tool and verify the accuracy of the information. The PASSWORD
information is encrypted for security purposes.

. Run the SPI Admin — Discover or Configure WBSSPI tool and select the

node from the list. Set the correct LOGIN/PASSWORD properties for the
node (overwrite the existing encrypted data). Allow the WBSSPI Discovery
process to run again on the selected node.

D NOTE:

If problem persists, refer to the document HP Operations Smart Plug-in for
WebSphere Application Server Installation and Configuration Guide . The
chapter called Configuring the WebSphere SPI provides instructions on how to
manually configure the WebSphere SPI.
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WASSPI-572

Description | WebSphere 5 Login Error - Missing Login Data

Help Text | Probable Cause:

WebSphere Application Server versions 5
The valuesfor the LOGIN and PASSWORD variables (properties) for thisnode are
missing from the WBSSPI configurations.

Verification:

Launch the WebSphere administrative console on the node and check if security is
enabled. Make sure that the LOGIN and PASSWORD variables (properties) for this
node are present and valid in the WBSSPI configurations. Launch the SPI Admin —
Discover or Configure WBSSPI tool and verify the accuracy of the information. The
PASSWORD information is encrypted for security purposes.

Potential Impact : NA
Suggested Action :

Run the SPI Admin — Discover or Configure WBSSPI tool and select the node
from thelist. Set the correct LOGIN/PASSWORD properties for the node (overwrite
the existing encrypted data). Allow the WBSSPI Discovery process to run again on
the selected node.

¥ NOTE:

If problem persists, refer to the document HP Operations Smart Plug-in for
WebSphere Application Server Installation and Configuration Guide . The chapter
called Configuring the WebSphere SPI provides instructions on how to manually
configure the WebSphere SPI.
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WASSPI-573

Description | WebSphere 5 Login Error - Invalid Login Data

Help Text | Probable Cause:

WebSphere Application Server versions 5

The discovery tool was unable to authenticate itself in a secured WebSphere server
environment. Thisislikely dueto incorrect values for the LOGIN and
PASSWORD variables (properties) being provided in the WBSSPI configurations
for this node.

Verification:

Launch the WebSphere administrative console on the node and check if security is
enabled. Make sure that the LOGIN and PASSWORD variables (properties) for
this node are present and valid in the WBSSPI configurations. Launch the SPI
Admin — Discover or Configure WBSSPI tool and verify the accuracy of the
information. The PASSWORD information is encrypted for security purposes.

Potential Impact : NA
Suggested Action :

Run the SPI Admin — Discover or Configure WBSSPI tool and select the node
from thelist. Set the correct LOGIN/PASSWORD properties for the node
(overwrite the existing encrypted data). Allow the WBSSPI Discovery process to
run again on the selected node.

Y NOTE:

If problem persists, refer to the document HP Operations Smart Plug-in for
WebSphere Application Server Installation and Configuration Guide . The
chapter called Configuring the WebSphere SPI provides instructions on how to
manually configure the WebSphere SPI.
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WASSPI-581

Description | Internal Error - Discovery failsto initialize: <error_message >

Severity Critical

Help Text | Probable Cause

Read the [Error Message] that accompanies the message text to determine the cause of
the problem. The SPI Admin — Discover or Configure WBSSPI tool may not
function properly due to one (or more) of the following conditions on the managed
node:

o A SPI Admin — Discover or Configure WBSSPI tool, script, or datafileis
missing, has been removed, or is placed in non-standard directory paths.

« There were problems with the Operations agent installation.

» The Operations agents installation directory cannot be determined.

» Operations operator account that runs the SPI Admin — Discover or Configure
WBSSPI tool does not have the permission to open/read the specified file or execute
the required script/command.

o Genera network errors.
Potential Impact : NA

Suggested Action

» Check withthe IT specialist in the organization on matters related to these issues.
After the problems have been resolved, run the SPI Admin — Discover or
Configure WBSSPI tool again and select this node when the tool is launched.

» Select the Help on HP Operations option from the Help menu. The section titled
Smart Plug-in for WebSphere provides instructions on how to use the SPI Admin —
Discover or Configure WBSSPI tool to manually configure the SPI for WebSphere.

« If the suggested solutions fail and the problem persists, contact your HP Operations
representative for assistance.

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P. Page 304



WebSphere Application Server SPI Online Help

WASSPI-585

Description | SYSTEM ERROR - [Error Message]

Help Text | Probable Cause

» Read the [Error Message] that accompanies the message text to determine the cause
of the problem. The SPI Admin — Discover or Configure WBSSPI tool may not
function properly due to one (or more) of the following conditions on the managed
node:

o Operating system commands used by SPI Admin — Discover or Configure
WBSSPI tool are missing, have been removed, or are placed in non-standard
directory paths.

o The system's PATH variable has not been set for certain system commands.

o Required operating system file(s) or software installation registry cannot be found
or isin anon-standard directory path.

o Operations operator account that runs the SPI Admin — Discover or Configure
WBSSPI tool does not have the permission to open/read system files or execute
the necessary system commands.

o Genera network errors.
Potential Impact : NA
Suggested Action

Check with the Operations or the I T specialist in the organization on matters related to
these issues. After the problems have been resolved, select the node and run the SPI
Admin — Discover or Configure WBSSPI tool again.

D NOTE:

If problem persists, refer to the document HP Operations Smart Plug-in for
WebSphere Application Server Installation and Configuration Guide . The chapter
called Configuring the WebSphere SPI provides instructions on how to manually
configure the WebSphere SPI.
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WASSPI-591

Description | WBSSPI Discovery - WebSphere Error [Error Message]

Help Text | Probable Cause

» Read the [Error Message] that accompanies the message text to determine the cause
of the problem. The SPI Admin — Discover or Configure WBSSPI tool may not
function properly due to one (or more) of the following conditions on the managed
node:

o Operating system commands used by SPI Admin — Discover or Configure
WBSSPI tool are missing, have been removed, or are placed in non-standard
directory paths.

o Operations operator account that runs the SPI Admin — Discover or Configure
WBSSPI tool does not have the permission to open/read system files or execute
the necessary system commands.

Potential Impact : NA
Suggested Action

Check with the Operations or the WebSphere application server speciaist in the
organization on matters related to these issues. After the problems have been
resolved, select the node and run the SPI Admin — Discover or Configure
WBSSPI tool again.

¥ NOTE:

If problem persists, refer to the document HP Operations Smart Plug-in for
WebSphere Application Server Installation and Configuration Guide . The chapter
called Configuring the WebSphere SPI provides instructions on how to manually
configure the WebSphere SPI.

© Copyright 1999 - 2011 Hewlett-Packard Development Company, L.P. Page 306



WebSphere Application Server SPI Online Help

All Other Errors

Description | An unknown error appears in the WebSphere SPI error log

Severity Warning

Help Text | Suggested Action

1. Refer to thetext following the error message in the WBSSPI error log to help
identify the problem. Y ou can view the SPI error log for a managed node by using
the SPI Admin — View Error Filetool. The error message can be identified by
the date/time stamp.

2. ldentify the steps to reproduce the problem.

3. Runthe SPI Admin — Start Tracing tool to turn on tracing. Try to reproduce
the problem.

4. Runthe SPI Admin — Self-Healing Info tool. Contact HP support with the
information gathered by this tool.
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