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Documentation updates
The title page of this document contains the following identifying information:

« Software Version number, which indicates the software version.
« Document Release Date, which changes each time the document is updated.
« Software Release Date, which indicates the release date of this version of the software.

To verify you are using the most recent edition of a document, go to
https://softwaresupport.softwaregrp.com/group/softwaresupport/search-result?doctype=manuals?keyword=.

To check for recent software patches, go to https:/softwaresupport.softwaregrp.com/group/softwaresupport/search-
result?doctype=patches?keyword=.

This site requires that you register for a Passport and sign in. To register for a Passport ID, go to
https://cf.passport.softwaregrp.com/hppcf/login.do.

Or click the Register link at the top of the Software Support page.

You will also receive updated or new editions if you subscribe to the appropriate product support service. Contact
your sales representative for details.

The title page of this document contains the following identifying information:

« Software Version number, which indicates the software version.
« Document Release Date, which changes each time the document is updated.
« Software Release Date, which indicates the release date of this version of the software.

To verify you are using the most recent edition of a document, go to
https://softwaresupport.softwaregrp.com/group/softwaresupport/search-result?doctype=online help.

This site requires that you register for a Passport and sign in. To register for a Passport ID, go to
https://cf.passport.softwaregrp.com/hppcf/login.do.

You will also receive updated or new editions if you subscribe to the appropriate product support service. Contact
your sales representative for details.

For information and details about the products, services, and support that offers, contact your Client Director.
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Support
Visit the Software Support Online web site at hitps://softwaresupport.softwaregrp.com/.

This web site provides contact information and details about the products, services, and support that offers.

online support provides customer self-solve capabilities. It provides a fast and efficient way to access interactive
technical support tools needed to manage your business. As a valued support customer, you can benefit by using
the support web site to:

Search for knowledge documents of interest

Submit and track support cases and enhancement requests
Manage software licenses

Download new versions of software or software patches
Access product documentation

Manage support contracts

Look up support contacts

Review information about available services

Enter into discussions with other software customers
Research and register for software training

Most of the support areas require you to register as a Passport user and sign in. Many also require a support
contract.

To register for a Passport ID, go to https://cf.passport.softwaregrp.com/hppcf/llogin.do.
Visit the Software Support Online web site at https://softwaresupport.softwaregrp.com/.
This web site provides contact information and details about the products, services, and support that offers.

online support provides customer self-solve capabilities. It provides a fast and efficient way to access interactive
technical support tools needed to manage your business. As a valued support customer, you can benefit by using
the support web site to:

Search for knowledge documents of interest

Submit and track support cases and enhancement requests
Manage software licenses

Download software

Access product documentation

Manage support contracts

Look up support contacts

Review information about available services

Enter into discussions with other software customers
Research and register for software training

Most of the support areas require you to register as a Passport user and sign in. Many also require a support
contract.

To register for a Passport ID, go to https://softwaresupport.softwaregrp.com/.

To check for recent updates or to verify that you are using the most recent edition of a document, contact your Client
Director.

Application Performance Management (9.50) Page 4 of 42


https://softwaresupport.softwaregrp.com/
https://cf.passport.softwaregrp.com/hppcf/login.do
https://softwaresupport.softwaregrp.com/
https://softwaresupport.softwaregrp.com/

Getting Started With RUM - Best Practices

Contents

Chapter 1: IntroducCtion ... 7
Scope and Motivation ... L 7
Why Use RUM 2 L 7
Wy Use BP M 8

Chapter 2: Planning for RUM . 9
Methods for Obtaining Monitored Traffic tothe Probe ... .. .. . ... ... 9

Chapter 3: RUM Deployment Architecture Design Considerations ................ 11

Chapter 4: Installation, Configuration, and Validation ._.._.._.......................... 14

Chapter 5: Basic RUM Application Example ... ... 18

Chapter 6: Monitoring Applications Hosted on Virtual Infrastructure .._............ 23

Chapter 7: Advanced Reports Configuration ......... ... ... ... 24
Reports Grouped by Event Extracted Data ... ... .. 24
Adding Session Properties for Mobile Applications ... ... ... 25

Chapter 8: Integrating with Other Software Products ... 30
B L 30
DIagNOS I CS L 30
Data Flow Probe ... 31

Chapter 9: Basic Troubleshooting ... ... ... .. 32
No New Application Data Displayed ... ... .. 32
Partial Datais Displayed .. ... 33
No Raw Data Reports ... . 33
Creating a Debug Channel on the Probe for AnalyzingData _............ ... ... ................. 34

Application Performance Management (9.50) Page 5 of 42



Getting Started With RUM - Best Practices

Appendix A — Support Matrix, Hardware Specifications, and Supported

PrOtOCOIS . 37
SUPPOM MatriX L 37
Hardware SpecCifications ... . .. 37
RUM Supported Protocols for RUM Version 9.30 ... .. 37

Appendix B — Advanced User Name Resolving ... 39

Appendix C - Network Examples ... 40

Send documentation feedback ... 42

Application Performance Management (9.50) Page 6 of 42



Getting Started With RUM - Best Practices
Chapter 1: Introduction

Chapter 1: Introduction

This section introduces the Getting Started With RUM - Best Practices and includes the following
topics:

« Scope and Motivation, below
« Why Use RUM?, below
« Why Use BPM?, on the next page

Scope and Motivation

RUM provides ongoing monitoring of user experience, application availability, and performance
behavior, based on passive sniffing of network traffic. RUM can also collect data on traffic using
JavaScript instrumentation of a Web application or Android native application instrumentation. The
purpose of this document is to provide RUM users with an understanding of how to deploy RUM
quickly and correctly, and how to realize value in a short time.

The target audience for this guide is customers who are new implementers of RUM, or partners who
already have Application Performance Management (APM) knowledge, but are new to RUM. While no
deep networking/encryption knowledge is needed, you will need to know the protocol and encryption
used by the monitored application.

Why Use RUM?

RUM provides you a window to realize the real experience of your end users, over and above the data
collected by other APM data collectors.

SiteScope keeps you aware of infrastructure problems (and provides some details on business
impact). Infrastructure monitoring can alert you when you have infrastructure problems, even though
the business and the users may not be affected at the time. Also, there may be a situation when the
infrastructure is normal, but there is an applicative problem in a specific use case that is not monitored
by SiteScope.

Business Process Monitor (BPM) has a more narrow focus on the application, and cannot represent all
user flows from all locations.

RUM gives you the entire picture - of all users, from all locations. It is common to see an application
monitored by RUM and BPM, where the BPM transactions are OK and the RUM datais in a critical

Application Performance Management (9.50) Page 7 of 42



Getting Started With RUM - Best Practices
Chapter 1: Introduction

status. This can convey that the BPM scripts are not really monitoring what real users are doing, or that
the problem may be in specific locations.

This is why a holistic approach of having a variety of data collectors is needed to cover all scenarios.

Why Use BPM?

BPM should also be used to gather data during inactive hours of the users, so you will be able to detect
problems before a real user encounters them. In addition, BPM is the basic monitor for building SLAs,
because it has the same transaction monitored at the same time intervals.
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Chapter 2: Planning for RUM

For optimal implementation of RUM, we recommend that you obtain in advance the information you will
need for the implementation phases:

« The network diagram of the applications.

« The estimated amount of traffic to be monitored and its type (HTTP/HTTPS/TCP), for each segment
(for multi-tier application monitoring). The RUM pricing model (except for the 360 APM license) is per
probe.

You can use the traffic discovery tool (described in chapter 4) in the RUM web console to get the
exact amount of traffic, to determine how many probes will be needed to monitor the overall traffic.

Use the Probe Sizing calculator (which is located on the Software Support site) to see how many
probes you will need to use. Note that Text Pattern Events have a high impact on the probe capacity
to monitor traffic. If using them, it is recommended to create Text Pattern Events on selective pages
and not globally on all the traffic.

Example of the Probe Sizing Calculator:
« The protocols that will be monitored. Verify in Appendix A that they are supported.
« What the user considers are the important Business Services and Business transactions to monitor.

« Who the users of the product are (IT/application owners/CIO). What is the data each user wants to
receive and how will he consume it (report, email ...).

« If SSL traffic is to be monitored, obtain the private keys (not the certificates) in the correct format
(PEM, DER, PKCS8, and PKCS12 private key types, as well as Java Keystore) before
implementation. Note that for the Asymmetrical encryption method only RSA is supported (and not
Diffie-Hellman due to its cryptographic nature that is designed to make it very difficult to sniff and
understand the traffic). This is not a real limitation as web servers can easily be configured to
request only RSA-based connections.

« Werecommend that you contact the network administrator at an early stage to arrange the span
port, to save time later on.

Methods for Obtaining Monitored Traffic to the
Probe

It is important to understand the differences between network tapping, port mirroring, and the RUM
Server Collector. A tap is the most reliable way to get all of the traffic with a guarantee that none of it is
lost. The downside is that a tap is an expensive device and it requires changing physical wiring. Port
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mirroring requires the assistance of network administrators, but is usually simple to accomplish,
although it should be arranged in advance due to the time it takes to set up. However, when the switch
is loaded, the traffic to the RUM Probe will be the first to lose packets.

The Server Collector offers an alternative solution, by installing (with root permissions during the
installation) a light-weight component directly on the server machine. This component captures all
traffic from the local network card and sends it to a RUM Probe, thereby eliminating the need of
network personnel support. However, its bandwidth is limited to 140 Mbps on a Windows machine and
250 Mbps on a Linux machine, and it duplicates the traffic on the server.

NOTE:
The RUM Server Collector was not certified for production use and should be used only for proof

of concept (POC) purposes.
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Chapter 3: RUM Deployment
Architecture Design Considerations

It is important to understand where to connect the RUM Probe to your environment. The following are
some options of where to place the probe in order to listen to traffic.

Diagram of architecture options:

Q = reeé

Option C

Internet

Option B

Load

Balancer

Web Web Web Web
Server Server Server Server
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« If option A is selected, the probe will identify the web servers, but all the traffic will appear as
originating from the LB and there is no breakdown information about the real end user.

« Option B is to place the probe between the LB and the WAN. In this case, the probe sees the
breakdown of the users, but the server breakdown is masked by the LB, so that all the traffic looks
as if it is designated to the LB and there is no information about the real Web/App Servers.

« Another approach is to use the RUM Client Monitor (Option C) to catch the end user experience of
an application from the client-side point of view, including the actual time the user experienced due
to CDNs, external content, and proxies.

The optimal solution is a combination of getting the traffic from all ends, based on network feasibility

and the amount of traffic the probes are capable of monitoring. This is called the RUM muilti-tier

approach, and it gives you both end-user experience and back-end drilldown. This is illustrated in the
following diagram:

Application
End users Web Server Server Switch

Database
Server

HTTP requests/replies
TCP requestsiresponses
e The RUM Server
Collector (using GRE
tunneling) sends data
to the Sniffer probe

Port spanning
duplicates data in the
switch and sends it
to the Sniffer probe

The probes forward data to
the Real User Monitor Egnine

RUM Sniffer Probe
Client Monitor
Probe
The RUM Engine
processes data MySQL
samples and sends Database
them to BSM
Business Service
Management Gateway
Server
NOTE:

« If only one probe can be installed, we recommend that you install the probe as illustrated in
option A and set the x-forwarder-for (XFF) header on the LB to get the real IP by RUM and not
the LB IP.
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« Incases where the traffic before the load balancer is encrypted and after the LB is not, it
makes sense to listen to the traffic both before and after the LB (options A+B) so that you also
get the SSL breakdown and can find out if problems reside there.
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Chapter 4: Installation, Configuration,
and Validation

1. Always install the latest RUM Engine and Probe versions that match your APM installation,
according to the support matrix (see Appendix B). This ensures that you get the best performance
and the latest fixes available.

2. Make sure you have the correct hardware (according to the Real User Monitor Installation and
Upgrade guide). Also make sure you have enough disk space for your MySQL server to store
RUM’s saved data, which by default is 2 weeks back (all the aggregated data resides on the APM
DB, soonly the last 2 weeks of raw data is saved by RUM).

3. Prepare alist of all of the URLs and IPs (since server ports are very important for kernel level
traffic filtering on the probe side), for all of the application tiers you intend to monitor with RUM.

4. Inthe RUM Engine web console, configure your APM and RUM Sniffer or Client Monitor probes
(under the Configuration tab). Make sure you are able to sync configuration in the engine with no
errors and that the RUM web console does not show any red statuses. A common problem is
when the RTSM integration password was changed from the default (admin) in the APM
installation, but not updated properly in RUM. You will need the new password for the rum_
integration_user. In APM 9.30, integration users are regular users with SDK permission, so the
rum_integration_user management is performed using the JMX for User Management.

You can modify the rum_integration_user password using the CMDB JMX:

http:// <APM Data Process Server machine>:21212/jmx-
console/HtmlAdaptor?action=inspectMBean&name=UCMDB:service=Authorization%20S
ervices#resetPassword

Use the following parameters:
* customerID =1
» userName = rum_integration_user

« password = The new password that should now be used in the RUM web console
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5. Run Probe Traffic Discovery from the RUM web console for a while to validate that the traffic you
intend to monitor is being received by the probe and that you are not exceeding the traffic capacity

limit.

Probe 0634

[ Summan Ve

Heallh +Configuralion v Tools v Help ~ Server Type: o

Discovery Start Time: (GHT+02:00) Jerusalem 630/2013 03:28:19 PH

o)) sl 5] 8l Jo)@] ol £l smeps sz

e
9

[ Host Name Peak pagesisec (HTTP traffic only): 0

Vmbcata3 deviab.ad
“

Protocols Traffic Distribution

[Era e mmem

B v o )]

Health ~  Configuration v  Tools Help «

summary View || Domain View || Server View

Probe Traffic Discovery for Probe deviab.ad
ServerType Sa .

Discovery Start Time: (GMT+02:00) Jerusalem 8/1/2013 01:10:52 PM

%l

sample period: £/1/2013 110 PM-1-14 PM
Peak total traffic: 1.13 Mb/s
Peak pages/sec (HTTP traffic only): 2

% Throughput  Throughput (Kbis)
& 2 HTTP 68.17 21477

= 21655244102 3213 101.25
L2 0000 3213 10125
= %16.60.185.253 36.03 1352
&£ 2006 36.03 1352

@ myavmi771
= = mysaL 2593 817
= 216506317 293 1.7
< 3306 293 817
1= Unknown Protocol 558 17.58
= Unrecognized Servers. 558 17.58

Peak

Traffic (Kbls)
1.137.07
1.437.07
1.137.07
21144
21144

245.98

245.98

245.98
56.7
56.7

Peak Server More
Pagesisec COMPressed  Encrypted T poraig

2

6. If the monitored traffic is encrypted, upload the relevant private keys to the RUM web console.

7. Configure the application you want to monitor in APM, using IP and port if applicable. Note that the
traffic is filtered in the kernel on the probe by TCP port, so including the port in the configuration

(and not just the URL) improves the probe’s performance.

8. Deploy RUM monitored applications one at a time so that you will be able to analyze problems and

realize benefit easily.

9. Forweb applications, we recommend that you run the Session ID detection from the RUM web

console and insert the top values into the application definition.

Heaith +  Configuration v Tools v Help «

Session ID Detection Report for probe vmammad3as.deviab.ad

Detection run at (GMT+00:00)Greenwich Mean Time 1/9/1970 01:38:42 PM

Fiiter By Application Name Al -

) N N - Specific
S All Session IDs N N Specific Sessiol -
App 1D bz C Pages Clients  Connections Coverage Session 1D Key Type Regular Expression 1D Coverage Qiﬁ;ﬂ'ﬂfﬂ
pr—

64 Online Banking 148 21 1 12 100.0 % c JSESSIONID ’ COOKIE 100.0 % 100.0 %

64 Online Banking 148 21 1 12 100.0 % unigue id COOKIE 86.5% 100.0 %

64 Online Banking 148 21 1 12 100.0 % RT COOKIE 83.8 % 100.0 %

10. Inthe Data Collection tab in End User Management (EUM) Administration, you can mask

sensitive parameters of the URL, or sensitive content of the requests/response when displaying

snapshots.
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To collect more valuable data, you should also configure the following in EUM Administration:

« User Names (where the probe can find the user name in the traffic).

« Transactions (for getting Business Data). Also, if you have also BPM monitoring this application, try
to have the same transaction monitored by both RUM and BPM. This will enhance your data
collection to be consolidated in Service Health and EUM reports. In addition the infrastructure model
will unite with BPM transactions and not just with RUM transactions.

« End User Groups.

Using the RUM Client Monitor Probe requires you to instrument your web pages with a JavaScript
snippet before being sent to the browser. This should be done in one static place for ease of
deployment, and not in each page. For details, see "Installing the JavaScript Snippet" in the Real User
Monitor Installation and Upgrade Guide

There is also a simple way to get real user traffic without the need of the sniffer probe (and network
personnel) and without instrumenting the application with the JavaScript snippet. You can download a
RUM Client Monitor plugin for Chrome which will perform the same JavaScript instrumentation, but
only on your Chrome browser. After configuring the plugin to connect to your RUM Client Monitor
Probe, you will be able to see all the traffic coming from the Chrome browser.

On a physical network the probe has to be physically close to the network tap or switch from which the
traffic is mirrored.

The throughput between the RUM Engine and Probe is relatively high, so it is recommended to place
them in such a way that they have a good network connection between them. The throughput between
the RUM Engine and the APM Gateway server is much less than the throughput between the RUM
Engine and Probe. Therefore, if necessary, the RUM Engine can be placed on a geographically remote
location, close to the Probe and communicating with APM over the WAN. You may even consider
installing several RUM Engines near each Probe that will communicate with one APM. However, since
the communication is two-sided, ports have to be opened in both directions.

The RUM web console health page gives you a simple way of learning about problems at a glance,
before looking in the logs.
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Health »  Configuration » Tools »  Help »

System Health

Last Updated: (GMT+02:00) Jerusalem Mon Jun 10, 2013 10:48 AM g

Current View: Main View

Entity = Status Value (Value Since Startup)

Configuration Retrieval from Business Senice senver labmarumo5.deviab.ad €
Database
Real User Monitor Browser Probe Host 54 224 11393

Real User Monitor Browser Probe Host vmamrmnd193.devlab.ad
Real User Monitor Sniffer Probe Host ec2-54-224-113-93.compute-1 com

o
(v]
i
o
i
Real User Monitor Sniffer Probe Host labm3rum06.deviab.ad v
Real User Monitor Sniffer Prabe Host mydvm0639.deviab.ad Q

(]

<o

o

Real User Monitor Sniffer Probe Hostvmammd3s, deviab.ad
RUM Engine
Samples to Business Semice Management server labm3rum05.deviab ad

Status Legend
O oKk i Minor @ Critical @ No status

Done & Local intranet | Protected Mode: Off fpow ®110% v .

When you have finished your configuration and data is flowing from RUM to APM, apart from the RUM
data you will also be able to see the topology that RUM detected ‘on the fly’ (Running Software, Nodes,
IPs and Ports) and the locations that RUM detected automatically by its internal GEO map of IPs.

Below is an example of the Cls that are auto discovered by RUM. Apart from the Business Application
and the Business Transaction, that are configured by the user (in End User Management
Administration), all the other Cls (node, runningsoftware, ip, ip_service_endpoint) and relationships are
created by RUM.

Cnline Banking

Containment

Usage | Usage EEI
Usage labmarumos
Eadatd Usage s Eadatd s
$o £ $o £ compasiten
onfainment

Ajax Applicatio  mysql_datahaseWeb Server (ab Web Server gz Ajax Applicatio Confirm Payme
n Serverwmamr  wmamrndss devimarumos. devlab. 001 n Server jmydvm
ndzs ah.ady ady 0639)
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Chapter 5: Basic RUM Application

Example

Below is an example of an online banking application:

« Front End tier

o Reverse Proxy
« Backend Tier

o MySQL
« Web Tiers

o Load Balancer

o Application Servers

App MySQL DB

Banking (Web Tier)

App Server

] Proxy traffic
Banking Proxy2(Load Balancer)

Banking Proxyl

Client

The following graphics show the basic configuration for correctly capturing the traffic:
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¢ - WyBSW Applications v Admin v Help ¥ Site Map
N
| Monitoring
Monitaring 1 Script Repository Alerts Settings
Browse h and Replace. Application "Online Banking” Cl Properties|| B
S s B R [ General Session  Data Collection  Pages Events
| End User Wonitors [~ El Vontoring Seftings
cl | BPM | RUM | © seive O v
5 T End User Montors Status: sctive O Inactive
I [@] General TCP (%] Protocal: HTTP-Web
- [@] ma-peap (=]
[0 S T e |lo Template name: General Web Application
B (0] Native: Mobile Blog (>]  Tier name:
El- [©] Orline Banking o O
Confirm Payment [+) erofils database thaRuMnsRumDemnszz
(%] moritor Cyeius1 [*]
moritor Cycius2 [+] Engjnes. LABM3RIUMOG - Fitered probes
Mooy Gy g © Dowrtime § Evert Schecle
23] moritorCycius4 o
- [@] Probe- Streaming Q ["] Assign Application 360 license
- [©] ac-peap Q 4
- [@) acz-peapi [#] 4
- [ sapcuitest ] Poplication Location
BL- [B] SapGuiMain [*]
- @] citrixica ) Use either URLS, host IP ranges, or both to determine the application location
- [©] citrixweb [+] w 2R e PR
B (0] jpetstore-baselne [>]
B [0 jpetstoredpys 7| IP Range Port sSL
L @] qes ) 123041230 5080 - hitp:/ibank:2090/

The application has a MySQL back-end tier and three web tiers (Reverse Proxy, LB, and an Ajax

application server):

Application Performance Management (9.50)

Page 19 of 42



Getting Started With RUM - Best Practices
Chapter 5: Basic RUM Application Example

nSip v ons map

| £ Edit Menitoring Tier

[Generall| Data cot

Settings

Maonitoring Settings

Application "Cnline Banking"

Status: @ active O Inactive
* Server time:  Defautt threshold: sec. Protocol MysaL
O Use dynamic threshold Template narme MySaL
(® Usz static threshold « Tier name: WysaL
* Auailabilty: % LABM3RUMOSRumDemogz2

Profile database b111

Transaction Thresholds

Endines LABM3RUMOE - Fittered probes
* Totaltime: sec Downtime / Evert Schedue
* Met time: see Azsign Application 380 license
* Server time: sec el
(Ar-P)
* Avaiabity: % Application Location
* Timeout: 300 sec Use host IP ranges or both fiters and host IP ranges to determine the application location
Server Thresholds # 2K *
* Awvailability: % IP Range Port SSL Filter
16.59.63.17-16 596317 3308 =
e d
/
lication Monitoring Tiers A i
g il & ~ Click here to add a fi
Enable automatic tier discovery The MySQL
backend tier
Backend Tiers
L & x
o~ Tier Name
MysaL 4 il
| application Defaut Thresholds
The 3 web tiers =
(|
Web Tiers /
+ &K
Tier Name il IP Ranges
2-Reverse Proxy [16 5956 209-16 59 56 209]
3-Load Balancer [16.59.57 43-16.59 57 43]
4-Pjax Application Servers [16.66.244.192-16.66 244 182], [16.569.56 86-16.59.66 .85]

For all these five applications, you only need to configure the IP and port, and the URL if applicable (for
the front-end).

When configured, you will start to see the data RUM has monitored.

After you have some pages (auto discovered or configured manually by you) you can simply create a
RUM business transaction. It is important to create transactions for key flows, so that you can easily
see the impact on your business.
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Business Transaction "Confirm Paymert"

Monitoring Settings

Status: ) Inactive

@ lactive]
Thresholds:

300

# Total time (zeconds):
* Ayailabilty (%)

* Timeowt (seconds);

® Letermine thresholds from included pages
@] Manual thresholds
Met time (seconds):

Server time (zeconds):

Location Aware Thresholds ...

suggested Thresholds Wizard. ..

Transaction Page Seftings

O Include intermediate pages in measurements

O lgnore page order

Define the pages included in the transaction and their order.

*® & | K

Page Name

Optional

Confirm Payment

O

Apart from Service Health, where you can see the status of your application and drill down to the

relevant data:

& - MyBSW_Applications v Admin v Help v Sitehlap
360°View x | Topview x | Topology Map x | Custom mage X | GeographicMap X | Watch List x [ EUM Applcalion Stalus X | Event Perspeciive X Select Page -8 ol &8
Hierarchy I e
End User Hontors. [r] B | ¥ []][Seectafiter +] % | 4
ame Susiness sttus Acknowledge |1 systom o Business | Applcation =l
Impact Unassigned | Unresolved | Volume. Application | Application
Events Events Performance | Availabilty
; P =
£3) Online Banking [ —— a a 9 9 35 A5 Qeti
@ Lt Upaate: 71202072 04:15:02 P
[ Application Status || Transaction Status || Lacation Status | | EZED|
Y AB R BB EREBSD |
Applcation [ Avaiabity Performance Votume
[ea Pastday (Beginning toend) | Locations | (%) Past day (Beginning to end) | Locations
£ Onine Bankng ~ 89 - 053~ 2815
| RealUser Session Data ~ - -
| RealUser Session Dat 10000 553 1823
on 10000 - X 75
L Synthetic User Data ~ me - 10000+ 2815
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There are also a variety of RUM reports that reflect an application’s status.

Among the important reports you can view is the Application Health report, in which you can see an
over time report of the sessions on your application, with the performance and errors that occurred on it

(with the ability to drill down and triage the problems):

Application Health 07/20/2013 04:20:54 PM-07/20/2013 04:20:54 Pl (GMT+02:00) Jerusal

Yo % on BRn D A @ T

Sessions Over Time.

| Viewas Graph | View as Table

Avg number of sessions

il down to
UM Session Analyzer

(»

M| Avg number of sessions
[l Sessions with performance/a.

Alerts Count Over Time

@ No alerts defined

6000
4000

2000

. INJ],
2883

5000

4,000

2000

Availability and Load Over Time | Viewas Graph | View as Table Performance and Load Over Time | Viewas Graph | View as Table
1 18000 (» " 12,000 »
50| s
16000 1] Action avalabity 16,000 ) ok
e &
14,000 Connection avaiabiity 14,000 minor
_ ™ 12,000 —. Totalaction hits s 000 3 W Criical
2 £ g
E 10000 3 = Total connections i z — Total acton s
5 < HE 0000 &
s so00 F £ g
<" g oo F

Also, the RUM Event Summary report that shows you the top errors on your application on which your
development team should focus (also with the ability to drill down and triage the problems):

RUM Event Summary 07/28/2013 04:24:15 PM-07/3012013 04:24:15 P (GMT+02:00) Jerusalem

2370

2374

| Payment Event; Onine Banking, 4

] Poor Pages : Onine Banking, 4-A]

Foor Pages : Onine Banking , 3-Lo

] Poor Pages : Onine Banking , 2-Re.

484

¥ % S A @ B
Event Count by | Viewas Graph |_Viewas Table || |_Application Errors | Viewas Graph || View as Table
@ No data was found.
s
2
H
S
£
o /‘/\’\/\/\/\,\/\,_\
o
$8505:0:8258;5355832568¢8¢82:333
Time
| Viewas Grapn | View as Table | Viewas Grapn || view as Table
» ) exr » )

| Performance event : Onine Bankin
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Chapter 6: Monitoring Applications
Hosted on Virtual Infrastructure

« To monitor traffic when Vmotion is disabled:
o Deploy the RUM Probe on the same ESX as the monitored application.
o Allow promiscuous mode on the virtual switch or portgroup.
« To monitor traffic when Vmotion is enabled, perform one of the following:
o Use GRE Tunneling.
o Use Virtual Dedicated Taps.

o Install the RUM Probe on the same ESX as the monitored application, and keep virtual machines
together (VMware option).

o Usethe RUM Server Collector.

NOTE:
The RUM Server Collector was not certified for production use and should be used only for
proof of concept (POC) purposes.

« InESX 5.x there is an option to define a mirror port between two ESXs.

o InESX 4.x you need ERSPAN (Cisco Nexus switches).
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Chapter 7: Advanced Reports
Configuration

This section provides information about configuring advanced reports and includes the following topics:

« Reports Grouped by Event Extracted Data, below

« Adding Session Properties for Mobile Applications, on the next page

Reports Grouped by Event Extracted Data

Text pattern events consume probe CPU and therefore, reduces the probe’s performance.

Instead of configuring many similar text pattern events that are only differentiated by the captured text,
it is more efficient to configure one text pattern event and extract the important data in it. APM stores
your important data in the event’s extracted data field in the APM database.

Regular reports do not display the data field. You can only see this value in an out of the box
configuration in the Event Log report, with no grouping. However, you can create a simple Custom
Query report that will display these values.

For example, to see how many different items of a certain event occurred in the last month, you can
create the following report:
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Report Manager Custom Query Builder |

Custom Query Builder
W% %% Brn &~ A~ @

Wiew: Past month « From: 6/30M3 358 PM  To: 7/30/13 3:58 PM (GMT+02:00)... |<a|e>

Sample type: RUM Events (rum_svent_t) - [[] Return data per specified granularity

Field name: Action Description * @ Function: Mene

Filter: sppiication_name = (jpetstors)

Fields to Return:

Field Alias Field Formula

Field alias:; Ceunt Field formula: COUNT{zction_id)
Field alias; Event Extra Dats Field formula: event_dats
Edit Presentation

Count< Event Extra Data

22.00 Signing Up valign="middle” = Signing Up
207.00 Rattlesnake

221.00 Amazon Parrot

22500 lguana

226.00 Persian

229.00 Poodle

NOTE:
If the text you are looking for only appears on specific pages, set the event to search only those

pages, since this will have a major impact on the probe. There is a big difference when searching
for text on specific pages rather than on all the application pages. The probe calculator takes into
consideration text pattern events that are configured globally (and therefore have a high penalty).

Adding Session Properties for Mobile
Applications

You can configure session properties to be tagged by RUM. The tags can be used to see data grouped
by the properties in the Session Summary report, to filter sessions included in the RUM Session
Analyzer report, and to view the tagged properties for a session when viewing the session details. You
can also create end user groups based on session properties.

You can use this technique for mobile applications. To see RUM reports filtered by the type of mobile

users:

1. Create two session properties - Mobile OS and Session Browser -in End User Management
Administration.
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T
Edit Session Property 2

# Property name: | Mobile 05

Status: ® Active O Inactive

Searchin: | HTTP Header [*| scope: | Request [=]

# Header name: | placeholdert

Extract text:

Behavior

® Al cortent
O Between: and:

O Advanced.

Session Properties

2 S E=E EE
* & | XM
Active | Name | Search Content
4 Session Browser HTTP Header Heacler name: placeholder2, All contert
¥ Mobie OS HTTP Header Header name: placeholdsr1, Al content

2. Edit the file HPRUM\conficonfigurationmanager\Beatbox_Default_Const_
Configuration.xml:

» The os-name definition should be as follows. If it is different, replace the definition with the
following:
[field os-name]
granularity  hits
extract cs(User-Agent) iPhone rumos_iPhone
extract cs(User-Agent) Android rumos_Android
extract cs(User-Agent) BlackBerry rumos_BlackBerry
extract cs(User-Agent) webOS.*Pre rumos_WebOS
extract cs(User-Agent) Linux rumos_Linux
extract cs(User-Agent) SunOS rumos_Solaris
extract cs(User-Agent) (Windows|MSIE|Win32|msnbot|MSProxy) rumos_Windows
extract cs(User-Agent) Mac rumos_Macintosh
extract cs(User-Agent) !(*rumos)
extract cs(User-Agent) rumos_(.*) $1

content cs(User-Agent)

NOTE:
The delimiter between fields must be a tab and not a space.

« Replace the definition of the browser-name with the following:

[field browser-name]
granularity  hits

extract cs(User-Agent) Chrome/([0-9]+\.[0-9]) Chrome $1
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extract
extract
extract
extract
extrac

extract

content

NOTE:

cs(User-Agent) Safari/([0-9]+\.[0-9]) Safari $1
cs(User-Agent) Firefox/([0-9]+\.[0-9]) FireFox $1
cs(User-Agent) MSIE.([0-9]+\.[0-9])  Internet Explorer $1
cs(User-Agent) Mozilla/([0-9]+\.[0-9]) Netscape $1
cs(User-Agent) ([Ms]+)/([0-9]+\.[0-9]) $1$2
cs(User-Agent) ([Ms]+)/([0-9]+) $1%2
cs(User-Agent)

The delimiter between fields must be a tab and not a space.

« Atthe end of file, replace the extra-setting section with the following:

<extra_settings>

<I[CDATA[

[field

cs-placeholder?]

content browser-name

[field

cs-placeholder1]

content os-name

1>

</extra_settings>
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3. You can also create end user groups for important devices, in EUM Administration. The definition
of the end user group is based on a session property called MobileOS, which you must predefine.
Define a separate end user group for each mobile device to be able to filter the device in reports
based on the end user group. For example:

o iPhone
« Android
« BlackBerry

The configuration is illustrated in the following image:

B Add End User Group and its Real User Monitor Configuration

General Settings
* Mame: iPhone Uzers

Description:

Monitoring Settings
Status: ® Active O Inactive

# | gtency threshold (miliseconds): | 500

O Exclude data of the group's end users

Idertification Settings

Select whether to identify group end users by IP addresses or user names

) Define End User Group by IP ranges

) Define End User Group by user names

® Define End User Group by session properties

* 7 | XK
Application Property | * Values
PetsStoreDemo Mokile 05 | iPhone| |
L]
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You can see the value of this configuration in the Session Summary report data.

& O~ MyBSI Appications v Admin v Help ~ Site lap
[Analysis Reports > RUM Session Summary ]
ShiusReports || AnayssReports [l Uifies || Alets | Producton Analysi | Business Process Recognon | acE
P IRT I ATE:S
Tt Br Ar B B
| Group session by:[mesieos (] | E ﬂ
Value Humber of Sessions Humber of unique Exror Events Info Events Performance Events Total Actions Unavailable Actions Latency Total Traffic{KB)
Fhone 2 1 o o o 7 o 008 225
Linux 2 ' o o o 16 o 2 29
lsehtosn 1 ' o o 0 s 0 22 2102
Web0s 2 1 o o o 10 o 69 216
Windows 2 ' o 2 o 18 o 2813 1293
i o 2 o o o 2967 17248
|| roup sessionby:[wsamams (9] | 2| ]
Value Humber of Sessions Error Events Info Events Events. Latency Total Traffic(KB)
2 o o o s o 2220 275.4

After configuring end user groups by this property, you will also see it in other reports (End User
Summary and Breakdown by End Users reports).

[Foviyss Pt~ R B User Grome sy

StausReporls | AralyohsRoports | Uiiles | Mleds | Production Anslysis | Business Pracess Recogniion
UM End User Group Summery 1 262011 426 P Jerusslem i
i3 BB B dr BB ~

T Hgrigns | epplesten | tetworc |

End User Group Highlig:

v 2§ [ & [ [ fp @ Growby [EndUsercrow  1v |

EndUser Group [ Hotwork

Applications

Lateney (ms) Connecti

L anckid users
1 Blackirry users
L BlackBerry users
& Phone us
L iphone users

£ otners
L others [0.0.0.0-255 255,255,255

s ()

Packets with Client Errors (4

Actions Availability (%) Actions with Performance Events (%)

L T-Mobile LSt
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W ol WK i W ot
End User Group Highights by Lacation
v o2 8 W
Location [ Hetwork Applications
Lateney (ms) Conneoti s (%) | Packets with Client Errors () Actions Availability (%) Actions with Performance Events (%)
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L ATAT Mobity
B usa
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Chapter 8: Integrating with Other
Software Products

For a new monitored application in APM, it may be advisable to start monitoring it using BPM with
synthetic scripts. Later add RUM to provide the real end user experience. Finally add Diagnostics on
the application to create a way to deeply investigate and diagnose the problems users encounter.

This section includes the following software products:

« BPM, below
« Diagnostics, below

« Data Flow Probe, on the next page

BPM

You can configure RUM to ignore BPM generated traffic for an application, so RUM reports will only
show real end user data (and not synthetic data as well).

Application " Online Banking"

General Session Data Collection

General

Enable clickstream
[ Enable page component breakdown
[] Enable frame unification

[] Enable automatic page classification

Exclude BPM data

-

Diagnostics

If you have registered and enabled Diagnostics in APM, and RUM has detected Diagnostics data for
the requested action, you will have a drill-down from relevant RUM reports to Diagnostics reports. For a
list of these RUM reports, refer to “Viewing Diagnostics Data from End User Management Reports” in
the APM User Guide.
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Data Flow Probe

RUM is also able to act as a passive probe, sniffing the network topology and reporting to RTSM.

Register the u~CMDB Data Flow Probe Connection Settings in the RUM web console. In the Data Flow
Probe, configure the IPs and ports to which you want RUM to listen.
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Chapter 9: Basic Troubleshooting

This section provides basic troubleshooting and includes the following:

« No New Application Data Displayed, below
« Partial Data is Displayed, on the next page
« No Raw Data Reports, on the next page

« Creating a Debug Channel on the Probe for Analyzing Data, on page 34

No New Application Data Displayed

It is easier to isolate a problem if other applications are disabled. Therefore, if possible, disable other
applications in EUM Administration in APM.

In RUM version 9.22 there is a new JMX called FlowMonitoring (http://<Engine>:8180/jmx-
console/HtmlAdaptor?action=inspectMBean&name=RUM.modules%3Aservice%3DFlowMonit
oring), which displays the main flow points of RUM. You can use this to locate where data is not being

received, in order to continue further investigation using engine logs or in the probe.
If you are not able to see traffic arriving in RUM:

1. Check your application configuration. A typical mistake is not adding an asterisk at the end of the
URL, or not assigning the application to the engine.

2. If the configuration is correct, check that the probe sees the desired traffic, either with traffic
discovery, or using tcpdump on the probe machine.

3. Make sure that the probe sees both sides of the traffic — requests and responses. If the probe only
sees one side, all the traffic is ignored. You can determine this using the Incomplete Transactions
indicator in the RUM web console, under the probe section. If you see just one side of the
conversation, you will need to contact network assistance to fix it. To document the problem,
record a pcap file on the probe machine (using wireshark) and run the following command:

Wireshark > statistics > conversations > IP Tab > check packet from A > B and from B >
A

4. If you see traffic in the engine but it is not published, check further in the logs. Use the JMX
mentioned above (FlowMonitoring) to focus your search on the correct module.
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Partial Data is Displayed

If partial data is displayed:

1. Make sure your application is configured correctly.

2. Check that there is no data loss on the probe side. Use the System Health option in the RUM web
console, under the probe section, to determine if this is the situation. If you are monitoring an SSL
application, and the beginning of the conversation is missed, you may lose the entire
conversation, so even a small amount of packet loss or transaction dropped may result in loss of
significant data.

Lost SSL Requests 0%

Missing Mirrored Data
Network Captures Retriever Queue Size
Orphan Application Hits

Packet Queue Werk

Packets Fillered IPv4

Packets Filtered IPv8

Packets Filterad Sum

0

160

0 Packels

0 Packets

0 Packets

0 %/Second
0 %/Second
0 %/Second
0%

0%

0%

Packets Lost Per Second IPvd
Packets Lost Per Second IPvé
Packets Lost Per Second Sum
Packets Lost Total IPv4
Packets Lost Total IPvG
Packets Lost Total Sum

Q000000000000

3. Check the overall health of RUM.

4. Use the FlowMonitoring JMX as described in No New Application Data Displayed, on the previous
page.

No Raw Data Reports

If you see data in some RUM reports but not in others (such as Session Analyzer, Session Summary,
or other reports with special filters), it is possible that the RUM Gateway URL credentials are not
correct.

To check this, click the Open the Real User Monitor Web Console button on your APM machine
(see image below), and verify that you can see the RUM web console and that the RUM hostname/IP
or user and password is correct. The user and password should be the RUM JMX user and password.

) - MyBSM Applications v Admin v Help w Site Map
S

[ settngs

Montoring Script Repository Alerts Seftings =)

Sefings Business Process Monitor Seftngs [/ Real User Monitor Sefbnas|

RUN Engines  RUM License RUM Dfauk Settings
S o Y= e
Host Nome P Address TVerston | Last Ping Time | Removable | in Use

: n T
’—{ (AHW) Open Real User Monitor Engine's Web Console |
" g ) — JI[ 1|l JI[ [ =)=

MYDVMIS55 MYDVM1855 16601864 9210  610N3 010445 PM v
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Creating a Debug Channel on the Probe for
Analyzing Data

If you do not know where the user name or session ID is located in the data, you can look for it using
Wireshark. If you cannot install Wireshark on the probe machine,you can create a temporary debug
channel in the probe that will capture the suspected part of the data, which will enable you to correctly
configure the user name/session ID.

NOTE:
This solution requires a change in the configuration that influences the probe performance. Use it

carefully and for a limited time. Be sure to remove the added configuration after the test is
finished.

As an example, suppose you know that the user name is stored in the header but you are not sure
exactly where.

To get all the headers for every hit:
1. Locate the \conficonfigmanager\BeatBox_Default_Const_Config.xml file in the RUM Engine.
2. Make a backup copy and open the original file for editing.
3. Find the [channel rum-pages] section and add the following right before </channel_rum_
pages>:
[content my-reg-headers]
extract_raw request headers
[content my-res-headers]
extract_raw response headers
[channel debug-channel]
granularity hits
type web
rotate 40000
cache false
require x-is-pageview 1

format date-time cs-uri-stem x-content-my-reg-headers x-content-my-res-headers

4. Synchronize the configuration.
5. Remove these configuration changes when done.

6. Delete the debug-channel you created as the probe will not delete the files under this folder.
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NOTE:
To get just the cookie, the section will look like this:

[channel debug-channel]

granularity hits

type web

rotate 40000

cache false

require x-is-pageview 1

format date-time cs-uri-stem "cs(Cookie)"
Another possibility is to get all parameters (including post parameters) in case john-doe is found in one
of the parameters.

This is an example of the configuration (all the other steps are the same):

[field search-params]
granularity hits

content all-parameters
extract_filter all-parameters (john-doe) $1
[filter search-not-found]
granularity hits

require search-params eq
[channel debug-channel]
granularity hits

type web

rotate 40000

cache false

include Isearch-not-found
require x-is-pageview 1

#require x-application-name 318

format x-application-name c-port "cs-uri-stem" all-parameters
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Remember to remove the configuration changes when done and delete the debug-channel you created,
as the probe will not delete the files under this folder.
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Appendix A - Support Matrix,
Hardware Specifications, and
Supported Protocols

Support Matrix

To view the support matrix, see "RUM Compatibility Matrix" in the Real User Monitor Administration
guide.

Hardware Specifications

For hardware specifications, check the Software Support site for the latest Real User Monitor
Installation and Upgrade guide.

RUM Supported Protocols for RUM Version
9.30

The following is the list of RUM Supported Protocols for version 9.30. See "Parsing Supported
Protocols" in the Real User Monitor Administration guide (for version 9.30).

HTTP Protocols
« HTTP

« Flash/ActionScript AMF - HTTP Based
SOA Protocols

. SOA

« WCF-HTTP Based
Database Protocols

« Microsoft SQL Server
o Oracle DB [+]

« MySQL
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DB2
SSDB

Application Servers

Citrix XenApp (ICA) [+]

XenApp Application configured as a VDI tier under the main General Web Application
Oracle Forms NCA [+]

WMQ

SAPGUI

Mail Protocols

IMAP (Intemet Message Access Protocol)
SMTP (Simple Mail Transfer Protocol)
POP3 (Post Office Protocol)

Generically Supported Protocols

DNS - Generic UDP

Microsoft Terminals Services (RDP)— Generic Streaming TCP
RMI Registry — Generic TCP

SSH — Generic Streaming TCP

Financial Protocols

NDC
Diebold

Additional Applications

FTP (File Transfer Protocol)

LDAP (Lightweight Directory Access Protocol)

ISO 8583 (financial transaction card originated messages for Visa and Mastercard)
SHVA

AMF

UDP

Tcs Bancs
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Appendix B - Advanced User Name
Resolving

Toresolve user names, you can use two advanced name resolvers: CSVIPUserNameResolver (from
client IP to user name) and CSVLoginUserNameResolver (from the user name detected by RUM to a
logical user name that can be mapped from LDAP, for example). To use either one of them, do the
following:

1. Onthe RUM Engine machine, edit the confiresolver\UserNameResolver.xml file and change
the class to the required value (CSVIPUserNameResolver or CSVLoginUserNameResolver).

2. Save a.csv file with the relevant data in the same folder (confiresolver\) and point the file param
in the UserNameResolver.xml to the file. The .csv format is important and it has contain both the
source and target (for example, columns for IPand name).

3. Foreach application for which you want to use this IP to name resolving, select Correlate end
user names and display aliases in the User Name Detection dialog box in EUM Administration
(see below).

_ User Name Detection

Active Search

Cilick |

Choose whether to search for the user name in ol pages, or select speciflic pages to search
=) Al pages
Login pages

l Correlate end user names and display aiases I

4. Restart the RUM Engine. In the resolver.log and config.manager.log, check that your
configuration changes are correct.

If you do not have a network diagram, the examples in Appendix C - Network Examples, on page 40
may assist you in determining where to place the probes.
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Appendix C - Network Examples

Internet

Router &3

Switch Em”

Firewall E

Web Webh Web Web
Server Server Server Server
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Firewall ﬁ
i

Web Web
Server Server
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Wel Web
Server  Server

Firewiall
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Switch |seacssic )

Web Web
Server  Server

Web
Server

Web
Server

Web Web Web
Server Semver  Server

Firewall

Web
Server
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Server
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Server  Server
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Send documentation feedback

If you have comments about this document, you can contact the documentation team by email. If an
email client is configured on this system, click the link above and an email window opens with the
following information in the subject line:

Feedback on Getting Started With RUM - Best Practices (Micro Focus Application
Performance Management 9.50)

Add your feedback to the email and click Send.

If no email client is available, copy the information above to a new message in a web mail client, and
send your feedback to docs.feedback@microfocus.com.

We appreciate your feedback!
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