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Documentation updates
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Contact your sales representative for defails.
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Support
Visit the Software Support Online web site at https://softwaresupport.softwaregrp.com/.

This web site provides contact information and details about the products, services, and support that offers.

online support provides customer self-solve capabilities. It provides a fast and efficient way to access
interactive technical support tools needed to manage your business. As a valued support customer, you can
benefit by using the support web site to:

Search for knowledge documents of interest

Submit and track support cases and enhancement requests
Manage software licenses

Download new versions of software or software patches
Access product documentation

Manage support contracts

Look up support contacts

Review information about available services

Enter into discussions with other software customers
Research and register for software training

Most of the support areas require you to register as a Passport user and sign in. Many also require a support
contract.

To register for a Passport ID, go to hitps://cf.passport.softwaregrp.com/hppcf/login.do.
Visit the Software Support Online web site at https://softwaresupport.softwaregrp.com/.
This web site provides contact information and details about the products, services, and support that offers.

online support provides customer self-solve capabilities. It provides a fast and efficient way to access
interactive technical support tools needed to manage your business. As a valued support customer, you can
benefit by using the support web site to:

Search for knowledge documents of interest

Submit and track support cases and enhancement requests
Manage software licenses

Download software

Access product documentation

Manage support contracts

Look up support contacts

Review information about available services

Enter into discussions with other software customers
Research and register for software training

Most of the support areas require you to register as a Passport user and sign in. Many also require a support
contract.

To register for a Passport ID, go to hitps://softwaresupport.softwaregrp.com/.

To check for recent updates or to verify that you are using the most recent edition of a document, contact
your Client Director.
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Chapter 1: Data Flow Management Overview

This section gives an overview about the Universal Discovery and Integrations.
This chapter includes:

« Integrations, below
« Discovery, below
« Data Flow Management Modules, on the next page

« Reconciliation, on page 22

Integrations

You use the Integration Studio to set up integrations with external data repositories.
You can set up the following types of integrations:

« Population. Integration that populates the RTSM with Cl and relationship information.

« Federation. Integration that retrieves Cls and relationships from an external repository whenever
the data is requested in an ad hoc fashion.

« Data Push. Integration that pushes Cls and relationships from the RTSM to an external data
repository.

Each integration adapter supports certain types of integrations. For example, an integration adapter that

supports both population and federation types can retrieve data periodically for storage within the

CMDB or upon query time; both of these configurations can co-exist within a single integration.

Discovery

The Discovery process is the mechanism that enables you to collect information about your IT
infrastructure resources and their interdependencies. Discovery automatically discovers and maps
logical application assets in Layers 2 through 7 of the Open System Interconnection (OSI) Model.

Discovery discovers resources such as installed and running applications, network devices, servers,
and so on. Each discovered IT resource is delivered to, and stored in, the configuration management
database (CMDB) where the resource is represented as a managed Cl.

Discovery is an ongoing, automatic process that continuously detects changes that occurin the IT
infrastructure and updates the CMDB accordingly. You can discover nodes using agent-based or
agentless discovery.
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Following installation, the network on which the RTSM Data Flow Probe is located, the host on which
the Probe resides, and the host's IP address are automatically discovered and a Cl is created for each
of these objects. These discovered Cls populate the CMDB. They act as triggers that activate
discovery jobs. Every time a job is activated, the job discovers more Cls, which in tumn are used as
triggers for other jobs. This process continues until the entire IT infrastructure is discovered and
mapped.

For details on out-of-the-box discovery packages and supported integrations, see the UCMDB
Discovery and Integrations Content Guide. This book is available on the Software Support site
(https://softwaresupport.softwaregrp.com/) under the Universal CMDB (Application Mapping) product.

NOTE:
This guide assumes that the RTSM Data Flow Probe is installed in the default location, that is,
C:\hp\UCMDB\DataFlowProbe\.

Data Flow Management Modules

NOTE:
The Data Flow Management modules are available only when you are logged into UCMDB in
Actual state.

Data Flow Management (DFM) includes the following application modules:

Integration Studio

The Integration Studio enables you to set up APM integrations to define and control data flows from
external data repositories to the RTSM, or from the RTSM to external data repositories.

NOTE:
You must have a valid license to integrate with third-party products. Contact your Account
Manager for more details.

For more information, see Integration Studio, on page 284.

Universal Discovery

NOTE:
You must have a valid license to use this module. Contact your Account Manager for more
details.

The Universal Discovery module enables you to manage the process for discovery of the Cls and
relationships of your IT infrastructure. You control the process by activating discovery jobs.
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You can manage discovery by partitioning your enterprise into zones and activating discovery
activities (groups of discovery jobs) to discover infrastructure (IPs, nodes), basic software (shallow
running software including application servers, databases, and web servers), deep database
configuration, and inventory ( for example, CPUs, installed software, logical volumes), among other
data.

You could also control the process by manually activating discovery jobs. You can choose to
activate all or some of the jobs in a module. You can also edit discovery jobs, and schedule a job to
run at a certain time.

For more information, see Introduction to Universal Discovery, on page 375.

Data Flow Probe Setup

The Data Flow Probe Setup module enables you to add Data Flow Probes to the system and to
manage existing Data Flow Probes. You define the network range that each Data Flow Probe
covers.

You also manage communication credentials from the Data Flow Probe Setup module. These
credentials are used for both discovery and integration purposes.

Universal Discovery integrates with Real User Monitor (RUM) to provide passive, real-time
discovery and monitoring of traffic in a given environment. This is known as the Just-In-Time
discovery mechanism. You manage IP ranges and port ranges for passive discovery probes from
the Data Flow Probe Setup module.

For more information, see Data Flow Probe Setup, on page 30.

Reconciliation Priority
The Reconciliation Priority module enables you to specify the reconciliation priority for a particular
integration point, CIT, or attribute.

For more information, see How to Add Reconciliation Priorities to a Cl Type, on page 693.

Adapter Management

The Adapter Management module enables you to edit adapters, scripts, configuration files
(including discovery rules), and scanner configurations. You can also replace or remove external
resources needed for discovery or integration from this module.

For more information, see Adapter Configuration, on page 198.

Universal Discovery Community
The Universal Discovery Community website provides you with a convenient way to obtain the
latest UCMDB Discovery and Integration Content Pack. The Content Pack provides all of the out-
of-the-box discovery packages and integration adapters required for performing discovery and
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integrating with other products and third-party sources.

For more information, see Universal Discovery Community, on page 375.

Data Flow Probe Status

The Data Flow Probe Status module enables you to view the current status of a particular Data
Flow Probe: which discovery or integration job the Probe is currently running, execution statistics,
and so on. You can also view the report results in a MyBSM portlet.

NOTE:
Data Flow Probes installed on Windows platforms only are displayed in this module.

For details, see Data Flow Probe Status, on page 122.

Software Library

The Software Library module enables you to view the contents of the SAl files that are contained in
UCMDB. This module also enables to you teach applications to Universal Discovery.

For more information, see Software Library , on page 621 or Express Teaching Overview, on page
630.

Reconciliation

The Reconciliation process consists of two important steps:

« ldentification. The process by which Cls and relationships within the RTSM are identified against
existing Cls within the RTSM, other Cls within the same bulk, or Cls coming from various federated
data sources.

« Reconciliation Priority. The process by which the RTSM reconciliation engine decides how to deal
with conflicting data. When conflicting values are given for the same ClI attribute by different
integrations, the RTSM reconciliation engine resolves the conflict by looking at the reconciliation
priority assigned to each integration.

By default, unless you customize the reconciliation priorities within the Reconciliation Priority Manager,
the RTSM reconciliation engine uses the last reported value as the most accurate, that is, all
integrations have exactly the same priority.

For more information about reconciliation, see Data Reconciliation, on page 680.

For details about the Reconciliation Priority Manager, see Reconciliation Priority Window, on page 702.
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Data Flow Management architecture is deployed as follows:

APM RTSM DB
Server Server

 J

Wty

HTTP/S

Web
Client

@ Universal Discovery Agent
4.k Integration Service

Data Center servers

Site1

« The Data Flow Probe is responsible for integration of data to and from external data repositories and
for performing discovery.

« The Data Flow Probe initiates communication with the RTSM Server using HTTP or HTTPS traffic,
enabling the product to bypass possible firewalls.

« If the Data Flow Probe is used only for data synchronization between APM and CMS or between two
APMs and not for Discovery, it can reside on the APM gateway machine. If there are several
gateway machines, one of the gateways can be chosen to run the Data Flow Probe.
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This chapter describes the main topics of Universal Discovery.

Data Flow Probe, below

Data Flow Probe, below

UCMDB Integration Service, below

Passive Discovery Probe, on the next page
Communication Protocols, on the next page
Agent-based Discovery, on the next page
Agent-based Discovery, on the next page
Discovery and Integration Adapters, on the next page
Discovery Modules, on page 26

Management Zones, on page 26

Discovery and Integration Content Pack, on page 27
Integration Points, on page 27

Discovery Jobs, on page 27

Discovery Activities, on page 27

Input Queries, on page 27

Trigger Cls and Trigger Queries, on page 28

Data Flow Probe

The RTSM Data Flow Probe is the main component responsible for requesting tasks from the

server, scheduling and executing discovery and integration tasks, and sending the results back to

the APM Server. You define a range of network addresses for a specific, installed Data Flow Probe.

Each Data Flow Probe is identified by its name, chosen during the Data Flow Probe installation

process.

Probe Cluster

A probe cluster is a logical container for a number of Data Flow Probes. You define a network

range for a cluster. The cluster is responsible for calculating how to distribute the IPs in its network

range to ensure a maximum balance of its IPs among its Probes.

UCMDB Integration Service

If your remote managed data repositories are accessible from the UCMDB server machine, you can
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use the UCMDB Integration Service (installed on the UCMDB Server) instead of a Data Flow
Probe, to run non-Jython-based integrations.

This enables running non-Jython-based integrations without the need for using Data Flow Probe
resources, leaving the Data Flow Probe resources available for other discovery tasks.

Passive Discovery Probe

A passive discovery probe is a Real User Monitor (RUM) probe that is configured to integrate with a
Data Flow Probe to provide passive, real-time discovery and monitoring of traffic in a given
environment. This is known as Just-in-Time discovery.

Communication Protocols

Discovery of the IT infrastructure components uses protocols such as SNMP, WMI, JMX, Telnet,
and so on for communication. For details about each protocol, see the UCMDB Discovery and
Integrations Content Guide.

Agent-based Discovery

To collect inventory information, you can deploy Universal Discovery agents (UD agents) on client
or server machines. The UD agent provides a secured communication channel between the Data
Flow Probe and the nodes being discovered. After setting up the secure communication channel,
Universal Discovery deploys and activates scanners onto the nodes being discovered. The
Scanners scan the nodes for inventory information and store the scanned results in scan files which
are downloaded to the Data Flow Probe through the secured communication channel established
with the UD agent.

When the UD agent is installed, collection of software utilization information is enabled. The

UD agent also enables you to benefit from the Call Home feature. Call Home is useful in the case
where a node was unavailable for scanning for a long period. It enables the UD agent to notify the
Data Flow Probe that the node is currently available for scanning.

Agentless Discovery

Although agentless discovery does not require the installation of dedicated agents on the servers
that are to be discovered, it does depend on native OS or standard agents that are already installed
such as SNMP, WMI, TELNET, SSH, NETBIOS, and others. Other discovery capabilities are
based on application-specific protocols such as SQL, JMX, SAP, Siebel, and so on. For details on
supported protocols, see the UCMDB Discovery and Integrations Content Guide - Supported
Content.

Discovery and Integration Adapters

Adapters on which discovery jobs and integrations are based.
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« Jython Adapter. An adapter based on a set of Jython scripts that are executed sequentially. For
details, see Create Jython Code in the RTSM Developer Reference Guide.

« Java Adapter. An adapter based on Java code that implements the various DFM interfaces and
is wrapped in a JAR file. For details, see Developing Java Adapters in the RTSM Developer
Reference Guide.

« Generic DB Adapter. An adapter that uses SQL queries and maps database tables to Cls and
relationships by using an ORM file. For details, see Developing Generic Database Adapters in
the RTSM Developer Reference Guide.

« Generic Push Adapter. An adapter that uses a mapping file and Jython scripts to push data to
an external data repository. For details, see Developing Push Adapters in the RTSM Developer
Reference Guide.

The adapters themselves do not contain information about the target to which they are to connect
and from which they are to retrieve information. For data flow to be configured correctly, adapters

require further context information, which can include an IP address, port information, credentials,
and so on.

For discovery adapters (adapters used for performing discovery), the additional information is
brought from the Trigger Cls associated with the discovery jobs; for integration adapters, the
information is manually fed when creating the integration or taken from the selected Trigger CI.

For details on making adapter changes, see Adapter Management Window, on page 236. For
details on creating adapters, see Adapter Development and Writing in the RTSM Developer
Reference Guide.

Discovery Modules
The module is a grouping of discovery jobs that logically belong together, can be operated and
managed together, and so on. This helps to reduce clutter in the main view when many jobs need to
be written, and can also offer better manageability.

When creating a job, you should add it to a module or create a new module. If you are creating
several jobs, the best practice is to split them into logical groups and assign them to modules
accordingly.

Discovery Modules support a hierarchy of folders, to facilitate easy finding of the relevant discovery
capability.

Management Zones
A Management Zone is a region in the network defined by a collection of IP ranges. A region of an
organization’s infrastructure should be defined as a Management Zone when you want to discover
all the managed objects of the region using the same scheduling policy and parameters.
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You can set up multiple Management Zones to run different instances of a discovery activity in
different data centers in your enterprise.

For information, see Zone-based Discovery, on page 378.

Discovery and Integration Content Pack
The latest discovery and integration content for RTSM are installed in a Content Pack during the
installation of RTSM. Updates to the Content Pack are available for download via Live Network. For
details on downloading and installing Content Pack updates, see the Universal Discovery
Community, on page 375.

Integration Points
Integration points are entities used to set up RTSM integrations. Each integration point is created
with a selected integration adapter and the additional configuration information required to set up the
integration. For details on creating integration points, see Integration Studio, on page 284.

Discovery Jobs

A job enables reuse of a discovery adapter for multiple discovery process flows. Jobs enable

scheduling the same adapter differently over different sets of triggered Cls and also supplying
different parameters to each set. You can launch a discovery by activating the relevant set of

discovery jobs that must be run. Relevant trigger Cls are automatically added to the activated
discovery jobs based on their trigger queries.

Discovery Activities

You use discovery activities within Management Zones to discover infrastructure (IPs, nodes),
basic software (shallow running software including application servers, databases, and web
servers), deep database configuration, and inventory ( for example, CPUs, installed and virtualized
software, logical volumes), among other information.

Input Queries

NOTE:
Input queries refer only to discovery adapters and Jython integration adapters.

Each adapter is assigned an input query that is used as follows:

o The input query defines a minimal set of requirements for every Trigger Cl included ina
discovery job or integration point that triggers this adapter. (This is true even when no trigger
query is associated with the job.)

For example, an input query can query for IPs related to nodes with an SNMP agent installed and
discovered on them, that is, only IPs with installed SNMP agents can trigger this adapter. This
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prevents the case where a user could manually create a Trigger Cl that adds all IPs as triggers to
an adapter.

« An input query defines how to retrieve data information from the RTSM. Destination data
information, even if it is not included in a Trigger CI, can be retrieved by the input query. The input
query defines how to retrieve the information.

For example, you can define a relationship between a Trigger CI (a node with the node name of
SOURCE) and the target Cl and then can refer to the target Cl according to this node name.

For details on using input queries when writing adapters, see Step 1: Create an Adapter in the
RTSM Developer Reference Guide.

Trigger Cls and Trigger Queries
A trigger Clis a Cl in the CMDB that activates a discovery job. Every time a job is activated, the
job may discover additional Cls, which in turn are used as triggers for other jobs. This process
continues until the entire IT infrastructure is discovered and mapped.

A trigger query associated with a job is a subset of the input query, and defines which specific
Cls should automatically trigger a job. That is, if an input query queries for IPs running SNMP, a
trigger query queries for IPs running SNMP in the range 195.0.0.0-195.0.0.10.

NOTE:

A trigger query must refer to the same objects as the input query. For example, if an input
query of an adapter queries for IPs running SNMP, you cannot define a trigger query for an
associated job to query for IPs connected to a node. This is because some of the IPs may
not be connected to an SNMP object, as required by the input query.
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® Data Flow Probe Setup User Interface

® Troubleshooting and Limitations — Data Flow Probe Setup

Data Flow Probes and Probe Clusters

The RTSM Data Flow Probe is the main component responsible for requesting tasks from the server,
scheduling and executing discovery and integration tasks, and sending the results back to the APM
Server. You define a range of network addresses for a specific, installed Data Flow Probe. Each Data
Flow Probe is identified by its name, chosen during the Data Flow Probe installation process.

A probe cluster is a logical container for a number of Data Flow Probes. You define a network range
for a cluster. The cluster is responsible for calculating how to distribute the IPs in its network range to
ensure a maximum balance of its IPs among its Probes.

UCMDB Integration Service

If your remote managed data repositories are accessible from the UCMDB server machine, you can
use the UCMDB Integration Service, installed on the UCMDB Server, instead of a Data Flow Probe,
to run non-Jython-based integrations.

This makes Data Flow Probe resources available for other discovery tasks.

For information on using the UCMDB Integration Service to run integrations, see How to Set Up an
Integration Point, on page 292.

NOTE:

« The UCMDB Integration Service is supported in a standalone UCMDB environment only.
« The UCMDB Integration Service must be started on the UCMDB Server.

« Ifthereis a Data Flow Probe installed and running on the UCMDB Server machine, you must
first stop the Data Flow Probe before you can start the UCMDB Integration Service. For
details, see How to Check the UCMDB Integration Service Status, on page 46.

« The UCMDB Integration Service on Linux supports the following integrations:
o SIM
o SE
o EMC Control Center
o CMS Sync
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Cluster Range Distribution Policy

A probe cluster is a logical container for a number of Data Flow Probes. When you define a network
range for the cluster, the cluster distributes IP ranges to its Probes, thereby ensuring that the load on
the Probes is evenly balanced.

A cluster balances its IPs among its Probes as follows:

1. To ensure that specific IPs are always distributed to a particular Probe, you can set a TQL query
constraint on that Probe. When the TQL query runs, the resulting IPs are distributed to the
respective Probe.

2. All of the remaining IP addresses in the cluster's range are then distributed evenly among all of the
cluster's Probes (including the Probes with the TQL query constraints).

NOTE:
The cluster balances its IPs over its Probes in such a way so as to minimize IP movement
after the IPs have been distributed to the Probes.

If the cluster's IPs become unbalanced, the cluster tries to re-balance the IPs among its
Probes. The cluster is allowed to retry to balance the Probes depending on how much

IP movement is allowed. For details, see How to Limit IP Movement in a Cluster, on page
47.

Example

Consider the following scenario:

o Cluster Range: 10.10.10.0 - 10.10.10.255
o Clusterincludes Probe1, Probe2, Probe3

« TQL constraint on Probe1: Probe1's range must include IPs 10.10.10.20 - 10.10.10.40

Cluster Range:
10.10.10.0 - 10.10.10.255

: A,

TQL constraint D Is

on Probat: ‘0’0 ’b@e? ‘5'93
10.10.00.20 - [ Yo,
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After running a TQL query on UCMDB, the following IPs are returned:

10.10.10.30 -
10.10.10.40

e N
TQL Query

|-

IpAddress

10.10.11.0-
10.10.11.20

The cluster balances its network ranges among its Probes as follows:

« Because of the TQL constraint on Probe1, range 10.10.10.30 - 10.10.10.40 is specifically distributed
to Probe1

« Range 10.10.11.0 - 10.10.11.20 is out of the cluster's range, so it is not distributed to any of the
cluster's Probes

« Theremaining IPs in the cluster's ranges are then evenly balanced among all of the cluster's Probes.
The remaining ranges are:

o 10.10.10.0-10.10.10.29
o 10.10.10.41-10.10.10.255

The cluster always attempts to distribute an IP address to a Probe whose TQL constraint includes
that IP address.

NOTE:

Technically, IPs 10.10.10.20 - 10.10.10.29, which fall within Probe1's TQL constraint, can be
distributed to any of the cluster's Probes, and not necessarily only to Probe 1. This is because
these addresses were not found by the TQL query, which means they do not exist in UCMDB.
In turn, no actual workload can be distributed to them anyway, so it is insignificant which
Probe received these IP addresses.

Nonetheless, the cluster does make a special effort to distribute these IPs to Probe1. This
way, if a subsequent recalculation of the TQL query returns these IPs, they are already in
place, and IP movement is minimized.

Furthermore, when the TQL query is recalculated, and if these addresses are found in
UCMDB, these IP addresses are indeed distributed to Probe 1, per its TQL constraint.
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TAL query results:
10.10.11.0 - 10.10.11.20
not distributed because
not in cluster range

Cluster Range:
10.10.10.0 - 10.10.10.255

TQL guery results:
10.10.10.30 - 10.10.10.40
distributed to Probe,

per TAL constraint

Remaining IPs in cluster range:
10.10.10.0 - 10.10.10.19
10.10.10.20 - 10.10.10.29
10.10.10.41 - 10.10.10.255
distributed among all probes, with special attempt to
distribute 10.10.10.20-10.10.10.29

to Probe1 where possible, to minimize IP movement.

Limiting IP Movement in a Cluster

In a probe cluster, unassigned IPs are assigned to the cluster's Probes in such a way that the
imbalance IP ratio among the Probes remains at a minimum. The imbalance ratio is governed by the
imbalance threshold.

Changing the cluster's network range, changing the set of Probes associated with the cluster, or
assigning a TQL constraint on a Probe in the cluster can cause an imbalance of IPs among the Probes
in the cluster.

In such a situation, and depending on the IP imbalance threshold, the cluster attempts to re-balance the
IPs among the cluster's Probes. That is, if one of the Probes violates the average number of IPs per
Probe, as defined by the imbalance threshold, the cluster re-balances the IPs. If not, the cluster leaves
the current IP distribution unchanged.

Example:

If a cluster has 5 Probes and 1000 IPs in its range, the average number of IPs per Probe should be 200.
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If the imbalance threshold is set to 20%, then if each of the Probes has between 160-240 IPs, they do
not violate the imbalance threshold, and no re-balancing is necessary.

Cluster
Range: 1000 IP addresses

If, however, there are Probes with less than 160 IPs, or more than 240 IPs (see image below)—that is,
more than a 20% deviation from the average 200—the cluster attempts to re-balance the IPs among the
Probes—as long as the TQL constraints on the Probes allow this.

Range: 1000 IP addresses

%E? oy >
O O

260 1Ps

For details on how to specify the imbalance threshold, see How to Limit [P Movement in a Cluster, on
page 47.
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Job Execution Policies

You can define periods of time when a Probe/probe cluster may not run. You can choose to disable

specific jobs running on any Probe or all jobs running on a specific Probe or on Probes in a cluster. You

can also exclude jobs from a job execution policy so that they continue running as usual.

For details on defining a job execution policy, see New/Edit Policy Dialog Box, on page 81.

Example of Policy Ordering

For this example, there are two policies, Total TCP Blackout and Always (the out-of-the-box

policy). Total TCP Blackout does not allow any TCP discovery jobs to run. The policies appear in

the list as follows:

Job Execution Policy
ft ¥ + K &2
Time | Probes | Jobs
Total TCP Blackout All [IP Traffic by Metwork Dats
Always All All

Ajob (Class C IPs by ICMP) starts running. It checks the policies in the policy list from top to

bottom. It starts by checking Total TCP Blackout. The job does not appear in this policy, so it

continues down the list and checks Always. The job does appear here (Allow All is selected in the

Edit Policy dialog box) so the job runs:

B edit Policy

Related probes | =<All Probes== |7

Time

Related jobs

&

®) Alow all
() Total Blackout
) Allowed jobs

() Disallowed jobs

The next job (Software Element CF by Shell) starts running. It checks the policies in the policy

list from top to bottom. It starts by checking Total TCP Blackout. The job appears in this policy

(Disallowed Jobs is selected in the Edit Policy dialog box), so the job does not run:
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Edit Policy
Related probes | =<All Probes== |7

Time &

Related jobs

O Alow al A Software Element CF by Shell
() Total Blackout

) Allowed jobs

(®) Disallowed jobs

CAUTION:
If ajob is not connected to any policy, it does not run. To run these jobs, set the last policy in
the list to Allow All.

Running Jobs When a Job Execution Policy Is Running

If a policy begins to operate while a Probe is executing a job, the job pauses. When the policy finishes,
the job continues to run from where it ceased. For example, say a job contains 10,000 trigger Cls. The
job finishes working on 7,000 of them and then the policy starts to operate. When the job continues
(after the policy finishes), it works on the remaining 3,000 trigger Cls—the job does not start running
from the beginning.

Effects of Range Type on Discovery Workflows

Depending on the type of network range defined for a discovery environment, different reconciliation
rules and discovery workflows are applied.

To support different types of environments, the IP Address Cl contains the Lease Time attribute which
stores the type of network range. The type of network range the routing domain, and certain discovery
options determine the reconciliation rules and workflows that are applied to that network range.

Updates to the IP Address Cl occur when ranges are updated, when IP Address Cls are reported by
the Data Flow Probe, or when new IP/MAC pairs are discovered. This behavior minimizes
unnecessary add and delete operations for IP Address Cls.

For descriptions of typical environments for range types, and for information on how to configure range
types, see New/Edit Range Dialog Box, on page 112.
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For explanations on choosing the best discovery options for Client types ranges, see Discovery

Options for Client IP Ranges, on page 479.

The following explains the range types and discovery options, and the effects on data reconciliation:

Range Discovery Discovery Workflow

Type  Option
Data N/A 1.
Center

Client SNMP 1.

Application Performance
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Ping Sweep by ICMP job runs.

NOTE:
MAC addresses are not captured during a
ping sweep discovery job.

Node Cl is created.
Host Connection jobs run.

Inventory Discovery jobs and Universal
Discovery Agent related jobs run.

Client SNMP Discovery job runs to discover
ARP-enabled devices that provide IP/MAC pair
information.

IP/MAC Address Harvesting job runs against
SNMP devices to retrieve IP/MAC pair
information.

New or updated IP/MAC pair information and a
CallHomeEvent Cl is reported to UCMDB.

The Host Connection job and the Call Home
Processing job runs.

Inventory Discovery jobs and Universal
Discovery Agent-related jobs run. However, if
the Data Flow Probe cannot establish a
connection with the discovery node or ajob is
waiting for other tasks to complete, the
workflow is put into a parked state.

A Call[HomeEvent Cl is received by UCMDB
when the Universal Discovery Agent sends a
call home message to the Data Flow Probe, or
when a new IP/MAC address pair is harvested
from an ARP cache job. As aresult, a Call
Home Processing job is triggered and the

Effects on Data
Reconciliation

If the IP addresses that
are discovered during
two unique discovery
runs are identical, the
datais mergedintoa
single IP Address CI.

If the IP addresses that
are discovered during
two unique discovery
jobs are different but
the ARP/MAC values
are identical, the data is
merged into a single IP
Address ClI.

If the IP addresses that
are discovered during
two unique discovery
jobs are different and
the ARP/MAC
addresses are null or
undetermined, the data
is merged into a single
IP Address Cl if the
Interface IDs are
identical.
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Range Discovery Discovery Workflow Effects on Data
Type Option Reconciliation

parked workflow is put into an activated state.
Then, the Inventory Discovery jobs and
Universal Discovery Agent-related jobs run. For
more information on parked workflows and

other traffic cases, see Call Home Overview,

on page 141.
Without 1. Ping Sweep by ICMP job runs. Standalone (not
SNMP NOTE: connected to any Cls)

MAC addresses are not captured during a IP addresses without

. . . ARP/MAC values are
ping sweep discovery job.
reported to UCMDB.
2. Host Connection jobs run. However, IP addresses

3. Inventory Discovery jobs and Universal that are connected to a

Discovery Agent-related jobs run. Cl (i.e., not standalone)

and without ARP/MAC
values are not reported
to UCMDB.

If an IP address without
an IP/MAC value is
discovered, and there is
another instance of the
same |IP address
together with the same
domain name, the two
instances are
reconciled. This
behavior occurs

whether there are
IP/MAC values or not.
How to Add Data Flow Probes to APM
This task describes how to add a Data Flow Probe to APM.
1. Prerequisites
« Verify that the Probe is installed and make a note of its IP address.
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For details about installing a Data Flow Probe, see the Data Flow Probe Installation Guide.

« Ensure that the probe's domain is defined in UCMDB. For details, see Add New Domain
Dialog Box, on page 83.

« If you are connecting to the Data Flow Probe from a non-secured APM, make sure that the
appilog.agent.probe.protocol property is set to HTTP in the DataFlowProbe.properties
configuration file.

2. Add a Data Flow Probe
a. Inthe Data Flow Management module, go to the Data Flow Probe Setup window.

b. Inthe Domains and Probes tree, select the domain to which to add the probe.

c. Select the Data Flow Probes node, click ik '|, and select New Data Flow Probe.

d. Define the Probe name and provide a description if desired.
e. Select the new Probe and define its network range. For details, see New/Edit Range

Dialog Box, on page 112.

NOTE:
Two Probes in the same domain cannot have the same IP address in their range.

3. Results
To verify that it the Probe is connected, select the Domains and Probes tree, and in the details
pane on the right, verify that the Status is Connected.

NOTE:
When you install and start the Probe, it automatically connects to RTSM.

How to Add Probe Clusters to UCMDB

This task describes how to add a probe cluster to APM.

1. Create a cluster
a. InData Flow Management , go to Data Flow Probe Setup.

b. Inthe Domains and Probes tree, select the Data Flow Probes node.

C. Click|'-' ’|, and select New Cluster.

d. Enter a name and a description for the cluster.

2. Define a network range for cluster
Select the cluster in the Domains and Probes tree on the left, and in the Ranges pane on the

right, click New Range 1 to define a network range for the cluster.
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For details, see New/Edit Range Dialog Box, on page 112.

3. Add Data Flow Probes to the cluster
a. Select the cluster in the Domains and Probes tree.
b. Inthe Associated Probes pane on the right, click Add Probe to Cluster , and select

Data Flow Probes to add to the cluster.

NOTE:

« A Data Flow Probe can belong to one cluster only.

« You can define a Data Flow Probe in a cluster even before the Data Flow Probe
has actually been installed and connects to the UCMDB Server. To do this,
select the cluster in the Domains and Probes tree, click New Data Flow Probe

ek '|, and give the Probe a name and a description.

« When a Data Flow Probe is added to a cluster its whole network range becomes
part of the cluster's range. If you remove the Probe from the cluster, the Probe
will have no defined network ranges because all of them remain part of cluster's
range.

Exception: If the Probe was added, and then removed without making any
changes to its range, and before saving the cluster, then its range is not merged
with the cluster's range, but remains with the Probe.

« If management zones are used on the Probe that you are adding to the cluster,
and those management zones contain IP ranges, add the IP ranges to the
management zones again using the Edit Management Zones dialog box.

c. (Optional). Set TQL constraints for one or more Probes. For details, see Set TQL
Constraint on page 99.

4. Save the cluster

Click OK at the bottom of the Details pane to save the cluster.

5. Results

The cluster balances its network ranges among its Probes. For details, see Cluster Range
Distribution Policy, on page 32.

How to Start a Data Flow Probe

This task describes how to start the Data Flow Probe service.
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NOTE:

« The Probe link in the Downloads page is displayed only if you have purchased a license for
the DFM application.

« The managed environment is defined by the ranges of the domains. However, with some
discovery adapters it is possible to override this behavior and discover Cls that are out of a
Probe's range.

1. Prerequisite
« Ensure that the UCMDB Server is installed and running.

« Ensure that the Data Flow Probe is installed.

For installation instructions, see the interactive Universal CMDB Deployment Guide.

2. Start the Probe

Start the Probe on the machine on which the Probe is installed:

« Windows: Start > Programs > RTSM > Start Data Flow Probe

« Linux: /opt/hp/UCMDB/DataFlowProbe/bin/ProbeGateway.sh start

The Probe is started as a service.

To verify that the Probe has been launched successfully (Windows Probe only):

a. InApplication Performance Management select Admin > RTSM Administration > Data
Flow Management > Data Flow Probe Setup.

b. Select the Probe and, in the Details pane, verify that the status is Connected.

NOTE:

o The user running the Probe service must be a member of the Administrators group.

« You can also configure the Probe so that it opens in a console. In this case, the
command prompt window is displayed. To open the console, on the Probe machine
select Start > Programs > UCMDB > Start Data Flow Probe (console).

How to Stop a Data Flow Probe

« TostopaProbe when it is running as a service, on the machine where the Data Flow Probe is
installed select:

o Windows: Start > Programs > UCMDB > Stop Data Flow Probe
o Linux: /opt/hp/UCMDB/DataFlowProbe/bin/probegateway.sh stop
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« TostopaProbe whenitis running in a command prompt window (the console), on the machine
where the Data Flow Probe is installed press CTRL+c, theny.

How to Change the Data Flow Probe Default Domain

This task describes how to change a Data Flow Probe's default domain.

1. Stop the Probe. For details, see How to Stop a Data Flow Probe, on the previous page.
2. Remove the Probe from UCMDB:

« If the Probe appears in the Data Flow Probe Setup > Domains and Probes tree, select the

Probe and click Remove |

« If the Probe does not appear in the Data Flow Probe Setup > Domains and Probes tree (in the
case of a Probe on Linux/Probe configured for Integration only), you must delete it from the
UCMDB JMX console:

a. Logintothe UCMDB JMX Console.

b. If you do not know the exact name of the Probe that you want to remove, you can
generate a list of the Probes on UCMDB by invoking the getAllRegisteredProbes
operation.

c. Locate the removeProbeOrCluster operation, enter your customer ID (default: 1) and the
name of the Probe you are removing, and invoke the operation.

The Probe is removed from UCMDB.
3. Update the Probe default domain property.
a. Onthe Probe machine, open the DataFlowProbe.properties file, located in:
« Windows: C:\hp\UCMDB\DataFlowProbe\conf
« Linux: /opt/hp/UCMDB/DataFlowProbe/conf
b. Update the following property with the new domain name:
« appilog.collectors.domain
For more details about this property, see DataFlowProbe.properties Parameters, on page 64.

4. Clearthe data from the Probe.
NOTE:
The clearProbeData script resets the Data Flow Probe's DB schemas and file system

state. After running this script the Data Flow Probe re-sends all discovered data to
UCMDB. This could potentially create a significant load on the UCMDB Server.

For details, see How to Clear Data Flow Probe Data, on page 54.

5. Restart the Probe. For details, see How to Start a Data Flow Probe, on page 41.
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How to Change the Data Flow Probe Port

This task describes how to change a Data Flow Probe's port number.

1.
2.

Stop the Probe. For details, see How to Stop a Data Flow Probe, on page 42.
Update the Probe's port property.
a. Open the DataFlowProbe.properties file, located in:
« Windows: C:\hp\UCMDB\Data Flow Probe\conf
o Linux: /opt/hp/UCMDB/Data Flow Probe/conf
b. Update the following property with the new port number:
o If HTTP communication is configured: serverPort
o IfHTTPS communication (SSL) is configured: serverPortHttps

For more details about these properties, see DataFlowProbe.properties Parameters, on page
64.

Clear the data from the Probe.

NOTE:

The clearProbeData script resets the Data Flow Probe's DB schemas and file system
state. After running this script the Data Flow Probe re-sends all discovered data to
UCMDB. This could potentially create a significant load on the UCMDB Server.

For details, see How to Clear Data Flow Probe Data, on page 54.

Restart the Probe. For details, see How to Start a Data Flow Probe, on page 41.

How to Move Resources From One Domain to
Another

This task describes how to move credentials, Data Flow Probes, and Probe ranges from the source to

the target domain.

1.

Prerequisite: Deactivate all running jobs and all activities running in all the Management Zones.

2. Stop each Data Flow Probe in the source domain that you want to move to the target domain. For
details, see How to Stop a Data Flow Probe, on page 42.
3. Oneach Probe machine, open ..\hp\UCMDB\DataFlowProbe\confidataFlowProbe.properties,
and locate the following line:
appilog.collectors.domain =
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Set the parameter's value to ${DefaultDomain}.
Save the changes, but do not yet restart the Probe.
4. InUCMDB, go to Data Flow Management > Data Flow Probe Setup and for each Probe under

your source domain:

a. Select the Probe, and click Export to CSV | £l '| to export the Probe's ranges to a CSV file.

b. Delete the Probe from the source domain.

5. Create a new domain—the target domain—with Type = Customer.

6. Inthe source domain, select each credential, click Copy to Another Domain |ﬁ| and select the

target domain that you created above.
7. InUCMDB, go to Administration > Infrastructure Settings Manager.
a. Inthe Filter by Column box, select Name, and in the adjacent box, type domain.

b. Among others, the Default Domain Property Value setting is displayed. In the Value
column of this setting, enter the name of the target domain you created above.

c. Saveyourchanges.
8. Delete all the ipaddress and ipsubnet Cls from your CMDB.
9. On each Probe:
a. Run clearProbeData.bat. For details, see How to Clear Data Flow Probe Data, on page 54.
b. Start the Probe. For details, see How to Start a Data Flow Probe, on page 41.
NOTE:
Ensure that the Probe started properly.

10. InUCMDB, go to Data Flow Management > Data Flow Probe Setup:

a. Check that all the Probes from the source domain now appear under the target domain you
created above.

b. Foreach Probe, import the corresponding CSV with the Probe ranges that you exported
earlier.

How to Change the UCMDB Integration Service
Default Domain

This task describes how to change the default domain of the UCMDB Integration Service.
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1. Stop the Integration Service.
Windows Start > Programs > UCMDB > Stop Universal CMDB Integration Service
Linux /opt/hp/UCMDB/UCMDBServer/integrations/bin/service.sh stop

2. Update the domain properties.

« Open the DataFlowProbe.properties file, located in:
Windows c:\hp\UCMDB\UCMDBServenintegrations\conf
Linux /lopt/hp/UCMDB/UCMDBServer/integrations/conf

« Update the following property with the new domain name:
appilog.collectors.domain
For more details about this property, see DataFlowProbe.properties Parameters, on page 64.
3. Clearthe data from the Integration Service.

For details, see How to Clear UCMDB Integration Service Data, on page 55.

NOTE:

The clearProbeData script resets the Integration Service's DB schemas and file system
state. After running this script the Integration Service re-sends all discovered data to
UCMDB. This could potentially create a significant load on the UCMDB Server.

4. Restart the Integration Service.
Windows Start > Programs > UCMDB > Start Universal CMDB Integration Service

Linux /opt/hp/UCMDB/UCMDBServer/integrations/bin/service.sh start

How to Check the UCMDB Integration Service
Status

If your remote managed data repositories are accessible from the UCMDB server machine, you can
use the UCMDB Integration Service for non-Jython-based integrations instead of a Data Flow Probe.

NOTE:
The UCMDB Integration Service is supported in a standalone UCMDB environment only.

To ensure that the service is running:
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1. Check the status on the UCMDB Server machine:
Windows Control Panel > Administration Tools > Services
Linux lopt/hp/lUCMDB/UCMDBServer/integrations/bin/service.sh status

2. If the service is not running:

a. Check if there is a Data Flow Probe installed and running on the UCMDB Server machine. If
s0, you must first stop the Data Flow Probe before you can start the UCMDB Integration
Service.

To stop the Data Flow Probe:
Windows Select Start > All Programs > UCMDB > Stop Data Flow Probe

Linux Enter the following command:
lopt/hp/UCMDB/DataFlowProbe/bin/probegateway.sh stop

b. Start the UCMDB Integration Service:

Windows Use one of the following:

« Select Start > All Programs > UCMDB > Start Universal CMDB
Integration Service

« Select Start > Control Panel > Administration Tools > Services, and

start the UCMDB Integration Service

Linux Enter the following command:
lopt/hp/UCMDB/UCMDBServer/integrations/bin/service.sh start

How to Limit IP Movement in a Cluster

This task describes how to set the IP imbalance threshold for probe clusters to minimize IP movement
in the cluster.

To set the imbalance threshold:

1. Goto Administration > Infrastructure Settings > General Settings > Maximal allowed
cluster imbalance.

2. Enterthe imbalance threshold (in percentage).

Default: 20% The cluster must distribute the IPs among its Probes so that they are balanced.
That is, by default no Probe may have 20% more or less than the average number of IPs. If the
number of IPs on any Probe deviates from this threshold, the cluster attempts to redistribute the
IPs among its Probes.
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For an example, see Limiting IP Movement in a Cluster, on page 34.

NOTE:

If minimal IP movement is more critical than cluster imbalance, then minimize the

IP movement by making this threshold higher. The higher the imbalance threshold, the less
the IPs will be moved around.

How to Update the Data Flow Probe's IP Address

This task describes how to configure a Data Flow Probe if its IP address has changed.

NOTE:

If the IP address of a Data Flow Probe has changed, it is advisable to re-install the Probe. For
information about installing the Data Flow Probe, see the interactive Universal CMDB
Deployment Guide. If it is not possible to reinstall the Probe, perform the procedure below.

To change the IP address of a Data Flow Probe:

1. Update the Probe properties
In C:\hp\UCMDB\Data Flow Probe\conf folder:

« Open the DataFlowProbe.properties file and update the following properties:
o appilog.collectors.local.ip
o appilog.collectors.probe.ip

For more details about these properties, see DataFlowProbe.properties Parameters, on
page 64.

« Open the probeMgrList.xml, locate the line that starts with <probeMgr ip=and update the
Probe Manager machine name or IP address, for example:

<probeMgr ip="OLYMPICS@8">

2. Stop the Probe

« Tostop the Probe when it is running as a service, select
Start > Programs > UCMDB > Stop Data Flow Probe

« Tostop the Probe when it is running in a command prompt window (the console), press
CTRL+c, theny.

3. Clear the data from the Probe

For details, see How to Clear Data Flow Probe Data, on page 54.
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NOTE:

The clearProbeData script resets the Data Flow Probe's DB schemas and file system
state. After running this script the Data Flow Probe re-sends all discovered data to
UCMDB. This could potentially create a significant load on the UCMDB Server.

4. Restart the Probe
To restart the Probe from the Start window or from the console, see How to Start a Data Flow

Probe, on page 41.

How to Update the Data Flow Probe Memory Size

The Data Flow Probe Memory Size is defined during installation.
This task describes how to change the maximum heap size..

1. Open the WrapperEnv.conflocated in
Windows C:\hp\UCMDB\DataFlowProbe\bin\
Linux lopt/hp/UCMDB/DataFlowProbe/bin

2. Update the following parameters:
« set. GATEWAY_MAX_MEM
« set. MANAGER_MAX_MEM

NOTE:
For Probes on Linux machine, update only set. GATEWAY_MAX_MEM

3. Restart the Data Flow Probe process.

How to Configure the Number of Connections to
Other Machines

This task describes how to configure the number of connections per second that a Data Flow Probe is
allowed to create to other machines. You configure these settings in the globalsettings.xml file which
is located in the Adapter Management module under Resources pane > Packages >
AutoDiscoveryContent > Configuration Files.

To configure the number of connections per second created by the Probe to other machines:
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1. Inthe globalsettings.xml file, configure the properties as follows:
Property Description

maximumConnectionsPerSeco Enables limiting the number of new connections per
nd second created by the Probe to other machines.

o 0. Unlimited number of connections allowed.

« > 0. The maximum number of connections. If this limit
is reached, any job trying to create a new connection
will wait for a period of time that is determined in the
timeToSleepWhenMaximumConnectionsLimitRea
ched

property (see below)

Default: O (unlimited)

timeToSleepWhenMaximum Determines how long (in milliseconds) a job needs to wait
ConnectionsLimitReached until a new connection can be created, assuming the
maximumConnectionsPerSecond limit has been reached.

Default: 1000 milliseconds (1 second)

NOTE:
If maximumConnectionsPerSecond = 0, this
property is ignored.

2. Save your changes.

For more details about the globalsettings.xml file, see the UCMDB Discovery and Integrations

Content Guide.

How to Configure Periodic Data Flow Task Updates

When a data flow job is activated, the input TQL of the adapter is calculated once and is sent to the
Data Flow Probe. If trigger Cl data changes (for example, a laptop acquires a different IP address) the
Data Flow Probe needs to be updated with the modified trigger Cl data. As long as the Data Flow Probe
is not updated with any changes, the query continues to run with out-of-date information.

To ensure that the Data Flow Probe is always kept up-to-date with possible changes in trigger Cl data,
you can configure UCMDB to recalculate trigger Cl data and send any changes to the Data Flow

Probe.

There are rare situations where triggers appear as part of a Service Discovery activity, although they
are not part of the discovered service or Cls related to the service. In this case, the periodic data flow
task updates will dispatch and undispatch these triggers to return the activity to its valid state.
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This section includes:

« Global Configuration, below
« Adapter Configuration, below

« AdHoc Updates, on the next page

Global Configuration
Data flow tasks for all adapters are updated per the global setting configured in the Infrastructure

Settings.

NOTE:
Where necessary, you can configure updates for a particular adapter to behave differently.
For details, see Adapter Configuration below.

To configure global data flow task updates:
1. Select Administration > Infrastructure Settings Manager.
2. Select the General Settings category.
a. Locate Enable periodic update of data flow tasks parameter and set the value to true.

b. Locate Periodic data flow task update interval and Periodic data flow task update
start time and specify how often (in hours) to update the data flow tasks, and the time (01-
24) at which to start the update.

By default, this option is enabled, and the data flow tasks are updated once a day, at midnight.

Adapter Configuration
This task describes how to configure a particular adapter so that updates to its data flow tasks are

periodically sent to the Data Flow Probe.

NOTE:

« The setting in the adapter file overrides the global setting (Enable periodic update of
data flow tasks) described above.

For example, if the setting in the adapter file is set to true, but the global setting is set to
false, the adapter's tasks are still updated on the Data Flow Probe (and vice versa).

« This setting should be configured for an adapter only in the case where updates for the
adapter should behave differently to configuration in the global settings.
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To configure data flow task updates for a particular adapter:
1. Open the adapter's xml file in an editor.
2. Locate the <dispatchMechanism> tag. If it does not exist, create it.
3. Add the following parameter:

<dispatchOnChanges isEnabled = "<true or false>" />

Example:

<pattern>

<dispatchMechanism type = "IpAddress">
<dispatchOnChanges isEnabled = "true" />

</dispatchMechanism>

</pattern>

Ad Hoc Updates

1. Logintothe UCMDB JMX console. (Launch the Web browser and enter the following address:
http://localhost:21212/jmx-console. You may have to log in with a user name and
password.)

2. Click UCMDB:service=Discovery Manager to open the JMX MBEAN View page.

3. Run one of the following methods, depending on which is relevant:

JMX Method Description
recalculateAndUpdateDFMTasks Updates data flow tasks for all the
adapters for which data flow task update
is enabled.
NOTE:

Data flow task updates are enabled
in the adapter's configuration file.

recalculateAndUpdateDFMTasksForAdapter Updates data flow tasks for selected
adapters without checking the adapter
configurations. That is, even if the data
flow task update is not enabled for a
selected adapter, the updates are run.
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How to Prevent Probes from Sending Touch
Information Simultaneously

When multiple Data Flow Probes send touch information simultaneously to the UCMDB Server, the
Server may become overloaded. To enable a manual load balancing between the multiple Data Flow
Probes running against the UCMDB Server, you can set the time at which each Probe reports the
touch:
1. Open the DataFlowProbe.properties file in a text editor.
2. Locate the lines beginning with # Is touch window mechanism active:
"# Is touch window mechanism active
appilog.agent.probe.touchWindowMechanism.isActive = false
"# Defines the time when the touch window starts (HH:MM - ©0:00-23:59)
appilog.agent.probe.touchWindowMechanism.startTime = 10:00
"# Defines the time when the touch window ends (HH:MM - ©0:00-23:59)
appilog.agent.probe.touchWindowMechanism.endTime = 23:59
3. Change the appilog.agent.probe.touchWindowMechanism.isActive parameter to true.
4. Set the time at which the Probe should report the touch.
5. Savethefile.

These parameters enable the Probes to perform "touching" in non-overlapping time frames.

How to Configure the Data Flow Probe to
Automatically Delete Cls

This task explains how to configure a job so that Cl instances of specific CITs are automatically
deleted.
1. Select the Cls to be deleted
a. Select an adapter.

b. Inthe Adapter Configuration tab > Results Management pane, select Enable Automatic
Deletion and in the adjacent drop-down box, select when to enable automatic
deletion: Always, On Success or Warnings, or Only on Success.

c. Inthe Automatic Deletion box, click .

d. Inthe Choose Discovered Class dialog box that opens, select CITs for deletion. For details,
see Choose Discovered Class Dialog Box, on page 240.
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e. Inthe Automatic Deletion box, in the Deletion Method column, select the deletion method for
the CIT: Auto Delete or Candidate for Deletion. For details on the deletion methods, see
Automatically Deleted Cls and Relationships and Candidates for Deletion Cls, on page 199.

f. Click the Save button at the bottom of the page.
2. Results

To view the deleted Cls, access the Deleted column in the Discovery Results pane. For details,
see Discovery Results Tab/Pane, on page 617.

How to Delete Unsent Probe Results

This task describes how to empty the Probe queue that contains results that have not yet been
transmitted to the RTSM Server.

1. Access the Data Flow Probe JMX console: Launch a Web browser and enter the following
address: http://<Probe Gateway machine name or IP address>:1977. If you are running the
Data Flow Probe locally, enter http://localhost:1977.

You may have to log in with a user name and password.

2. Locate the Probe_<Probe Name> > type=MainProbe service and click the link to open the JMX
MBEAN View page.

3. Invoke the operation by clicking the dropUnsentResults button.

NOTE:
This operation deletes 100 results at a time. To delete more results, re-invoke the operation as

many times as necessary.

How to Clear Data Flow Probe Data

This task describes how to clear the data from the Data Flow Probe.

NOTE:
For details on clearing the data from the UCMDB Integration Service, see How to Clear UCMDB

Integration Service Data, on the next page.

1. Stop the Data Flow Probe service. To do this, see How to Stop a Data Flow Probe, on page 42.

2. Runthe clearProbeData script

NOTE:
The clearProbeData script resets the Data Flow Probe's DB schemas and file system

state. After running this script the Data Flow Probe resends all the discovered data to

Application Performance Page 54 of 715
Management (9.50)



Data Flow Management Guide
Chapter 4: Data Flow Probe Setup

UCMDB. This could potentially create a significant load on the UCMDB Server.

Windows a. Onthe Data Flow Probe machine, go to:
c:\hp\UCMDB\DataFlowProbe\tools
b. Atthe command prompt, type:

clearProbeData.bat
Linux /lopt/hp/UCMDB/DataFlowProbe/tools/clearProbeData.sh

3. Restart the Data Flow Probe service

Start the Data Flow Probe service. For details, see How to Start a Data Flow Probe, on page 41.

4. Results
All the data is deleted from the Data Flow Probe.

How to Clear UCMDB Integration Service Data

This task describes how to clear the data from the UCMDB Integration Service.

NOTE:
For details on clearing the data on a Data Flow Probe, see How to Clear Data Flow Probe Data,

on the previous page.
1. Stop the Integration Service.
Windows  Start > Programs > RTSM> Stop Universal RTSM Integration Service
Linux lopt/hp/UCMDB/UCMDBServer/integrations/bin/service.sh stop

2. Runthe clearProbeData script.

NOTE:
The clearProbeData script resets the Integration Service's DB schemas and file system

state. After running this script the Integration Service resends all the discovered data to
UCMDB. This could potentially create a significant load on the UCMDB Server.

On the UCMDB Server machine, run the script as follows:
Windows  c:\hp\UCMDB\UCMDBServen\integrations\tools\clearProbeData.bat
Linux lopt/hp/UCMDB/UCMDBServer/integrations/tools/clearProbeData.sh

3. Restart the Integration Service:
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Windows  Start > Programs > RTSM> Start Universal RTSM Integration Service

Linux lopt/hp/UCMDB/UCMDBServer/integrations/bin/service.sh start

4. Results

All the data is deleted from the Integration Service.

How to Deploy a Data Flow Probe CUP

This task describes how to deploy a cumulative update package (CUP) for Data Flow Probes
(Windows/Linux) connected to UCMDB.

NOTE:

« This task describes how to deploy the Probe CUP from within the UCMDB user interface. For
instruction on deploying the Data Flow Probe CUP manually on an individual Probe, see How
to Deploy Data Flow Probe CUP Manually, on the next page.

« Upgrading Data Flow Probes that operate in separate mode is not supported. To perform an
upgrade, see How to Deploy Data Flow Probe CUP Manually, on the next page.

« Download CUPs from the Live Network website. For more information, see Universal
Discovery Community, on page 375. For detailed instructions on how to install CUPs, see the
release notes document that is included in the CUP package.

To deploy a Data Flow Probe CUP on all the connected Data Flow Probes:

1. In Data Flow Management, go to the Data Flow Probe Setup module.

2. Click the Deploy Probe Update |E| button.

3. Select a CUP version to deploy, and click OK.

4. Linux only:
a. Extract the upgrade package by running:

lopt/hp/UCMDB/DataFlowProbe/tools/upgrade/extractUpgradePackage.sh

b. Restart the Data Flow Probe.

5. Windows Probe only: Verify that the Probes is connected and that the Probe version is updated:
Go to Data Flow Management > Data Flow Probe Setup, and select the domain. For details,
see <Domain> Details Pane, on page 90.

NOTE:

Application Performance Page 56 of 715
Management (9.50)



Data Flow Management Guide
Chapter 4: Data Flow Probe Setup

« During the CUP deployment process, all compatible Data Flow Probes are automatically
restarted. If an integration is running on a Data Flow Probe while it is restarting, the integration
stops running, and starts over when the Data Flow Probe restarts. If an integration is almost
finished running, or a significant part has already run, to avoid starting the integration over, we
recommend letting it complete its run, and, thereafter, updating the CUP.

« Toundeploy a Data Flow Probe CUP for the purpose of aligning the CUP version with the
UCMDB Server's CUP version, see How to Align the Data Flow Probe CUP with the
UCMDB Server CUP, on the next page.

How to Deploy Data Flow Probe CUP Manually

This task describes how to manually deploy a Data Flow Probe CUP on an individual Data Flow Probe.

NOTE:

« This procedure can be used if you are upgrading Data Flow Probes that operate in separate
mode. If your Data Flow Probe is not operating in this mode, see How to Deploy a Data Flow
Probe CUP, on the previous page.

« Download CUPs from the Live Network website. For more information, see Universal
Discovery Community, on page 375. For detailed instructions on how to install CUPs, see the
release notes document that is included in the CUP package.

1. Prerequisites

To avoid loss of data, deactivate all discovery jobs before running the update.

2. Install the UCMDB CUP
Run the installation wizard to install the UCMDB server CUP only.

3. Copy files from UCMDB server to Data Flow Probe

Copy the CUP package file from the following source locations on the UCMDB server to the
following destination locations on the Data Flow Probe as follows, depending on the OS
platform you are using:

NOTE:
When the Data Flow Probe is operating in separate mode, copy the file to both the Data
Flow Probe gateway and Data Flow Probe manager.

Windows:
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Source: C:\hp\UCMDB\UCMDBServer\content\probe patch\probe-patch-
10.<VersionNumber>.CUP<VersionNumber>-windows.zip

Destination: C:\hp\UCMDB\DataFlowProbe\runtime\upgrade\ probe-patch-
10.<VersionNumber>.CUP<VersionNumber>-windows.zip

Linux:

Source: C:\hp\UCMDB\UCMDBServer\content\probe patch\probe-patch-
10.<VersionNumber>.CUP<VersionNumber>-linux.zip

Destination: /opt/hp/UCMDB/DataFlowProbe/runtime/upgrade/probe-patch-
10.<VersionNumber>.CUP<VersionNumber>-linux.zip

4. Restart the Data Flow Probe
Restart the Probe.

5. Result
(Windows only) Verify that the Probe is connected and that the Probe version is updated: Go to
Data Flow Management > Data Flow Probe Setup, select the domain select the Probe. For
details, see <Domain> Details Pane, on page 90.

NOTE:

« If this process fails, uninstall the Probe, reinstall a new Probe, and then deploy the relevant
Probe CUP.

« Fordetails on installing the Probe, see the interactive Universal CMDB Deployment Guide.

How to Align the Data Flow Probe CUP with the
UCMDB Server CUP

The cumulative update package (CUP) version of Data Flow Probes connected to the UCMDB Server
must always be aligned with the corresponding CUP version of the UCMDB Server.

This task describes how to align the CUP version on the Data Flow Probes with the corresponding
UCMDB Server's CUP.

NOTE:

« Aligning Data Flow Probe CUPs is necessary only if any of the connected Data Flow Probes
in your system are installed with CUP versions that are later than the UCMDB Server CUP
version.
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« This option is available only for Probes that were updated with a CUP version (manually or
using the Deploy Probe Update feature).

« If aProbe installation includes a CUP, you cannot uninstall the CUP. To uninstall the CUP,
you need to uninstall the Probe, and then reinstall the Probe with the correct CUP version.

To align the Data Flow Probe CUP version:

1. In Data Flow Management module, go to Data Flow Probe Setup.

2. Click the Undeploy Probe Update button. The CUP version on each Data Flow Probe is

downgraded by one CUP version, relative to the CUP version installed on each Data Flow Probe.

NOTE:
If this button is not enabled, the CUP on each of the Probes is aligned with UCMDB, and
nothing further needs to be done.

3. Aslongas the Undeploy Probe Update button is enabled, this indicates that there is one or

more Probe whose CUP version is not aligned with the UCMDB Server's CUP version. Click this
button again to align the CUP version on those Probes.

When the Undeploy Probe Update button becomes disabled, this indicates that the CUP

version on all of the Probes is aligned with the UCMDB Server's CUP version.
4. Remove the CUP resource from UCMDB to ensure that it is not deployed again:
a. In Administration > Package Manager, select the probeUpdate package, and click
Undeploy Resources “*.
b. Inthe Undeploy Package Resources dialog box that opens, select the CUP resource.

c. Click Next and then Finish.

Example

Consider the following deployment:

« UCMDB Server has CUP1 installed

« Probe1 has CUP1 installed.

» Probe2 has CUP2 installed.

« Probe3 has CUP3 installed.

Aligning the CUP versions will have the following effect:

« Probe1 remains untouched because its CUP version is aligned with that of the UCMDB Server.

« Probe2 is downgraded to CUP1.
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« Probe3is downgraded to CUP2.

In order for Probe3 to be compatible with the UCMDB Server, aligning the CUP versions again will
have the following effect:

« Probe1 and Probe2 remain untouched because their CUP versions are aligned with that of the
UCMDB Server.

« Probe3is downgraded to CUP1.

How to Uninstall Probe CUPs Manually

This task describes how to uninstall a Data Flow Probe CUP that was deployed manually. This can be
done using manual methods only.

To uninstall a Probe CUP manually:

1. Stop the Probe.

2. Copy ${PROBE_INSTALL})\Uninstall CUP\CUP_NUMBER\ probeUninstallCup<CUP_
number>.zip to the ${PROBE_INSTALL}runtime\upgrade\ directory.

3. From the command prompt, navigate to the ${PROBE_INSTALL}\tools\upgrade\ directory.
4. Run:

« OnWindows: extractUpgradePackage.bat

« On Linux: extractUpgradePackage.sh
5. Ensure that the CUP resource was removed from UCMDB so that it is not deployed again:

a. In Administration > Package Manager, select the probeUpdate package, and click

Undeploy Resources “*.

b. Inthe Undeploy Package Resources dialog box that opens, if the CUP resource is displayed,
select it.

c. Click Next and then Finish.

Data Flow Probe Process Ports

« Data Flow Probe Machine Ports, below
« Remote Machine Ports, on page 62

Data Flow Probe Machine Ports

The following ports are used by the Data Flow Probe process on the Data Flow Probe machine:
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Port Description
1977 Data Flow Probe’s web application port. Used for JMX console and other web services.

1978  If the Data Flow Probe is installed in separate mode (Probe Manager and Probe Gateway are
running in separate processes), this port is used by the Probe Manager process for the web
application port (Manager's JMX console).

1979  Web application port for the second Data Flow Probe (if installed). Used for JMX console
and other web services.

8453 Data Flow Probe’s secured web application port. Same as 1977, and is used for the JMX
console and other web services if the Jetty HTTPS mode is enabled.

Also used to redirect Credential Manager requests when the Data Flow Probe is installed in
separate mode.

8454  Data Flow Probe’s secured web application port. If the Data Flow Probe is installed in
separate mode and Jetty HTTPS mode is enabled, this port is used by the Probe Manager
process for the web application port (Manager's JMX console).

8455  Secured web application port for the second Data Flow Probe (if installed). It is used to
share the Incoming and Original directories via HTTPs.

1741  Port opened by the Probe Gateway to enable RMI (Remote Method Invocation) between
Gateway and Managers.

1742  Port opened by the Probe Manager to enable RMI (Remote Method Invocation) between
Gateway and Managers.

80 Opened by a CallHome service for Universal Discovery Agents.

81 Opened by a CallHome service for Universal Discovery Agents. This port is used by the
second Data Flow Probe (if installed).

5432  Port used by the PostgreSQL database.
5433  Port used by the PostgreSQL database for the second Data Flow Probe (if installed).
1777  Port used by the Tanuki wrapper.

2055  Port opened when the Collect Network Data by Netflow job has been activated. Used for
connecting netflow data reported by nProbe software.

34545 Port used by the XML Enricher.
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Port Description

NOTE:

The port 34545 only listens on localhost if Data Flow Probe is newly installed.
However, if Data Flow Probe is upgraded to the latest version, you need to add the
following setting to the wrapperEnricher.conf file manually.

# Make rmi listen on localhost only

wrapper.java.additional.<the number>=-
Djava.rmi.server.hostname=1localhost

34645 Port used by the XML Enricher for the second Data Flow Probe (if installed).

Remote Machine Ports

The following ports are used by the Data Flow Probe process on remote machines:

Port Description

5672 Used for AMQP-based discovery.

5989 Used for CIM-based discovery.

8080 Data Flow Probe uses this port to communicate with the UCMDB server

(if the communication is configured to HTTP).

8443 Data Flow Probe uses this port to communicate with the UCMDB server
(if the communication is configured to HTTPS).

22 Used for SSH-based discovery.
23 Used for Telnet-based discovery.
80/81 Used for HTTP, NetApp SANscreen/OnCommand, NNM, PowerShell,

UDDI, VMware VIM discoveries. If the second Data Flow Probe is
installed, port 81 will be used.

135, 137, 138, 139,445  Used for WMI and NTCMD discoveries.

+DCOM ports Note: It is recommended that you use port 445. This is because, by
default, Windows 2000 and later versions use SMB over TCP/IP via port
445 rather than over NetBIOS whenever possible. If port 445 is disabled,
it will fall back to NetBIOS using port 137, 138, or 139.
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Port
161
389

1521, 1433, 6789, 3306,
2048, 5432

2738, 7738
443

280

1099

5985, 5986

3200, 3300-3303, 33xx,
where xx is the SAP
server instance number

50004, 50104, 50204,
50304, 50404, 5xx04
where xx is the SAP
J2EE serverinstance
number

2320
7001, 7002
8880

50001

Description
Used for SNMP discovery.
Used for LDAP discoveries.

Used for SQL (Database)-based discoveries.

Used for Universal Discovery Agent-based discoveries.

Used for UCS, UDDI, VMWare VIM, NetApp, PowerShell discoveries.
Used for SIM discovery.

Used for Network Automation Java, JBoss discoveries.

Used for PowerCmd, PowerShell discoveries.

Note: These ports depend on the Microsoft Windows operating system
configuration.

Used for SAP discovery.

Used for SAP JMX discovery.

Used for Siebel Gateway discovery.
Used for WebLogic discovery.
Used for WebSphere discovery.

Used for SIM discovery (secure communication).

DataFlowProbe.properties File

A DFM process needs several parameters to be activated. These parameters specify the method to be
used (for example, ping five times before declaring a failure) and against which Cl a method should be
run. If parameters have not been defined by the user, the DFM process uses the default parameters

Application Performance
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defined in the DataFlowProbe.properties file. To edit the parameters, open
DataFlowProbe.properties in a text editor.

The DataFlowProbe.properties file is located in the following folder:
C:\hp\UCMDB\DataFlowProbe\conf.

CAUTION:
If you update the parameters in the DataFlowProbe.properties file, you must restart the Probe
so that it is updated with the changes.

The DataFlowProbe.properties file is divided into the following sections:

« Server Connection Definitions. Contains parameters that are needed to set up the connection
between the server and the Probe, such as the protocol to be used, machine names, default Probe
and domain names, time-outs, and basic authentication.

« Data Flow Probe Definitions. Contains parameters that define the Probe, such as root folder
location, ports, and Manager and Gateway addresses.

« Probe Gateway Configurations. Contains parameters that define time intervals for retrieving data.

« Probe Manager Configurations. Contains parameters that define Probe Manager functionality,
such as scheduled intervals, touching, result grouping, chunking, threading, time-outs, filtering, and
reporting multiple updates.

« I18N Parameters. Contains parameters that define language settings.
« Internal Configurations. Contains parameters that enable DFM to function efficiently, such as

thread pool size.

CAUTION:
Internal configuration parameters should not be changed without an advanced knowledge of
Data Flow Management.

DataFlowProbe.properties Parameters

This section describes the parameters of the DataFlowProbe.properties file.
These include:

« Server Connection Definitions, on the next page
« Data Flow Probe Definitions, on page 67

« Probe Gateway Configurations, on page 70

« Probe Manager Configurations, on page 72

« |18N Parameters, on page 77
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Server Connection Definitions

Parameter Name (A-Z) Purpose Type Value

Description
appilog.agent.Probe. Timeout in ms. for download long  Default: 300000
DownloadingTimeout configuration files and userExt files

(that is, serverData files).

appilog.agent.probe.protocol Defines the protocol used to string  HTTP or HTTPS
communicate between the Probe (SSL)

Gateway and the Server. Default: HTTP

appilog.agent.Probe. Timeout in ms. for Probe requests  long  Default: 180000

ServerTimeout going to the server.

appilog.agent.Probe. Basic authentication feature of string All keys must be

BasicAuth.User Probe to Server. These properties used to indicate
are supplied by the admin who usage of this

appilog.agent.Probe.

. configured the Web server. feature. Values
BasicAuth.Pwd
Deprecated: certificate-based, can be empty to
mutual SSL authentication should represent non-
be used instead. values.
appilog.agent.Probe.JMX. Authentication data for the Probe string All keys must be
BasicAuth.User JMX - user name. used to indicate

usage of this
feature. Values
can be empty to
represent non-

values.
appilog.agent.Probe.JMX. Authentication data for the Probe bytes All keys must be
BasicAuth.Pwd JMX - password. used to indicate

usage of this
feature. Values
can be empty to
represent non-
values.

Password has to
be encrypted.
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Parameter Name (A-Z) Purpose Type Value
Description

Encrypt password
using the Probe
JMX (that is, the
getEncryptedKey
Password
operation in the

MainProbe
MBean).
appilog.collectors. The domain which the Probe string Default:
domain Gateway belongs to (formerly DefaultProbe
known as the Domain of the
Probe).
appilog.collectors. The type of the domain. string customer;
domain.type external

Default: customer

appilog.collectors.probe.name The Probe Gateway name used for = string Uses the value

identification by the UCMDB defined during

server installation.

The server uses this name to pass The default value

tasks to the appropriate Probe is the machine

Gateway. name.
http.proxyHost Used only when the Probe should  string DNS names

be connected to the UCMDB
Server using proxy server

http.proxyPass Used only when the Probe should string Default: None
be connected to the UCMDB
server using proxy server

http.proxyPort Used only when the Probe should int Default: None
be connected to the UCMDB
server using proxy server

http.proxyRealm Used only when the Probe should  string Default: None
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Parameter Name (A-Z) Purpose

Type Value

http.proxyUser

server.webApp.
name

serverName

serverPort

serverPortHttps

Parameter Name

appilog.agent.
local.jdbc.user
appilog.agent.
local.jdbc.pwd

appilog.agent.
local.jdbc.pwd

Application Performance
Management (9.50)

Description

be connected to the UCMDB
server using proxy server

Used only when the Probe should  string Default: None
be connected to the UCMDB
server using proxy server

Name of the server Web string Default: mam-
application (.war file) responsible collectors

for the Probe.

Defines the Server DNS name to string The DNS name
which the Probe Gateway
connects.

The port number for HTTP int Default: 8080

communication.

The port number for HTTPS int Default: 8443

communication.

Data Flow Probe Definitions

Purpose Type Value Description

PostgreSQL user = string
name

PostgreSQL bytes
password

To change the DB password:

1. The out-of-the-box script set_
dbuser_password.cmd can be used
in order to change the password of
the default PostgreSQL user.

2. The password value in the properties
file should be encrypted. Encrypt the
password using the Probe JMX (that
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Parameter Name

appilog.agent.
probe.jdbc.driver

appilog.agent.
probe.jdbc.uri

appilog.agent.
probe.jdbc.user

appilog.agent.
probe.jdbc.pwd

appilog.agent.local.

jdbc.driver

appilog.agent.local.

jdbc.uri

appilog.agent.netflow.

jdbc.uri

appilog.collectors.
probelocal
Union

Application Performance
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Purpose

Probe Gateway
database
information

Probe Gateway
database
information

Probe Gateway
user name

Probe Gateway
password

Probe Manager
database
information

Probe Manager
database
information

Netflow database
info

true: Probe GW
process should
also run a Probe
Manager on same
JVM.

false: Probe
manager runs
separately

Type

string

string

string

bytes

string

string

boolean

boolean

Value Description

is, getEncryptedKey Password
operation in MainProbe MBean).

Default:
com.postgresql.jdbc.Driver

Default:
jdbc:postgresql://localhost/dataflowprobe

Password has to be encrypted. Encrypt
password using the Probe JMX (that is,
getEncryptedKey

Password operation in MainProbe
MBean).

Default: com.postgresq|.jdbc.Driver

Default:
jdbc:postgresql://localhost/dataflowprobe

jdbc:postgresql://localhost/dataflowprobe

Default: true
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Parameter Name Purpose Type Value Description
appilog.collectors. Communication int Default: 1742.
rmi.gw.port port between
J NOTE:
Probe GW and

This value should be the same for all

Probe Managers ) )
installed Probe Managers belonging

in case they are )
to this Probe Gateway.

installed on
separate
processes
appilog.collectors. Internal int Default: 1741.
rmi.port communication
port NOTE:
This value should be the same for all
installed Probe Managers belonging
to this Probe Gateway.
appilog.collectors. true: Encrypted boolean Default: true
storeDomain DomainScope
ScopeDocument document is
stored on file
system and
internal DB.

false: Encrypted
DomainScope
document is
retrieved from
server each
startup and
stored only in
memory.

appilog.collectors. The Probe string DNS Name
local.ip Manager IP

address or DNS

name

appilog.collectors. The Probe string DNS Name
probe.ip Gateway IP
address or DNS
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Parameter Name

jettyHttpsEnabled

probe.fips.status

Purpose Type Value Description
name

Enables usingthe Boolean Default: false
default https
server.

Indicates which int Default: 0
stage the probe is
onin FIPS mode:

0=NON-FIPS
1=JCE is ready
2=FIPS

Probe Gateway Configurations

Parameter Name

jettyGtwHttpPort

jettyGtwHttpsPort

appilog.agent.
probe.
reconnection.
interval

appilog.agent.
probe.retrieve
tasksFromServer.
interval

appilog.agent.probe.

Purpose Type

The port of the jetty serverused int
by Probe Gateway (in separate
mode), or the Probe (in union

mode).

The https port of the jetty int
server used by Probe Gateway

(in separate mode), or the

Probe (in union mode).

The interval in ms. between long
reconnection attempts of the

Probe Gateway to its Probe
Managers.

The interval in ms. between long
task requests from the server
by the Probe Gateway.

true: Results sent to the Server boolean

saveResultsInBKPTable are stored in the database in a

Application Performance
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backup table.

To use the https server, change to true.

Value Description

Default: 1977

Default: 8453

Default: 30000

Default: 15000

Default: false
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Parameter Name Purpose Type Value Description

false: Results are not stored in
a backup table.

appilog.agent.probe. Downloaded jar file resources long Default: 180000
restartProbeAfterdJarDownload can cause the Data Flow Probe msec (3 minutes)
.interval to restart before all the other
NOTE:
resources of an adapter .
The delay until
package have downloaded.
; arestarton
This parameter prevents the ,
, the first
restart from occurring.
resource
download

(that is, fora
first start or
after clearing

the Probe
data)is 10
milliseconds.
probe.master.key Specifies probe master key for  string Default:
password encryption purpose. appilog.common.

system.types.vect
ors.ObjectStateHo
IderVector

NOTE: Note: For a probe
that is upgraded to version
10.21, this parameter is
not present by default.
You can manually set the
value for this parameter
by using the
changeMasterKey JMX
method. For details, see
the Universal CMDB JMX
Reference Guide.
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Probe Manager Configurations

Parameter Name

jettyMgrHttpPort

jettyMgrHttpsPort

appilog.agent.
local.max.worker.runtime

appilog.agent.local.max.worker.stuck

appilog.agent.
local.check.stuck
Threads

appilog.agent.local.services.
maxRemoteProcesses

Application Performance
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Purpose

The port of the jetty server used
by Probe Manager (in separate
mode).

The https port of the jetty
server used by Probe Manager
(in separate mode).

Maximal time (in msec) which a
worker thread is allowed to run.

After this period it is considered
as stuck.

Maximal number of worker
threads which can be
considered as stuck at the
same time. When the number
is reached, the Probe
schedules arestart to release
these threads.

true - the Probe Manager
should detect stuck threads.

false - otherwise.

The maximum number of
remote processes allowed to
be created during discovery.
Remote processes are used to
separate specific discovery
from Probe process to prevent
the Probe from possible
memory issues.

Used, for example, in J2EE
Discovery.

Type

int

int

long

int

boolean

int

Value
Description

Default:
1978

Default:
8454

Default:
900000

Default: 8

Default:
true

Default: -1
(no limit)
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Parameter Name Purpose Type Value
Description

appilog.agent.local.services. The maximum number of int Default: 3

maxRemoteProcessesPerJob remote processes per job that

are allowed to run
simultaneously.

appilog.agent.local.process.result. Defines whether to validate boolean Default:
dataValidation.content data reported to the UCMDB true
server by content. Deals
mainly with reported values
(i.e. attribute value), rather than
metadata of objects.

appilog.agent.local.process.result. Defines whether to check data  boolean Default:
checkMultiUpdate consistency on objects. true
appilog.agent.local.process.result. o true. If Cls wereignored by  boolean Default:
filterRedundant.filterignoredCls reconciliation on a discovery true

cycle, as long as they have
not undergone any changes,
they are filtered by the Probe
on subsequent discovery
cycles, and a warning is
displayed on the trigger ClI
level. Toresend these
objects, you must clear the
results cache.

. false. Evenif Cls that were
ignored by reconciliation,
they are still sent to the
UCMDB on each discovery
cycle, together with new and
updated Cls.

appilog.agent. Maximal number of concurrent  int Default: 80
local.services.poolThreads threads allocated for the multi-

threaded job's execution

activity.
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Parameter Name

appilog.agent.local.services.
defaultMaxJobThreads

appilog.agent.local.services.
adHocMaxThreads

appilog.agent.
local.process.
result.data
Validation.
validLinks

appilog.agent.
local.process.
result.

filter
Redundant

appilog.agent.
local.discovery
AnalyzerFrom
Eclipse

appilog.agent
Jlocal.maxTask
ResultSize

Application Performance
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Purpose

Maximal number of concurrent
threads running on a specific
job.

Maximal number of threads for
ad hoc tasks.

true - validate links are legal.

false - do not validate links.

true - filter results which have
been already sent to server.

false - disable filter.

True: DiscoveryAnalyzeris
executed from Eclipse.

False: DiscoveryAnalyzeris
not executed from Eclipse.

Chunk maximal size of results
being sent to the server.

Type

int

int

boolean

boolean

boolean

int

Value
Description

Default: 8

Default: 20

Default:
true

Default:
true

Default:
false

Default:
20000

NOTE:

Loweri
ng this
value
lowers
the
numbe
rof Cls
sent to
the
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Parameter Name Purpose Type Value
Description

CMDB
ina
single
bulk.

appilog.agent. Interval (in msec) before auto-  long Default:

local.probe.restart.interval restarts of the Probe Manager. 900000

appilog.agent. true - send autodelete boolean Default:

local.process. notification to Server for aged true

result.autoDelete objects, not discovered by the

Probe.

false - do not send

NOTE:

This can be enabled only
if
appilog.agent.local.pro
cess.
result.filterRedundant is

enabled.
appilog.agent true - filter results be boolean Default:
.local.process. predefined rules (CI types). true

result.filterCl false - otherwise

appilog.agent.local. true - fix direction of illegal boolean Default:
process.result.fixLinks links. true
Direction false - otherwise.
appilog.agent.local. true - Reports multiple update  boolean Default:
process.result.warnOn warnings to the UCMDB true
MultiUpdate server.

NOTE:

This parameter is global.
It can be overridden on the
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Parameter Name

appilog.agent.
local.serverdata.
sync.timeout

appilog.agent.
local.special
Characters
Remove

appilog.collectors.probemgr.
DefaultResultGroupMinTime

appilog.collectors.probemgr.
DefaultResultGroupMaxObjs

appilog.agent.probe.
touchWindowMechanism.isActive

appilog.agent.probe.

touchWindowMechanism.startTime

Application Performance
Management (9.50)

Purpose Type

adapter level by the
warnOnDuplicates
parameter which is absent
by default, but gets its
value from the global
parameter.

Timeout (in msec) for the Probe  long
to sync with Server data before

starting executing tasks.

Filter characters from string
attributes of result objects

string

which are reported to server by
Probe.

Probe Mgr - Result Grouping
defaults (used when DFM
adapter does not override).
Grouping means holding on to
results and sending them to the

long

Gateway only upon meeting
one of the grouping thresholds.
This is used to control the rate
of data flowing from Probes to
the Server.

The touch window defines the ~ boolean
period when touch process is

allowed . The parameter

defines whether the touch

window mechanism is active.

Defines the time, in hours and
minutes, when the touch
window starts

string

Value
Description

Default:
60000

Default:
empty string
(do not filter)

Default min:
5000

Default
max: 30000
(inms.)

Relation
between
two keys:
OR

Default:
false

Format:
HH:MM

Values:
00:00-23:59
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Parameter Name Purpose Type Value
Description
Default:
00:00

appilog.agent.probe. Defines the time, inhours and  string Format:

touchWindowMechanism.endTime minutes, when the touch HH:MM

window ends Values:
00:00-23:59
Default:
23:59
118N Parameters
Parameter Name Purpose Type Value Description

appilog.collectors.encoding.ANSI  Default encoding used for string Default: empty (ANSI
Windows applications encoding is chosen
(requiring ANSI encoding) from the Data Flow
Probe operating
system)

appilog.collectors.encoding. OEM  Default encoding used for string Default: empty (OEM

DOS/UNIX Shells/IBM encoding is chosen
encoded applications. from the Data Flow
Probe operating
system)
chcpCodeTo Mapping entry between string Syntax: chcpCodeTo
CharasetName. chcep code page to specific CharasetName.
XXX encoding name (used for <code>=<encoding_
cases where the name>
cp+<code> rule is not Example:
followed) chcpCodeTo
CharasetName.
932=MS932
collectors_language Language settings (must be  string Default: English
manually configured for non- Options: get=German
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Parameter Name Purpose Type Value Description

English environments). rus=Russian

Data Flow Probe Log Files

Data Flow Probe logs store information about job activation that occurs on the Probe Gateway and
Probe Manager. The log files can be accessed from the following location:

C:\hp\UCMDB\DataFlowProbe\runtime\log

NOTE:

Alternatively, to access the Data Flow Probe's log files, log in to the JMX console
(http://<probe_machine>:1977/jmx-console/) and, from the main page, select the GeneralUtils
mbean. Activating the executeLogGrabber function zips all the Data Flow Probe's log files.
Save the .zip file locally on your client machine.

General Logs
WrapperProbeGw.log Records all the Probe's console output in a single log file.
o Levels:
o Error. Any error that occurs within the Probe Gateway.

o Information. Important information messages, such as the
arrival or removal of a new task.

o Debug. N/A

« Basic Troubleshooting: Use this file for any Probe Gateway
problems to verify what occurred with the Probe Gateway at any
time as well as any important problems it encountered.

probe-error.log Summary of the errors from the Probe.
o Levels:
o Error. All errors in the Probe components.

o Information. N/A

o Debug. N/A
« Basic Troubleshooting: Messages from the Probe's infrastructure
only.
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wrapperLocal.log When running the Probe in separate mode (that is, the Probe Manager
and Probe Gateway are installed on separate machines), a log file is
also saved to the Probe Manager.
o Levels:
o Error. Any error that occurs within the Probe Manager.

o Information. Important information messages such as received
tasks, task activation, and the transferring of results.

o Debug. N/A

« Basic Troubleshooting: Use this file for any Probe Manager
problems to verify what occurred with the Probe Manager at any
time as well as any important problems it encountered.

postgresql.log Displays database related error during the installation.

NOTE:
If this log is empty check in the Event Viewer logs.

Probe Gateway Logs

probeGW- Records all the task results sent from the Probe Gateway to the server.
taskResults.log . Levels:
o Error. N/A

o Information. Result details: task ID, job ID, number of Cls to
delete or update.

o Debug. The ObjectStateHolderVector results that are sent to
the server (in an XML string).

« Basic Troubleshooting:

o If there is a problem with the results that reach the server, check
this log to see which results were sent to the server by the Probe
Gateway.

o Theresults in this log are written only after they are sent to the
server. Before that, the results can be viewed through the Probe
JMX console (use the ProbeGW Results Sender MBean). You
may have to log in to the JMX console with a user name and
password.

probeGW-tasks.log Records all the tasks received by the Probe Gateway.
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« Levels:

o Error. N/A

o Information. N/A

o Debug. The task's XML.
« Basic Troubleshooting:

o If the Probe Gateway tasks are not synchronized with the server
tasks, check this log to determine which tasks the Probe
Gateway received.

o You can view the current task's state through the JMX console
(use the Discovery Scheduler MBean).

Probe Manager Logs

probeMgr- Performance statistics dump, collected every predefined period of
performance.log time, which includes memory information and thread pool statuses.

« Levels:
o Error. N/A
o Information. N/A
o Debug. N/A
« Basic Troubleshooting:
o Check this log to investigate memory issues over time.
o The statistics are logged every 1 minute, by default.

probeMgr- Contains messages that are created following a job execution.
adaptersDebug.log

Discovery Rules Engine Log Files
normalization.audit.log Logs information about the processing of the Discovery Rules
Engine.
« Levels:
o Error. N/A

o Information. Audits the number of element processed and the
number of Cls that were changed.

Example:
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Normalization (OSHV: 8 elements) (Time: 125 ms)
(Modified Cls: 1)

o Debug. N/A

normalization.log Logs detailed information about the processing of the Discovery
Rules Engine, enabling you to trace detailed information of the
Discovery Rule Engine process.

« Levels:
o Error. All discovery rule processing errors.

o Information. Logs all levels of information about the
processing of the Discovery Rules Engine.

o Debug. Logs mainly for debugging purposes.

« Basic Troubleshooting. Check this log when you need to
analyze why a Cl was not enriched by the Discovery Rules
Engine.

Data Flow Probe Setup User Interface

This section includes:

® New/Edit Policy Dialog BOX . . ... 81
® Add New Domain Dialog BOX . . ..o 83
¢ Data Flow Probe Setup Window .. ... .o 83
® New/Edit Range Dialog BOX . ... ... 112
New/Edit Policy Dialog Box
Enables you to create a job execution policy, to disable jobs from running at specific times.

To Go to Admin > RTSM Administration > Data Flow Management > Data Flow Probe

access Setup > Domains and Probes > Details pane > Job Execution Policy section. Select

an existing policy and click the Edit Policy |E| button, or click the New Policy L putton.

See « Job Execution Policies, on page 36

also « Domains and Probes Details Pane, on page 88
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User interface elements are described below:

Ul Description
Element
(A-2)
Related . Allow all. Run the job execution policy on all jobs.
jobs « Total blackout. The policy does not run on any jobs.
« Allowed jobs. Choose jobs to run even during the configured blackout time.
« Disallowed jobs. Choose jobs that do not run during the configured blackout time.

For allowed and disallowed jobs, clicking the Add job || button opens the Choose
Discovery Jobs dialog box enabling to you choose specific jobs to be included/excluded
on the policy.

Toremove selected jobs, click the Remove job |§| button.

TIP:
Use the SHIFT or CTRL key to select multiple jobs or packages.

Related The Probes on which to run the policy. Click the || putton to open the Edit Related

Probes  propes dialog box to define which Probes are included in the policy.
Time The date and time during which the policy is active. Click the @ button to open the Edit
Timetable dialog box.

« Description. Add a description of the specific policy. This field is mandatory.

TIP:
The text you enter here appears in the Time column in the Job Execution Policy
pane, so it is recommended that the description be informative:

Job Execution Policy
ft ¥ + B 7

Time | Probes | Johs
Labor Day weekend All Mone (total blackout)
Always All All

« Time Definition. Click a cell for a day and time to be included in the policy. To add
more than one time unit, drag the pointer over the cells.

NOTE:
To clear a time unit, click the cell a second time.
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Add New Domain Dialog Box

Enables you to add a domain.

To access  Goto Data Flow Management > Data Flow Probe Setup > Domains and Probes

pane, click kil , and select New Domain.

Important In a version 8.01 or later environment that has been upgraded from version 6.x, to
information enable data to be modeled similarly as in the previous version, you must define the
Probes as belonging to the External domain and not to the Customer domain.

Relevant How to Add Data Flow Probes to APM, on page 39
Tasks

User interface elements are described below:

Ul Element Description
(A-2)

Description Enter a description to appear in the Details pane of the Data Flow Probe Setup

window.
Domain « Customer. A private domain used for your site. You can define several domains
Type and each domain can include multiple Probes. Each Probe can include IP ranges

but the customer domain itself has no range definition.

« External. Internet/public domain. A domain that is defined with a range. The
external domain can contain only one Probe whose name equals the domain name.
However, you can define several external domains in your system.

Name Enter a unique name for the domain.

Data Flow Probe Setup Window

In this window you can manage the discovery domains, Data Flow Probes, and probe clusters in
UCMDB. You can also manage connection data for each connection protocol.

To Select Admin > RTSM Administration > Data Flow Management > Data Flow
access  Probe Setup.
See also « How to Add Data Flow Probes to APM, on page 39

« How to Add Probe Clusters to UCMDB, on page 40

« How to Start a Data Flow Probe, on page 41
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« How to Stop a Data Flow Probe, on page 42

« Supported Protocols and Supported Agents in the UCMDB Discovery and
Integrations Content Guide.

Domains and Probes Pane

Enables you to view, define or edit domains, connection credentials, probe clusters, Data Flow
Probes, and passive discovery probes. Also enables you to automatically upgrade all the Data Flow
Probes with the latest cumulative patch (CUP).

User interface elements are described below (unlabeled elements are shown in angle brackets):

Ul Element (A— Description
Z)

iz « New Domain. Opens the Add New Domain dialog box, enabling you to

define a discovery domain in UCMDB. For details, see Add New Domain
Dialog Box, on the previous page.

Available when: Domains and Probes root is selected

« New Data Flow Probe. Opens the Add New Probe dialog box, enabling
you to add a Data Flow Probe to UCMDB.

Available when: The Data Flow Probes node or a cluster is selected.

« New Cluster. Opens the Add New Cluster dialog box, enabling you to
define a new probe cluster. For details, see How to Add Probe Clusters to
UCMDB, on page 40.

Available when: The Data Flow Probes node is selected.

Remove Domain/Probe/Cluster. Removes the selected domain, Data Flow
Probe/probe cluster, or passive discovery probe.

NOTE:

« When you remove a Data Flow Probe from a cluster, its network range
remains part of the cluster's network range, and a new network range
needs to be defined for the Data Flow Probe.

Exception: If the Probe was added to a cluster, and then removed
without making any changes to its range and before saving the
cluster, then its range is not merged with the cluster's range, but
remains with the Probe.
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Ul Element (A— Description
Z)

« If youremove a probe cluster, and its Probes are still up and running,
the Probes automatically reconnect to UCMDB server, and, after a
few minutes, reappear in the Data Flow Probe Setup under their
defined domain.

2]

Find Probe Range by IP. If a Probe has many defined ranges, you can
locate a specific range on the Probe.

To do this, select the Probe and click Find Probe Range by IP. In the Find
Probe Range dialog box, enter the IP address (in IPv4 or IPv6 format, as
appropriate) and click the Find button. The range is highlighted in the Ranges
pane.

]

Reload Domain Information from Server. Updates all domain and probe
information from the server.

|@| / |ﬂ[,.>| « Suspend Probe/Cluster. Suspends the selected Data Flow
Probe/probe cluster from the APM Server such it cannot run discovery and
integration jobs.

« Resume Probe/Cluster. Resumes the Data Flow Probe/probe cluster's
ability to run discovery and integration jobs.

NOTE:
When a Data Flow Probe/probe cluster is suspended, only the ability to
run jobs is suspended. All other processes continue to run as usual.

@l Deploy Probe Update. Opens the Deploy Probe Update dialog box, enabling
you to automatically update the CUP version of all the Data Flow Probes
connecting to the UCMDB Server to the CUP version compatible with the
UCMDB CUP version.

In the Deploy Probe Update dialog box, navigate to the Probe CUP .zip file.

NOTE:

During the CUP deployment process, all compatible Data Flow Probes
are automatically restarted. If an integration is running on a Data Flow
Probe while it is restarting, the integration stops running, and starts over
when the Data Flow Probe restarts. If an integration is almost finished
running, or a significant part has already run, to avoid starting the
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Ul Element (A—
Z)

<Domain and
Probes tree>

<Credential
status icons>

<Data Flow
Probe status
icons>

<Probe Cluster
status icons>

Application Performance
Management (9.50)

Description

integration over, we recommend letting it complete its run, and,
thereafter, updating the CUP.

Undeploy Probe Update. Enables you to undeploy CUP versions of the
Data Flow Probes connecting to the UCMDB Server, and thereby align them
with the CUP version of the UCMDB Server.

For details, see How to Align the Data Flow Probe CUP with the
UCMDB Server CUP, on page 58.

Displays the domains defined in the system, along with the credential per
supported protocol and the probe clusters, Data Flow Probes, and passive
discovery probes in each domain.

NOTE:

Integration Probes—that is Probes on Linux machines, and Windows
Probes configured for integration only— are not displayed in the tree. To
verify if an integration Probe is connected, create a dummy integration
point and verify that the Probe is listed among the Probes that can be
selected for the integration point. For details, see How to Set Up an
Integration Point, on page 292.

= . Indicates that an active discovery job or activity wants to connect using
the protocol, but no protocol credential information is defined.

. 2. Indicates that the Probe is connected.

« Uii. Indicates that the Probe is suspended.

. f~{°5. Indicates that the Probe is disconnected.

. i, Indicates that the probe cluster is suspended.

NOTE:
A red exclamation mark on the clustericon (Erf}b’) indicates an warning or

error that needs attention.
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Details pane

Displays details relevant to the node selected in the Domains and Probes tree.

Selected Node

Domains and Probes

)
B Defaut Domain(Defaul)
E_=! Credertials
= Ec=:' Diata Flow Probes

A specific domain

E.;?a' Domaing and Probes

& [Defaut Domain(Default

E_=! Credertials
= Ec=:' Drata Flow Probes

A specific protocol

fﬁ Dormainz and Probes
E-E’ Defaut DomainDefaul)

E_=! Credentials
= AS400 Protocol

= As Protocol

A probe cluster

EE Darmains and Probes
El-@" Defautt Domain (Default)
E_=! Credentials
=—E7 Data Flow Probes
L050 DataFlowProbe
(=3 Probez

A Data Flow Probe

Domaing and Probes

L

ke o R QG0

EE Domains and Probes
E-g Defaut DomsiniDefaul)
E_=! Credertials
=—E7 Data Flow Probes
I Clustert
I—@"&'j DataFlowProbe

3
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Information Pane

Displays details of all the Data Flow Probes. You can also
define and edit job execution policies.

For details, see Domains and Probes Details Pane, on the

next page.

Displays a list of probe clusters, Data Flow Probes, and
passive discovery probes defined and running in the
selected domain.

You can add a description for the domain in this pane.

For details, see <Domain> Details Pane, on page 90.

Displays the details on the protocol, including user
credentials. You can add/edit protocol parameters in this
pane.

For details, see <Protocol> Details Pane, on page 91.

For alist of supported protocols, see the UCMDB
Discovery and Integrations Content Guide.

Displays details of the selected probe cluster, including
range information. You can also add ranges to, or exclude
ranges from, the cluster.

For details, see Cluster Details Pane, on page 98.

Displays the details of the Data Flow Probe, including
range information. You can also add ranges to, or exclude
ranges from, the Data Flow Probe.

For details, see Data Flow Probe Details Pane, on page
102.
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Selected Node Information Pane

Passive Discovery Probes You can view and globally configure notification types and

- verification policies for all passive discovery probes that
EE Domainzg and Probes . ) .
@ DefaultDomaingDefaul) integrate with the Data Flow Probes of the same domain.
E2 Credentisls . .
- For il Passive Discovery Pr Pane, on
EE Ditas Flom Probes or details, see Passive Discovery Probes e, on page
=—E3 Pazsive Dizcovery Probes 106.
L@ prvDmor 4

A specific passive discovery Displays the details of a passive discovery probe,
probe including the Data Flow Probe to which it connects, and its

IP range information. You can also configure the IP ranges
EE Domainz and Probes

B DefaultDomain(Defauly to be monitored by the passive probe, and you can remove

E2 credertials a passive probe from the domain.
—+E5 Data Flow Probes ) ] . .
L5 | aEM3MaMS For details, see Passive Discovery Probe Details Pane,

—+E% Passive Discovery Probe: on page 109.
L% MyDvMO714

Domains and Probes Details Pane

To Select Data Flow Probe Setup > Domains and Probes pane > Domains and Probes
access root node.

Domains and Probes Pane
Displays all of the Probes connected to the UCMDB Server.

User interface elements are described below:

ul Description
Element
(A-Z)

IP The main IP address with which the Probe communicates with the UCMDB server.

Last The last time that the Probe requested tasks from the server.
Access
Time

Name The name given the Probe when it was added to UCMDB.
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ul Description
Element
(A-Z)

Probe The version of the Probe.

Version If the version of the Probe is not compatible with the version of the UCMDB server,

this is indicated. Moreover, if the incompatible Probe tries to connect to the UCMDB
server, the server sends a shutdown instruction to the Probe. To ensure compatibility,
you must update the Probe. For details, see How to Deploy a Data Flow Probe CUP,
on page 56.

Status « Connected. The Probe is connected to the server (the Probe connects every few
seconds).

« Connected (suspended). The Probe is connected, but it is suspended such that
no jobs can run on the Probe.

« Disconnected. The Probe is not connected to the server.

Job Execution Policy Pane

Enables you to configure the periods of time when jobs should or should not run on selected
Probes/clusters.

Important « The default job execution policy is Always. This policy allows all jobs to run on
information any Probe/cluster at any time.

« Jobs that have a listening functionality—that is, they do not perform discovery,
for example, they listen to SNMP traps—are not included in a policy.

See also Job Execution Policies, on page 36

User interface elements are described below:

ul Description

Element

(A-Z)

|§| Y Move priority up/down. Move the priority for the policy up or down. Universal

Discovery executes all the policies in the list with the first policy taking priority. If a job
is included in two policies, only the first policy for that job is executed.

B New Policy. Opens the New Policy dialog box, enabling you to add a job execution
policy.
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ul Description

Element

(A-Z)

g Remove Policy. Removes the selected job execution policy.

NOTE:

If a job affected by the policy is active when the Remove command is executed,
UCMDB removes the policy but any of the job's triggers that are currently
running remain unaffected.

|E| Edit Policy. Opens the Edit Policy dialog box, enabling you to edit the selected job
execution policy.

Jobs The jobs that are affected by the policy.
Probes The Probes/clusters that are affected by the policy.

Time The schedule of the policy.

<Domain> Details Pane

This pane displays the details of the selected domain and the probes defined in the domain.

To Select Data Flow Probe Setup > Domains and Probes pane > Domains and Probes
access root node > a domain.

Domain Details

User interface elements are described below:
Ul Element Description
(A-2)
Description The description that was given to the domain when it was defined in UCMDB.

NOTE:
This field is editable.

Domain « Customer. A private domain used for your site. You can define several
Type domains and each domain can include multiple Probes. Each Probe can include
IP ranges but the customer domain itself has no range definition.

« External. Internet/public domain. A domain that is defined with arange. The
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Ul Element Description
(A-2)

external domain can contain only one Probe whose name equals the domain
name. However, you can define several external domains in your system.

Data Flow Probes Details

Lists all of the probes in the selected domain.

User interface elements are described below:

ul Description
Element
(A-Z)

IP The main IP address with which the Probe communicates with the UCMDB server.

Last The last time that the Probe requested tasks from the server.
Access
Time

Name The name given the Probe when it was added to UCMDB.

Probe The version of the Probe.

Version If the version of the Probe is not compatible with the version of the UCMDB server,

this is indicated. Moreover, if the incompatible Probe tries to connect to the UCMDB
server, the server sends a shutdown instruction to the Probe. To ensure compatibility,
you must update the Probe. For details, see How to Deploy a Data Flow Probe CUP,
on page 56.

Status « Connected. The Probe is connected to the server (the Probe connects every few
seconds).

« Connected (suspended). The Probe is connected, but it is suspended such that
no jobs can run on the Probe.

« Disconnected. The Probe is not connected to the server.

Passive Discovery Probes Details

For details, see Passive Discovery Probes Pane, on page 106.

<Protocol> Details Pane

Enables you to manage protocol connection credentials.
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Ul Element Description
(A-2)

|;| Create New Connection Details. Opens the Protocol Parameters dialog box,

enabling you to define a connection credential for the selected protocol type. For
details, see Protocol Parameter Dialog Box, on page 94.

Remove Connection Details. Removes the selected connection credential.

|E| Edit Connection Details. Opens the Protocol Parameters dialog box, enabling you to
edit the selected connection credential. For details, see Protocol Parameter Dialog
Box, on page 94.

|E| Y Copy/Move selected credential to another domain. Enables you to copy/move the
selected credential to another domain in the Domains and Probes tree.

|§| Export Certificate for Manual Agent Deployment. Enables you to export the

o Universal Discovery Agent certificate when installing the Universal Discovery Agent
manually. For details, see How to Install the Universal Discovery Agent Manually, on
page 147.

Available for: Universal Discovery Protocol only.

Import DDMI Certificates. Opens the Universal Discovery Protocol Parameters
dialog box, enabling you to import certificates during a migration from DDMI to
Universal Discovery. For details on the dialog box, see Protocol Parameter Dialog
Box, on page 94. For details on DDMI migration, see the DDMI to Universal
Discovery Migration Walkthrough Guide.

Available for: Universal Discovery Protocol only.

|ﬁ| Y Move entry up/Move entry down. Enables you to move credential connections up or
down to set the order in which credential sets are attempted. UCMDB tries to connect
using all the credential sets in the list, with the first set taking priority.

<Protocol Displays the connection credentials defined for the protocol type selected in the

connection Domains and Probes tree on the left. The details displayed in this section vary from

details protocol type to protocol type. For details, see the relevant protocol information as

grid> described in the Supported Protocols section in the UCMDB Discovery and
Integrations Content Guide.

All protocol credentials include the following parameters:

« Index. Indicates the order in which credential instances are selected to make a
connection attempt. The lower the index, the higher the priority.
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Ul Element Description

(A-2)

Default: Credentials are added with an auto-increasing index value. To update the
index, use the arrows buttons ({1 4 ).

Scope. To change the range that a protocol must discover or to select a Probe or
probe cluster, click Edit. For details, see Protocol Parameter Dialog Box, on the
next page.

Default: ALL

User Label. Enables you to enter a label to help you identify the protocol credential
when you use it later.

Syntax: Maximum of 50 characters

<right- When you right-click connection credential, choose from the following options:

click

« Edit. Enables you to enter protocol parameters, such as user name and password,

menu>

that enable connection to an application on a remote machine.

Edit using previous interface. Choose this option under any of the following
circumstances:

o Inaprevious version of RTSM, you added parameters to this protocol that do
not exist in this version.

o Values in this version cannot be deleted. For example, in this version you cannot
configure Generic DB (SQL) Protocol credentials with an empty port number.
Select this option to open the previous Edit Protocol Parameter dialog box and
delete the port number.

Copy/Move to another domain. Enables you to copy/move the selected protocol
credential to another domain in the Domains and Probes tree.

Check credential. Opens the Check Credential dialog box, where you specify the
host name or IP address (in IPv4/IPv6 format) of the remote machine on which the
protocol must run, and specify a connection timeout (in milliseconds).

o If you enter an IP address, the system populates the Data Flow Probe field
with the Probe whose ranges include the IP address. If the system cannot find a
Probe associated with the IP address, you must select a Probe manually from
the Data Flow Probe drop-down list.

o If you enter a host name, you must select a Probe in the Data Flow Probe drop-
down list. The Probe tries to resolve the name to a valid IP address using the
DNS server specified on the Probe.

The selected Probe attempts to connect to the remote machine within the specified
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Ul Element Description

(A-2)
timeout and returns an answer as to whether the connection succeeded or not. If
the connection is not successful, click Details for a description of the error.

« Export public certificates. Opens the Export dialog box, enabling you to export

the UD Agent certificate when deploying the UD Agent manually. For details, see
How to Install the Universal Discovery Agent Manually, on page 147.
Available for: Universal Discovery Protocol only.

<right- Choose from the following options:

click a « Hide Column. Displayed when a column is shown.

column

. « Show All Columns. Displayed when a column is hidden.
heading>

« Select Columns. Select to choose which columns to display or to change the
display order of the columns.

« Auto-resize Column. Select to change the column width to fit the contents.

Protocol Parameter Dialog Box

Displays the attributes that can be defined for a protocol.

To Select Admin > RTSM Administration > Data Flow Probe Setup > Domains and
access Probes pane > Domains and Probes root node > a domain > Credentials > a protocol.

In the right-hand pane:
« Toaddnew connection detail, click the Add new connection details |;| button.

« Toedit an existing credential, click the Edit connection details IEI button.

See « Data Flow Probe Setup Window, on page 83
also « <Protocol> Details Pane, on page 91

« Supported Protocols in the UCMDB Discovery and Integrations Content Guide.

User interface elements are described below:

Ul Description

Element

(A-Z)

General « Network Scope. Opens the Scope Definition dialog box enabling you to define the

network scope for the credential.
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Ul Description
Element
(A-2)

o Selected Probes. Clicking the Edit button opens the Select Probes dialog box,
where you select specific Probes/probe clusters whose IP range must be
changed.

o Selected Ranges.
m All. Discovery runs on all ranges in the domain (default).
= Selected Range. Enables you to selects a specific range on which to run

discovery. You can also define ranges to exclude from the range. For more
details, see Ranges Pane below.

« User Label. The display name for the credential.

<Protocol Enables you to define/edit the protocol attributes for the credential. The fields
attributes> displayed are based on the protocol selected.

For details about the protocol attributes, see the section about the supported protocols
in the UCMDB Discovery and Integrations Content Guide.

Ranges Pane

Enables you to define network IP addresses on which a Probe/probe cluster must discover Cls.

Important « This pane is disabled when the selected Probe is contained within a probe
Information cluster because the Probe's range is dynamically determined by the load
balancing mechanism of the probe cluster.

« For details on searching for a specific range, see the Find Probe Range by IP
button in Data Flow Probe Setup Window, on page 83.

User interface elements are described below:

ul Description
Element
(A-Z)

I;l New IP Range. Opens the New IP Range dialog box, enabling you to define a new
IP range for the selected Probe/probe cluster. For details, see New/Edit Range
Dialog Box, on page 112.

g Delete IP Range. Select an IP range and click the button to delete a range from the
list.
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ul Description
Element
(A-Z)

NOTE:

You can also delete an excluded IP range.

B

Edit IP Range. Opens the Edit IP Range dialog box, enabling you to edit the
selected IP range for the selected Probe/probe cluster. For details, see New/Edit
Range Dialog Box, on page 112.

NOTE:
You can also edit an excluded IP range.

&9 - Export Data To File. Enables you to export the defined ranges in the following

formats:

« Excel. The table data is formatted as an .xIs (Excel) file that can be displayed in a
spreadsheet.

« PDF. The table data is exported in PDF format.
« RTF. The table data is exported in Rich Text Format.
« CS8V. The table data is formatted as a comma-separated values (CSV) text file

that can be displayed in a spreadsheet.

NOTE:
For the CSV formatted table data to display correctly, the comma (,) must be
defined as the list separator in your Windows Control Panel.

o XML. The table data is formatted as an XML file that can be opened in a text or
XML editor.

TIP:
To extract HTML code from the report:

« Save thefileas HTML
« Open the file in an HTML editor

« Copy the relevant table into the target file

NOTE:
Ranges in CIDR notation can also be exported.

e Import Ranges from CSV File. Opens the Import Ranges from File dialog box,

Ik
u
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ul Description
Element
(A-Z)

enabling you to select a CSV file from which to import a set of ranges.

Before importing ranges, verify that:

o Theimported file is a valid CSV file
The CSV file must be built using the following names for the column headings:

o Range. The range to import. This can be an IP range (IPv4 only) orin CIDR
notation (IPv4/IPv6).

o Excluded Ranges. The IP ranges to exclude from the imported range.

NOTE:
The excluded range must be defined in the same format (IPv4/IPv6) as
the full range.

Important: See example below:

m  When defining an excluded IP range, always include the full range in the
Ranges column as well.

m When arange is defined in CIDR notation, the excluded ranges must be
defined in the IP range format (<start_ip_address>— <end_ip_address>)

o Description. A description of the range

o Type. The range type: 1 = Client; 0 = Data Center

Example
A B C D

1 Range Excluded Ranges Description Type
2 16.60.133.56-16 6013375 Include IPwd Range 1
3 16.60.133.56-16.60.133.75 16.60.133.60-16.60.133.65 Excluce Pl Range 1 from IP Range

4 16.60.133.56-16.60.133.75 16.60.133.70-16.60.133.70 Exclude IPvl Range 2 from IP Range

5 16.60.134.56/20 Include IPvd CIDR ]
6 16.60.134.56/28 16.60.134.56-16.60.134 .59 Exclude [Pyl Range 1 from CIDR

7 16.60.134.56/28 16.60,134.60-16.60.134 .61 Exclude [Pyl Range 2 from CIDR

8 0:0:0:0:0:0:1037:f418/125 Include IPv6 CIDR ]
9 0:0:0:0:0:0.1037:f418/125  0:0.0:0:0:0:1037:f41b-0:0:0:0:0.0:1037.f41b  Exclude IPv6 Range 1 from CIDR

10 0:0:0:0:0:0:1037:f418/125  0:0:0:0:0:0:1037:f41¢-0:0:0:0:0:0:1037:f41d  Exclude IPvE Range 2 from CIDR
11 0:0:0:0:0:0:1037:f440/122 Include IPv6 CIDR 0
12 0:0:0:0:0:0:1037:f440/122  00:0:0:0:0:1037:f447-0:0:0:0:0:0:1037 7477 Exclude IPvE Range 1 from CIDR

IEl Expand All. Expands the entire hierarchical tree structure to display all of the
defined IP ranges, including the excluded IP ranges.

|E| Collapse All. Collapses the hierarchical tree structure, leaving the top-level
IP ranges showing, but hiding excluded IP ranges.
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ul Description

Element

(A-2)

IEl Show/Hide Legend. Shows/Hides the legend for the Ranges pane.

. . Denotes the range of IP addresses included for the selected

Probe/probe cluster.

. . Denotes a range of IP addresses to exclude from the defined IP range.

<Ranges The network range where the Probe/probe cluster discovers Cls. For details, see
grid> New/Edit Range Dialog Box, on page 112.

Cluster Details Pane

Enables you to view the details of the probe cluster selected in the Domains and Probes tree.

To Select Data Flow Probe Setup > Domains and Probes pane > Domains and
access Probes root node > a domain > Data Flow Probes > a cluster.

Relevant
task

How to Add Probe Clusters to UCMDB, on page 40

« How to Limit IP Movement in a Cluster, on page 47

See also .« DataFlow Probes and Probe Clusters, on page 31
« Cluster Range Distribution Policy, on page 32

« Limiting IP Movement in a Cluster, on page 34

User interface elements are described below:

Ul Element Description

Cluster The description of the selected cluster.
Description
pane

Associated Enables you to manage Data Flow Probes associated with the cluster.

Probes « Add Probe to Cluster +]. Enables you to add Data Flow Probes to the cluster.
pane -
. Remove Probe from Cluster |E| Removes the selected Data Flow Probe from
the cluster.
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Ul Element Description

NOTE:

o A Probe that is removed from a cluster has no network range. To define a
range for the Probe, see New/Edit Range Dialog Box, on page 112.

o If you add a Probe to a cluster and remove the Probe before saving the
cluster then:

m if changes were made to the Probe's range after adding the Probe, the
range remains with the cluster

m if no changes were made to the Probe's range after adding the Probe,
the range remains with the Probe

« View Constraint |i|. Opens the Trigger Query Editor dialog box and displays the

defined TQL constraints for the selected Probe.

« Set TQL Constraint. Opens the Choose Discovery Query dialog box, enabling
you select a constraint query for the Probe. When the cluster distributes its
network range among its Probes, it takes into account the constraints defined on
the Probes.

Ranges Pane

Enables you to define network ranges over which the Data Flow Probes in the cluster should
perform discovery.

Important « For details on searching for a specific range, see the Find Probe Range by
Information IP button in Data Flow Probe Setup Window, on page 83.

« When a specific Probe in a cluster is selected, its range is displayed but is not
editable.

User interface elements are described below:

ul Description
Element

sl New Range. Opens the New Range dialog box, enabling you to define a new
network range for the selected probe cluster. For details, see New/Edit Range Dialog
Box, on page 112.

Delete Range. Enables you to delete the selected range.
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Ul
Element

B

Description

NOTE:
You can also delete an excluded IP range.

Edit Range. Opens the Edit Range dialog box, enabling you to edit the selected
range for the probe cluster. For details, see New/Edit Range Dialog Box, on page
112.

NOTE:
You can also edit an excluded IP range.

Export Data To File. Enables you to export the defined ranges in the following
formats:

« Excel. The table data is formatted as an .xls (Excel) file that can be displayed in a
spreadsheet.

« PDF. The table data is exported in PDF format.

« RTF. The table data is exported in Rich Text Format.

« CSV. The table data is formatted as a comma-separated values (CSV) text file

that can be displayed in a spreadsheet.

NOTE:

For the CSV formatted table data to display correctly, the comma (,) must be
defined as the list separator. In Windows, to verify or modify the list
separator value, open Regional Options from the Control Panel, and on the
Numbers tab ensure that the comma is defined as the List Separator value.

o XML. The table data is formatted as an XML file that can be opened in a text or
XML editor.

TIP:
To extract HTML code from the report:

o Save the file as HTML
o Open the file inan HTML editor

o Copy the relevant table into the target file

NOTE:
Ranges in CIDR notation can also be exported.
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ul Description
Element

2T

(=4

Import Ranges from CSV File. Opens the Import Ranges from File dialog box,
enabling you to select a CSV file from which to import a set of ranges.

Before importing ranges, verify that:

o Theimported file is a valid CSV file
The CSV file must be built using the following names for the column headings:

o Range. The range to import. This can be an IP range (IPv4 only) orin CIDR
notation (IPv4/IPv6).

o Excluded Ranges. The IP ranges to exclude from the imported range.

NOTE:
The excluded range must be defined in the same format (IPv4/IPv6) as
the full range.

Important: See example below:

m  When defining an excluded IP range, always include the full range in the
Ranges column as well.

m When arange is defined in CIDR notation, the excluded ranges must be
defined in the IP range format (<start_ip_address>— <end_ip_address>)

o Description. A description of the range

o Type. The range type: 1 = Client; 0 = Data Center

Example
A B C D

1 Range Excluded Ranges Description Type
2 16.60.133.56-16 6013375 Include IPwd Range 1
3 16.60.133.56-16.60.133.75 16.60.133.60-16.60.133.65 Excluce Pl Range 1 from IP Range

4 16.60.133.56-16.60.133.75 16.60.133.70-16.60.133.70 Exclude IPvl Range 2 from IP Range

5 16.60.134.56/20 Include IPvd CIDR ]
6 16.60.134.56/28 16.60.134.56-16.60.134 .59 Exclude [Pyl Range 1 from CIDR

7 16.60.134.56/28 16.60,134.60-16.60.134 .61 Exclude [Pyl Range 2 from CIDR

8 0:0:0:0:0:0:1037:f418/125 Include IPv6 CIDR ]
9 0:0:0:0:0:0.1037:f418/125  0:0.0:0:0:0:1037:f41b-0:0:0:0:0.0:1037.f41b  Exclude IPv6 Range 1 from CIDR

10 0:0:0:0:0:0:1037:f418/125  0:0:0:0:0:0:1037:f41¢-0:0:0:0:0:0:1037:f41d  Exclude IPvE Range 2 from CIDR
11 0:0:0:0:0:0:1037:f440/122 Include IPv6 CIDR 0
12 0:0:0:0:0:0:1037:f440/122  00:0:0:0:0:1037:f447-0:0:0:0:0:0:1037 7477 Exclude IPvE Range 1 from CIDR

IEl Expand All. Expands the entire hierarchical tree structure to display all of the
defined IP ranges, including the excluded IP ranges.

|E| Collapse All. Collapses the hierarchical tree structure, leaving the top-level
IP ranges showing, but hiding excluded IP ranges.
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ul Description
Element
|E| Show/Hide Legend. Shows/Hides the legend for the Ranges pane.

. . Denotes the range of IP addresses included for the selected Probe.

. . Denotes a range of IP addresses to exclude from the defined IP range.

<Ranges Lists the network ranges where the Data Flow Probes in the cluster perform
grid> discovery. For details, see New/Edit Range Dialog Box, on page 112.

Data Flow Probe Details Pane

To Select Data Flow Probe Setup > Domains and Probes pane > Domains and
access Probes root node > a domain > Data Flow Probes > a Data Flow Probe.

Relevant How to Add Data Flow Probes to APM, on page 39
tasks

See also Data Flow Probe Status, on page 122

Probe Details Pane

Displays the details of the selected Data Flow Probe.

User interface elements are described below:

Ul Element Description
(A-2)

Default Displays the default tenant for the Data Flow Probe.

Tenant . : .
Available: In multi-tenancy environments only.

Last time The last time that the Probe accessed the server machine.

probe
accessed
UCMDB
Probe The description given to the Probe when it was added to UCMDB.
Description
NOTE:
This field is editable.
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Ul Element Description
(A-2)

Probe IPs The IPs of the Probe machine.

NOTE:
If the Probe machine has more than one network card, all the IP addresses
are displayed.

Status The status of the selected Probe:

« Connected. The Probe has successfully connected to the server. (The Probe
connects every few seconds.)

« Disconnected (being restarted). The Probe gateway service is restarting.
This may be because, for example, the Probe has downloaded a Content Pack
Update, or detected a job that is stuck.

« Disconnected (stopped). The Probe gateway service is stopped by the server
administrator.

« Disconnected (reason unknown). The Probe gateway service is stopped for
some other reason.

NOTE:
When the Probe is suspended, (suspended) is also displayed together with
the status.

Version The version of the Probe.

NOTE:

If the version of the Probe is not compatible with the version of the UCMDB
server, this is indicated. Moreover, if the incompatible Probe tries to connect
to the UCMDB server, the server sends a shutdown instruction to the Probe.
To ensure compatibility:

« If the Probe version is correct but the CUP version is not aligned with the
UCMDB Server CUP version, see How to Align the Data Flow Probe
CUP with the UCMDB Server CUP, on page 58.

« If the Probe is an old version, you need to uninstall the Probe, and reinstall
the correct version. For details, see the interactive Universal CMDB
Deployment Guide.
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Ranges Pane

Enables you to define network IP addresses on which a Probe must discover Cls.

Important « This pane is read-only when the Probe is associated with a probe cluster
Information because the Probe's range is dynamically determined by the load balancing
mechanism of the probe cluster.

« For details on searching for a specific range, see the Find Probe Range by IP
button in Data Flow Probe Setup Window, on page 83.

User interface elements are described below:

ul Description
Element
(A-Z)

E=] New IP Range. Opens the New IP Range dialog box, enabling you to define a new

IP range for the selected Probe. For details, see New/Edit Range Dialog Box, on

page 112.
g Delete IP Range. Select an IP range and click the button to delete a range from the
list.
NOTE:
You can also delete an excluded IP range.
|E| Edit IP Range. Opens the Edit IP Range dialog box, enabling you to edit the

selected IP range for the selected Probe. For details, see New/Edit Range Dialog
Box, on page 112.

NOTE:
You can also edit an excluded IP range.

|<F_"| 1r| Export Data To File. Enables you to export the defined ranges in the following

formats:

« Excel. The table data is formatted as an .xls (Excel) file that can be displayed in a
spreadsheet.

« PDF. The table data is exported in PDF format.
« RTF. The table data is exported in Rich Text Format.

o CSV. The table data is formatted as a comma-separated values (CSV) text file
that can be displayed in a spreadsheet.
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ul Description
Element
(A-Z)

NOTE:

For the CSV formatted table data to display correctly, the comma (,) must be
defined as the list separator. In Windows, to verify or modify the list
separator value, open Regional Options from the Control Panel, and on the
Numbers tab ensure that the comma is defined as the List Separator value.

o XML. The table data is formatted as an XML file that can be opened in a text or
XML editor.

TIP:
To extract HTML code from the report:

« Save thefileas HTML
« Open the file in an HTML editor

« Copy the relevant table into the target file

NOTE:
Ranges in CIDR notation can also be exported.

)

(=0

Import Ranges from CSV File. Opens the Import Ranges from File dialog box,
enabling you to select a CSV file from which to import a set of ranges.

Before importing ranges, verify that:

« Theimported file is a valid CSV file
The CSYV file must be built using the following names for the column headings:

o Range. The range to import. This can be an IP range (IPv4 only) orin CIDR
notation (IPv4/1Pv6).

o Excluded Ranges. The IP ranges to exclude from the imported range.

NOTE:
The excluded range must be defined in the same format (IPv4/IPv6) as
the full range.

Important: See example below:

= When defining an excluded IP range, always include the full range in the
Ranges column as well.

m When arange is defined in CIDR notation, the excluded ranges must be
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ul Description
Element
(A-2)
defined in the IP range format (<start_ip_address>— <end_ip_address>)
o Description. A description of the range

o Type. The range type: 1 = Client; 0 = Data Center

Example
A B C D

1 Range Excluded Ranges Description Type
2 16.60.133.56-16.60.133.75 Include IPv4 Range 1
3 16.60.133.56-16.60.133.75 16.60.133.60-16.60.132.65 Exclude IPv4 Range 1 from IP Range

4 16.60.13356-1660.133.75 1660133 70-16.60.133.70 Exclude IPvd Range 2 from IF Range

5 16.60.134.56/29 Include IPv4 CIDR 0]
6 16.60.134.56/29 16 60 134 56-16.60.134 59 Exclude IPv4 Range 1 from CIDR

7 16.60.134.56/29 16 60 134 60-16.60.134 61 Exclude IPv4 Range 2 from CIDR

§ 0:0:0:0:0:1037:f418/125 Include IPv6 CIDR 0]
9 0:0:0:0:0:0:1037:£418/125  0:0:0:0:0:0:1037:f41b-0:0:0:0:0:0: 1037 f41b  Exclude IPv6 Range 1 from CIDR

10 0:0:0:0:0:0:1037 #418/125  0:0:0:0:0:0:1037:f41d-0:0:0:0:0:0: 1037 f41d  Exclude [Pv6 Range 2 from CIDR
11 0:0:0:0:0:0:1037 f440/122 Include IPv6 CIDR 0
12 0:0:0:0:0:0:1037:f440/122  0:0:0:0:0:0:1037:f447-0:0:0:0:0:0: 10377477 Exclude IPv6 Range 1 from CIDR

|E| Expand All. Expands the entire hierarchical tree structure to display all of the
defined IP ranges, including the excluded IP ranges.

|E| Collapse All. Collapses the hierarchical tree structure, leaving the top-level
IP ranges showing, but hiding excluded IP ranges.

IEl Show/Hide Legend. Shows/Hides the legend for the Ranges pane.
. . Denotes the range of IP addresses included for the selected Probe.

. . Denotes a range of IP addresses to exclude from the defined IP range.

<Ranges The network range where the Probe discovers Cls. For details, see New/Edit Range
grid> Dialog Box, on page 112.

Passive Discovery Probes Pane

This pane enables you to globally configure notification types for all passive discovery probes that
integrate with the Data Flow Probes of the same domain. The passive discovery probes notify UCMDB
of changes in traffic, such as an unseen IP address or software not running.

To access Select Data Flow Management > Data Flow Probe Setup > Domains and
Probes pane > a domain > Passive Discovery Probes.
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Important The definitions defined here are valid for all of the passive discovery probes that
information  integrate with the Data Flow Probes of the same domain.

Relevant How to Configure Just-In-Time Discovery, on page 595
task
See also « Just-In-Time Discovery Overview, on page 595

« Data Flow Probe Setup Window, on page 83

« Passive Discovery Probe Details Pane, on page 109

Notification Types Pane

NOTE:
By default all types of notifications are enabled.

User interface elements are described below :

Ul Element Description

Report IP « Reports new IP addresses seen on the network.

notifications « Reports unseen IP addresses.

o Select the amount of time that the passive probe should wait
before triggering a notification that the IP address was not seen.

o After this notification is sent, the Data Flow Probe performs a
verification. Select an action that should be taken upon
verification:

m set the IP address as a candidate for deletion

m remove the IP address from UCMDB

Report running « Reports new running software seen on the network
software « Reports unseen running software.

notifications . . )
o Select the amount of time that the passive probe should wait

before triggering a notification that the software is not running.

o After this notification is sent, the Data Flow Probe performs a
verification. Select an action that should be taken upon
verification:

= set the RunningSoftware Cl as a candidate for deletion

= remove the RunningSoftware Cl from UCMDB
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Ul Element

Report dependency

link notifications

Description

Enables notification of dependency relationships.

Removal Verification Policy Pane

User interface elements are described below:

Ul Element

Verify ports by
scanning

Ping configuration
for verification
process

Passive Probes Pane

Description

Enables verification of listening ports by scanning.

Enables you to specify the number and frequency of pings to verify
unseen |IP addresses before removal, as well as the overall number of
simultaneous pings allowed.

Lists the passive discovery probes that are connected to Data Flow Probes.

User interface elements are described below:

Ul Element (A - 2Z)

Data Flow Probe

IP Address
Last access time

Name

Status

Version

Application Performance
Management (9.50)

Description

The name of the Data Flow Probe to which the passive discovery probe

reports.
The IP address of the passive discovery probe (RUM Engine) machine.
The date and time the passive discovery probe was last accessed.

The name given to the passive discovery probe (RUM Engine) when it
was defined in RUM.
Indicates the status of the passive discovery probe:

« Connected. The passive discovery probe is connected and
available to report information to the Data Flow Probe.

« Suspended. The passive discovery probe is connected but not
available to report information to the Data Flow Probe.

« Disconnected. The passive discovery probe is not connected.

The RUM version.
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Passive Discovery Probe Details Pane

This pane enables you to configure the passive discovery probes (RUM Engines) to monitor the IP
address ranges and ports that you specify.

To access Select Data Flow Management > Data Flow Probe Setup > Domains
and Probes pane > a domain > Passive Discovery Probes > a passive
probe.

Important The passive discovery probes can be configured to monitor the IP address

information ranges in the domain of the Data Flow Probe only.

Relevant task How to Configure Just-In-Time Discovery, on page 595

See also « Just-In-Time Discovery Overview, on page 595

« Passive Discovery Probes Pane, on page 106

« Data Flow Probe Setup Window, on page 83

Passive Discovery Probe Details Pane

User interface elements are described below :

Ul Element Description

Name The name given to the passive discovery probe (RUM Engine) when it was defined
in RUM.

Data Flow The name of the Data Flow Probe to which the passive discovery probe reports.

Probe
IP The IP address of the passive discovery probe (RUM Engine) machine.
Version The RUM version.
Status Indicates the status of the passive discovery probe:
« Connected. The passive discovery probe is connected and available to report
information to the Data Flow Probe.
« Suspended. The passive discovery probe is connected but unavailable to
report information to the Data Flow Probe.
« Disconnected. The passive discovery probe is not connected.
Last The date and time the passive discovery probe was last accessed.
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Ul Element Description

access
time

Passive Discovery Ranges Pane

This pane lists the RUM Probes that report to the RUM Engine. This information is obtained from
the RUM Server.

User interface elements are described below :

Ul Element Description

Passive The name of the RUM Probe.

Discovery

Agent Name

Range The IP address range defined for the RUM Probe. Information from within this

range is reported to the RUM Engine (passive discovery probe).

NOTE:

The range can be displayed here either according to the IP range format
orthe CIDR notation, as explained in New/Edit Range Dialog Box, on
page 112.

Ports The ports defined for the RUM Probe over which information is reported.

Passive Discovery Integrated Ranges Pane

User interface elements are described below :

Ul Element Description

Use All Ranges Of Data Enables passive discovery over all address ranges of the
Flow Probe <Data Flow connected Data Flow Probe, over selected ports:

Probe name> . : .
« All available ports. Enables passive discovery over all

available ports.

« Selected ports Enables passive discovery over ports that you
select from the Global Ports List. Click [..--| to select ports to

monitor.

Use Selected Ranges Of  Enables passive discovery over the Ranges Definition area where
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Ul Element Description
Data Flow Probe <Data you can select existing Data Flow Probe ranges over which to
Flow Probe name> perform passive discovery. See below.

NOTE:

« Ranges must be a subset of both the connected Data
Flow Probe’s ranges and Passive Discovery ranges.

« Ranges can be displayed here either according to the IP
range format or the CIDR format, as explained in
New/Edit Range Dialog Box, on the next page.

Ranges Definition Area

User interface elements are described below :

ul Description
Element
(A-2)

sl New Range. Enables you to define a new range for the passive discovery probe to

monitor.

NOTE:
This range must be a subset of one of the Data Flow Probe's ranges.

For details about defining Probe ranges, see New/Edit Range Dialog Box, on
the next page.

Delete Range. Enables you to remove a range defined for passive discovery.

i Select Range Enables you to select defined ranges for the passive discovery probe
to monitor from the ranges defined for the connected Data Flow Probe.

|E| Edit Range. Enables you to modify a selected range.

For example, you can select one of the Data Flow Probes ranges, and then exclude
some |IP addresses from that range for passive discovery.

|¥] = Export Data To File.

NOTE:
Not enabled for passive discovery probes.
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Ul
Element
(A-2Z)

B

5

Description

Import Ranges from CSV File.

NOTE:
Not enabled for passive discovery probes.

Expand All. Expands the hierarchical tree structure to display all of the defined

ranges, including the excluded IP ranges.

Collapse All. Collapses the hierarchical tree structure, hiding excluded IP ranges.

Show/Hide Legend. Shows/Hides the legend for the Ranges pane.

. . Denotes a range included for the selected passive discovery probe.

. Denotes an IP range to exclude from the parent range.

<Ranges Lists the ranges and ports selected for the passive discovery probe to monitor.

grid>

New/Edit Range Dialog Box

Enables you to set network ranges for Data Flow Probes, a probe clusters, or passive discovery
probes. The results are retrieved from the addresses in the range you define. You can also define IP

addresses that must be excluded from a range.

To access

Important
information

Select Admin > RTSM Administration > Data Flow Management > Data Flow
Probe Setup > Domains and Probes > <Domain>.

Data Flow Probes/Clusters: Select Data Flow Probes > a probe/cluster, and in
the Ranges pane click the New Range |2/ or Edit Range <*| button.

Passive discovery probes: Select Passive Discovery Probes > a passive
probe, and in the Passive Discovery Integrated Ranges pane click the New Range

“| or Edit Range <"/ button.

An IP address can belong to only one probe or probe cluster's range in the same
domain. That is, two Probes in the same domain cannot have the same IP address

in their ranges.

For a passive discovery probe, the range must fall within the range of the Data
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Flow Probe it is reporting to.

« If you define arange that is out of the scope of the network on which the
probe/cluster is installed, a warning message informs you that the probe is not
included in the range.

o Click Yes to save the current range without including the probe in the range.
o Click No to continue editing without saving the current range.
Relevant o How to Add Data Flow Probes to APM, on page 39
tasks « How to Run Module/Job-based Discovery, on page 416
« How to Configure Just-In-Time Discovery, on page 595

« How to Configure Probe IP Ranges with Active Directory, on page 300

User interface elements are described below:

Ul Element Description
IPv4/6 Enables you to define the IP range in IPv4 or IPv6 format.

Definition « IP Range. (IPv4 format only) Enables you to define an IP address range for the
Type probe/cluster. You define a start IP address and an end IP address.

« CIDR. Enables you to define an address range using the CIDR (Classless Inter-
Domain Routing) notation, where each IP address has a network prefix that
identifies either an aggregation of network gateways or an individual gateway. The
length of the network prefix is also specified as part of the IP address and varies
depending on the number of bits that are needed.

Available: When creating a new range only
Range Enables you to select a range over which the probe or cluster should perform
discovery.
1Pv4
« IP Range. Define a range of IPv4 addresses using the following rules:
o The IP address range must have the following format:
start_ip_address — end_ip_address
For example: 10.0.64.0 - 10.0.64.57

o The first decimal value (octet) of the start IP address and the end IP address
must be identical.

For example, 10.1.2.3-10.4.5.6

o The range can include an asterisk (*), representing any number in the range
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Ul Element Description

of 0-255.

= |f you use an asterisk, you do not need to enter a second IP address. For
example, you can enter the range pattern 10.0.48.* to cover the range
from 10.0.48.0 to 10.0.48.255.

m Use an asterisk in the lower bound IP address of the IP range pattern
only. If you use an asterisk in the lower bound IP address and also enter
an upper bound IP address, the upper bound IP address is ignored.

= You can use more than one asterisk (*) in an IP address as long as they
are used consecutively. The asterisks cannot be situated between two
numbers in the IP address, nor can they be substituted for the first digit
in the number.

For example, you can enter 10.0.*.* but not 10.*.64.*.
« CIDR Notation. Define a range using the CIDR notation as follows:
1. Enterthe IP address in IPv4 format.

2. Inthe drop-down, choose the number of bits (1-32) to determine the network
prefix.

For example, if you enter 192.30.250.00/18, then 192.30.250.00 is the
network address and 18 indicates that the first 18 bits are the network part of
the address, leaving the last 14 bits for specific host addresses.

IPv6
IPv6 ranges are defined in CIDR notation only:

1. Enterthe IP address in IPv6 format. You can define IPv6 ranges using the full
or compressed IPv6 notation

Example:
« Full IPv6 addresses: abcd:abcd:abcd:abcd:abcd:abcd:abed:abcd
o Compressed IPv6 address:

o A:B:C:D:1:2:3:4 is the compressed version of
000A:000B:000C:000D:0001:0002:0003:0004

o abcd::abcd is the compressed version of
abcd:0000:0000:0000:0000:0000:0000:abcd

o ::abcd is the compressed version of
0000:0000:0000:0000:0000:0000:0000:abcd

2. Inthe drop-down, choose the number of bits (1-128) to determine the network
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Ul Element Description

prefix.

For example, if you enter abed:abcd:abed:abed:abed:abed:abed:abcd/100,
then abcd:abcd:abcd:abcd:abcd:abcd:abcd:abed is the network address
and 100 indicates that the first 100 bits are the network part of the address,
leaving the last 28 bits for specific host addresses.

NOTE:

IPv6 ranges cannot include IPv4-mapped IPv6 addresses (0.0.0.0 -
255.255.255.255). If your IPv6 range includes IPv4-mapped IPv6 addresses,
these addresses must be defined separately in IPv4 ranges.

For example,the IPv6 range, 0:0:0:0:0:fffe:0:0/60, must be defined as a

number of ranges as follows:

« |Pv6range: 0:0:0:0:0:0:0:0 — 0:0:0:0:0:fffe:ffff.ffff

o |IPv4-mapped IPv6 range, 0:0:0:0:0:ffff:0:0 - 0:0:0:0:0:ffff-ffff-ffff, must be
defined in IPv4 format: 0.0.0.0 - 255.255.255.255, per network class

« IPv6range: 0:0:0:1:0:0:0:0 — 0:0:0:f:ffff.ffff-ffff.ffff

Type Defines the IP address lease time setting for the range.

Available when: Defining a range for a Data Flow Probe or a probe cluster.

NOTE:

It is important to select the appropriate IP Address type to ensure that discovery
is performed as expected. For more information, see Effects of Range Type on
Discovery Workflows, on page 37.

« Data Center. For permanent or long IP address lease times. This type is suitable
for environments that have the following characteristics:

o |P addresses are stable due to long lease times or due to the consistent
availability characteristics of the nodes and network

o Nodes connect to the network using the same interfaces due to a single access
technology

o Few or no mobile users
o Single domain environment

« Client. For short IP address lease times. This type is suitable for environments
that have the following characteristics:

o |P addresses are not stable due to short lease times or due to the inconsistent
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Ul Element Description

availability characteristics of the nodes and network.

o Nodes connect to the network using different interfaces due to multiple access
technologies. Therefore, the same IP address is bound to different interfaces at
different times.

o Mobile users access the network from different domains in a multi-domain
environment.

NOTE:
Enable SNMP on all networking devices.

Description A description about the selected range.

Optional
(©Op ) NOTE:

« Maximum number of characters allowed: 150

« Nonew lines or tabs may be inserted

Excluded Enables you to define a range of IP addresses to exclude from the full network range
IP Ranges  specified above.

NOTE:

« The rules for entering an excluded range are the same as for entering a range.
For details, see Range (on page 113).

« The excluded range must be defined in the same format (IPv4/IPv6) as the
full network range.

« Evenwhen a network range is defined using CIDR notation, the excluded
ranges can still only be defined in <start_ip_address> — <end_ip_address>
format.

New Excluded IP Range le&d, Enables you to define a range of IP addresses to

exclude from the full range, and enter a description about the excluded range if
desired.

Delete Excluded IP Range #, Deletes an excluded IP range.

Edit Excluded IP Range @. Enables you to edit a defined excluded IP range.

Example:
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Ul Element Description

You can divide a network range into several sub-ranges.
For example, if the range is 10.0.64.0 — 10.0.64.255

and you define three excluded ranges:

« 10.0.64.45—10.0.64.50

» 10.0.64.65-10.0.64.70
» 10.0.64.89-10.0.64.95

e Network range
10.0.64.0 — 10.0.64.255

- /

the Universal Discovery is performed over:
« 10.0.64.0-10.0.64.44

« 10.0.64.51-10.0.64.64

« 10.0.64.71-10.0.64.88

« 10.0.64.96 — 10.0.64.255

Ports Enables you to define ports over which passive discovery should be performed within
the defined range:

« All available ports. Enables passive discovery over all available ports.

« Selected ports Enables passive discovery over ports that you select from the
Global Ports List. Click || to select ports to monitor.

Available: When defining a network range for a passive discovery probe only.
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Troubleshooting and Limitations - Data Flow Probe
Setup

Troubleshooting

Problem: You cannot transfer a Data Flow Probe from one domain to another.

Reason: Once you have defined the domain of a Probe, you can change its ranges, but not the
domain.

Solution: Install the Probe again:

1. (Optional) If you are going to use the same ranges for the Probe in the new domain, export the
ranges before removing the Probe. For details, see Ranges Pane, on page 104.

2. Remove the existing Probe from RTSM. For details, see the Remove Domain or Probe
button in Data Flow Probe Setup Window, on page 83.

3. Install the Probe. For details, see the section about installing the Data Flow Probe in the
interactive Universal CMDB Deployment Guide.

4. During installation, make sure to give the new Probe a different name to the name given to the
old Probe, or make sure you delete the reference to Probe from the original domain.

Problem: Discovery shows a disconnected status for a Probe.
Solution: Check the following on the Probe machine:
« That the Probe is running
« That there are no network problems

Solution: The probe status is Disconnected or Disconnected (being restarted).

« Search for restart messages in the wrapperProbeGW logs.

« If the probe does not restart, try to take probe thread dump from the disconnected time and
search for the ProbeGW Tasks Downloader thread.

« Ifthereis no probe thread dump, investigate the problematic timeframe in the wrapperProbeGw
log. In particular:

o Check if the probe tasks confirmer has been running for more than 5 minutes.

o Check if some of the resources are being downloaded for more than 5 minutes.

Problem: The connection between the Application Performance Management
server and the Probe fails due to an HTTP exception.

Solution: Ensure that none of the Probe ports are in use by another process.
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Problem. The Discovery tab is not displayed in the main page of Application Performance
Management.

Solution. Install a license for the Probe. For details, see "Licensing Models for Run-time Service
Model".

Problem: A Data Flow Probe node name cannot be resolved to its IP address. If
this happens, the host cannot be discovered, and the Probe does not function
correctly.

Solution: Add the host machine name to the Windows HOSTS file on the RTSM Data Flow Probe
machine.

Problem: After uninstalling the Data Flow Probe, mysqld.exe and associated files
are not deleted.

Solution: To delete all files, restart the machine on which the Data Flow Probe was installed.

Problem: After the UCMDB Server CUP is updated, the Probe fails to start or fails
to connect to server

Solution: The Probe's CUP version must be the same as UCMDB Server's CUP version. If the
CUP versions are not aligned, you must update the Probe's CUP version. To do this, see How to
Deploy a Data Flow Probe CUP, on page 56.

In some cases, the CUP may need to be deployed manually on a Probe. For details, see How to
Deploy Data Flow Probe CUP Manually, on page 57.

Problem: | want to check if my integration probe is connected, but | can't see it
listed in the Data Flow Probe Setup module tree.

Reason: The Data Flow Probe Setup module displays only Data Flow Probes for discovery.
Integration Probes—that is, Probes on Linux machines, and Windows Probes configured for
integration only— are not displayed in the Data Flow Probe Setup module.

Workaround: To see if an integration Probe is connected, create a dummy integration point and
verify that the Probe is listed among the Probes that can be selected for the integration point (in the
Data Flow Probe field). For details, see How to Set Up an Integration Point, on page 292.

Problem: Troubleshooting PostgreSQL Issues
Solution:

The table below lists the Data Flow Probe database scripts. These scripts can be modified for
administration purposes, both in Windows and Linux environments.

NOTE:
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« The scripts are located on the Data Flow Probe machine, in the following location:
o Windows: C:\hp\UCMDB\DataFlowProbe\tools\dbscripts
o Linux: /opt/hp/UCMDB/DataFlowProbe/tools/dbscripts

« Data Flow Probe database scripts should be changed for specific administration purposes

only.

Script Description

exportPostgresql [PostgreSQL root account Exports all data from the DataFlowProbe

password] database schema to data_flow_probe_
export.bin in the current directory

importPostgresql [Export file name] Imports data from a file created by the

[PostgreSQL root account password exportPostgresql script into the
DataFlowProbe schema

enable_remote_user_access Configures the PostgreSQL Data Flow Probe
account to be accessible from remote
machines

remove_remote_user_access Configures the PostgreSQL Data Flow Probe

account to be accessible only from the local
machine (default)

set_db_user password [new PostgreSQL Data Modifies the PostgreSQL Data Flow Probe
Flow Probe account password] [PostgreSQL account password
root account password]

set_root_password [new PostgreSQL root Modifies the PostgreSQL root account
account password] [Current PostgreSQL root password
account password]

Problem: The Data Flow Probe database service cannot start.

« Reason: Hosts machine must not contain "localhost".
Solution: On the Data Flow Probe machine, open
o Windows: %systemroot%\system32\drivers\etc\hosts
o Linux: /etc/hosts

and ensure that all lines containing "localhost" are commented out.
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« Reason: Microsoft Visual C++ 2010 x64 Redistributable is installed during the installation of
the Probe. If for some reason this redistributable is uninstalled, PostgreSQL stops working

Solution: Check if Microsoft Visual C++ 2010 x64 Redistributable is installed. If not, reinstall it.

Limitations

NOTE:

The clearProbeData script resets the Data Flow Probe's DB schemas and file system state.
After running this script the Data Flow Probe re-sends all discovered data to UCMDB. This
could potentially create a significant load on the UCMDB Server.

If you reconfigure a Data Flow Probe to work with a different UCMDB server, you must first run the
clearProbeData.bat file before you restart the Probe. For details, see How to Clear Data Flow
Probe Data, on page 54.

« When the Probe is running in separate mode on a machine where both the Gateways and the
Manager share same installation folder, the Data Flow Probe CUP must be installed manually. For
details, see How to Deploy Data Flow Probe CUP Manually, on page 57.

« Data Flow Probe CUPs that were deployed manually can be uninstalled using manual methods only.
For details, see How to Uninstall Probe CUPs Manually, on page 60.

« Universal Discovery Agent may not call home in, but not limited to, the following scenario:

o The callhome IP address that is configured on the Universal Discovery Agent belongs to a client
type range that is added to a cluster.

NOTE:
The Universal Discovery Agent supports 1 primary and 1 secondary probe.

o Therange is a member of a probe cluster.
o The cluster contains two or more probes.

In this scenario, callhome may not work as expected. Contact Support for assistance in configuring
callhome.
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This chapter includes:

* How to View Job Information on the RTSM Data Flow Probe ... ... ... ........................ 122
® Data Flow Probe Status User Interface ... ... .. 123
® Discovery Job Operation Commands . ... ... 128
® Job Operation Parameters . ... ... . 136

How to View Job Information on the RTSM Data
Flow Probe

This task describes how to view job information (for example, job threads and Trigger Cls) saved to the
Data Flow Probe's PostgreSQL database. You work with the JMX console.

This task includes the following steps:

1. Access the MBean operations
Use the following procedure to access the JMX console on the Data Flow Probe and to invoke
the JMX operations.

a. Launch the Web browser and enter the following address:
http://<machine name or IP address>.<domain_name>:1977/

where <machine name or IP address> is the machine on which the Data Flow Probe is
installed. You may have to log in with the user name and password.

b. Click the Local_<machine name or IP address> > type=Jobsinformation link.

2. Locate the operation to invoke

On the MBean View page, select type=Jobsinformation. Locate the required operation. For
details, see Discovery Job Operation Commands, on page 128 and Job Operation Parameters,
on page 136.

3. Run the operation
Click the Invoke button to run the operation. A message is displayed with the results of the
operation run.
Reload The number of seconds between automatic reloads of the JMX interface.
0: The interface is never reloaded.

Click the Reload button to manually reload the current page (if more
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operations have been added or removed).

Unregister Do not touch (the view becomes inaccessible to the application that is
running).

Data Flow Probe Status User Interface

This section includes:

® <Job Name> Dialog BOX ... ... L 123
® Data Flow Probe Status Window .. 124

<Job Name> Dialog Box

Enables you to view status and progress of a job that ran or is currently running on a Data Flow Probe.

To Select Data Flow Management > Data Flow Probe Status > Progress pane > a job,

access  gnd click the View job progress & button.

See « How to Add Data Flow Probes to APM, on page 39
also « How to Start a Data Flow Probe, on page 41
« How to Stop a Data Flow Probe, on page 42
« How to Run Zone-based Discovery, on page 382
o How to Run Module/Job-based Discovery, on page 416
« How to Manually Activate Modules/Jobs/Cls, on page 418

User interface elements are described below:

Ul Description

Element

(A-2)

Job « Status. The status of the job:Scheduled, Running, Blocked, Removed.

Details « Last updated. The last time that the job was updated.
« Threads. The number of threads currently allocated to this job.

« Progress. The number of Trigger Cls in the job and the number of Trigger Cls that
the Probe has finished working on.

« Discovered Cls in sending queue. The number of Cls/relationships discovered by
the discovery job, and that are waiting to be sent to the UCMDB Server.
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Ul Description

Element

(A-2)

Schedule .« Previous invocation. The last time that Universal Discovery ran the job.

Next invocation. The next time that Universal Discovery is scheduled to run the
job.

Last duration. The length of time, in seconds, taken to run the job in the previous
invocation. This is calculated according to the start time of the first trigger until the
end time of the last trigger, even if triggers were added later on.

Average duration. The average duration (in seconds) per trigger of the time it took
the Probe to run this job.

Recurrence. The number of times the job ran via the scheduler (manual runs are not
counted).

Discovery For details, see Data Flow Probe Status Window, below.

Results

Data Flow Probe Status Window

Enables you to view the current status of discovered Cls and all active jobs running on the Probes.

To access Select Admin > RTSM Administration > Data Flow Management > Data
Flow Probe Status.
Important « Depending on what you select in the Domains Browser pane, different
Information information is displayed in the viewing pane.
If you select:
o adomain, you can view details and discovery results for the domain.
o aProbe, you can view details on the Probe (such as the Probe IP), the
progress of a job and you can view discovery results.
« Theview is not automatically updated. To refresh the status data, click the
m button.
« If aProbeis configured in Separate mode, no results are shown in this window.
Relevant « How to View the Current Status of Discovered Cls, on page 599
tasks « How to Add Data Flow Probes to APM, on page 39
« How to Start a Data Flow Probe, on page 41
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« How to Stop a Data Flow Probe, on page 42
« How to Run Zone-based Discovery, on page 382

« How to Run Module/Job-based Discovery, on page 416

Domain Browser Pane

Displays the domains and Probes defined in the UCMDB system in a tree view.

Domain Details Pane

Displays the details of the domain selected in the Domains Browser pane.

User interface elements are described below:

ul Description
Element
(A-Z)

Domain « Customer. A private domain used for your site. You can define several domains
Type and each domain can include multiple Probes. Each Probe can include IP ranges
but the customer domain itself has no range definition.

« External. Internet/public domain. A domain that is defined with arange. The
external domain can contain only one Probe whose name equals the domain name.
However, you can define several external domains in your system.

For details on defining domains, see Add New Domain Dialog Box, on page 83.

Data Flow Probe Details Pane

Displays the details of the Probe selected in the Domains Browser pane.

User interface elements are described below:

Ul Element Description
(A-2)

m Refreshed the data so that the most current status of the discovered Cls and jobs
on the selected Probe is displayed.

NOTE:

The maximum timeout for refreshing is set to 30,000 milliseconds by default.
To change this setting, change the Max time out for getting probe status
setting in the Infrastructure Settings Manager. For details, see "Infrastructure
Settings Manager Page" in the Universal CMDB Administration Guide.
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Ul Element Description
(A-2)

Last The date and time at which the Get snapshot button was last pressed (that is, the
updated date and time of the data displayed in Data Flow Probe Status).

Probe IP The IP address which the Probe communicates with UCMDB.

Running The number of jobs running on the Probe.
jobs

Scheduled The number of jobs that are scheduled to run according to the settings in the

jobs Discovery Scheduler. For details, see Discovery Scheduler Dialog Box, on page
442.
Status The status of the Probe:

« Connected. The Probe is connected to the server (the Probe connects every
few seconds).

« Connected (suspended). The Probe is connected, but it is suspended such
that no jobs can run on the Probe.

« Disconnected. The Probe is not connected to the server.

Threads The sum of all threads currently allocated to the running jobs.

Total The total number of Cls/relationships discovered by all of the discovery jobs that
Discovered ran on the Probe, and that are waiting to be sent to the UCMDB Server.

Clsin

sending

queue

Progress Pane

Displays the progress of the jobs on the selected Probe.

User interface elements are described below:

ul Description

Element

(A-Z)

& View Job Progress. Opens the <Job Name> dialog box, enabling you to view the

details of the selected job. For details, see <Job Name> Dialog Box, on page 123.
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ul Description
Element
(A-Z)

Available: When a job is selected in the Progress pane.

|E| View Workflow Information. Opens the Workflow Information dialog box, enabling

S you to view workflow information for a selected job that is dependent on a workflow
adapter and that is currently running. This dialog box shows the following information
for the job: Trigger Cl, current step, workflow status, workflow start time, workflow
end time, parking status, current timeout period, and next invocation time.

If you double-click on a Trigger Cl in the Workflow Information dialog box, a history of
all steps that have already been executed during the current execution of the selected
jobis displayed.

Available when: A currently running job that is dependent on a workflow adapter is

selected in the Progress pane.

Job List List the following information about the jobs that ran or are scheduled to run on the
Probe, and their progress:

« Job. The name of the job scheduled to run on the Probe.

« Discovered Cls in Sending Queue. The number of Cls/relationships discovered
by the selected discovery job, and that are waiting to be sent to the UCMDB
Server.

« Next invocation. The next time that the Probe is scheduled to run.
« Previous invocation. The last time that the Probe ran.

« Progress. The progress of the job as it is running.

NOTE:
If a job has not started running, the Progress column displays Scheduled.

« Thread count. The number of threads currently allocated to the selected job.

« Triggered Cls. The number of Cls triggered by the job.

Discovery Results Pane

Enables you to view discovery results.

User interface elements are described below:
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Ul
Element
(A-2Z)

ol

<Results
grid>

Filter

Last
updated

Description

Refresh. Enables you to retrieve the latest data from the Probe.

NOTE:
This data is not automatically updated.

Set Filter. Enables you to set the time range for which to display discovery results.

All. Displays results for all job runs.

Last Hour/Day/Week/Month. Choose a period of time for which to display
discovery results.

Custom Range. Opens the Change Timeframe dialog box customize the time
range for which to display discovery results. Do one of the following:

o Inthe From and To boxes, click the arrow to choose a date and time from the
calendar.

o Click Last Day to view the last 24 hours worth of results.

CIT. The name of the discovered CIT.

Created. The number of CIT instances created by the Probe
Deleted. The number of CIT instances deleted by the Probe.
Discovered Cls. The sum of all the Cls for all the invocations.

Updated. The number of CIT instances that have been updated.

Displays the selected filter.

The date and time that the results data was updated for a particular Probe.

Discovery Job Operation Commands

For details on viewing job information, see How to View Job Information on the RTSM Data Flow

Probe, on page 122.

activateJob

Enter the name of a job and click the button to activate the job immediately. This operation returns a

message, for example, <job name> was triggered.
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NOTE:
The following message is displayed if the job has not been activated and there is no
information about the job in the Probe's database:

Job '<job name>' does not exist in the Jobs Execution table (job was not activated!).

activateJobOnDestination
Enter the name of a job and a Trigger Cl and click the button to activate the job immediately on a
specific Trigger Cl. This operation returms a message, for example, The operation returned with
the value: Job <job name> was triggered on destination <Cl name>.

NOTE:
Both the JobID and triggerCl fields are mandatory.

start/stop
These operations start and stop the JobsInformation service. Do not use these operations;
instead, restart the Probe itself.

viewJobErrorsSummary

Enter the name of a job to return a list of error messages reported on this job, together with the error
severity, the last time that the error was reported, and the number of Trigger Cls that have the error.

For details on the job operation parameters, see Job Operation Parameters, on page 136.

Click the entry in the Number of Trigger Cls column to view a list of one job's Trigger Cls with
errors on the viewJobTriggeredClIsWithErrorld page.

viewJobExecHistory
Enter the name of a job to retrieve a history of job invocations. A table is displayed showing the job
invocations (the last invocation is shown first).

For details on the job operation parameters, see Job Operation Parameters, on page 136.

For each invocation the number of triggered Cls and the total running time is shown. The Execution
Details column shows at which times the job was executed. If the Probe shut down in the middle of
a job execution and then resumed running or if there were blackout periods during the job execution,
several running times are shown.

viewJobProblems
Enter the name of a job to retrieve alist of Trigger Cls that have problems for that job. Enter the
name of a Trigger Cl to retrieve a list of problems for that trigger ClI. If no values are entered,
problems all the jobs and triggers are displayed.

For details on the job operation parameters, see Job Operation Parameters, on page 136.
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Column Description

Job ID Displayed if the joblID field is left empty.
The job name as it appears in Data Flow Management.

Click ajob to gotoits viewJobStatus page, to view its status and scheduling
information.

Trigger CI Displayed if the triggerID field is left empty.

The RTSM object ID of the trigger for a job.
ErrMsgCode The error message hash string (error hash ID).
ErrParams The error parameters.

Severity The severity of the error. For details on severity levels, see "Error Severity
Levels" inthe RTSM Developer Reference Guide.

viewJobResultCilnstances
Fill in one or more of the parameters to return a list of Cls that have been discovered by a job.

For details on the job operation parameters, see Job Operation Parameters, on page 136.

The Object State Holder column displays the code for the CI or relationship defined in the CMDB.
For details on creating object state holders for common CITs, see modeling.py in "Jython Libraries
and Utilities" in the RTSM Developer Reference Guide. For details on the
appilog.common.system.typesClass ObjectStateHolder method, see the ObjectStateHolder
method in the online API documentation.

viewJobResults
Fill in one or more of the parameters to return a list of Cls that have been discovered by a job.
For details on the job operation parameters, see Job Operation Parameters, on page 136.

When Hide Touched Cls Info is set to True, the results page displays the following information:

Column Description

Job Name Displayed if the jobID field is left empty.
The job name as it appears in Data Flow Management.

Click ajob to go toits viewJobStatus page, to view its status and scheduling
information.
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Column Description
Cl Type Click tofilter the list to show results for one CIT only.
Total Cls Click to go to the viewJobResultCilnstances page, to view a list of all Cls that

have been discovered by a job.

Triggered Click to go to the viewJobTriggeredCls page, to view a list of all Trigger Cls that

Cls have been discovered by a job.

Last The date and time that the job was invoked.
Discover

Time

When Hide Touched Cls Info is set to False, the results page displays the following information:

Column Description

Job Name Displayed if the joblID field is left empty.
The job name as it appears in Data Flow Management.

Click ajobto gotoits viewJobStatus page, to view its status and scheduling
information.

Cl Type Click tofilter the list to show results for one CIT only.

Touched Cls Click to go to the viewJobResultCilnstances page, to view a list of those Cls
discovered by the job that are Touched Cls. For details, see Job Operation
Parameters, on page 136.

Non Touched Click to go to the viewJobResultCilnstances page, to view a list of those Cls
Cls discovered by the job that are not Touched Cls.

Triggered Cls  Click to go to the viewJobTriggeredCls page, to view a list of those Trigger Cls
for Touched included in a job that are Touched Cls.
Cls

Triggered Cls  Click to go to the viewJobTriggeredCls page, to view a list of those Trigger Cls
for Non included in the job that are not Touched Cls.
Touched Cls

Last Discover The date and time that the job was invoked.
Time
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You can further filter results in the results page by entering text filters in one of the fields, and
clicking the Search button.

viewJobsStatuses

Click the viewJobsStatuses button to return status and scheduling information for all jobs. You can
choose tofilter the results. For details, see Job Operation Parameters, on page 136.

NOTE:
This page is saved under \DataFlowProbe\runtime\jobsStatuses once a day.

The results page displays the following information:

Column Description
No. The number of the job in the list.

Job Name  Thejob name as it appears in Data Flow Management.

Click ajob to go to its viewJobStatus page, to view its status and scheduling
information.

Status The severity of the job's status, as calculated by the Probe.

« Blocked. Not in use.
« Removed. The job is no longer active.

« Donel/Total Triggers. The number of trigger Cls that the Probe finished
running on, against the total number of triggers for the job.

For example, (28/69) indicates that there is a total of 69 triggers for the job,
while the Probe has completed running on 28 of those triggers.

« Scheduled. The job is scheduled to run. For details on scheduling jobs, see
Discovery Scheduler Dialog Box, on page 442.

A red background signifies that a thread has run longer than expected and may be
stuck. A green background signifies that the job is running as expected.

Triggered The Trigger Cls that have been run by the job. Click to go to the

Cls viewJobTriggeredCls page.
Errors & The number of errors and warnings for a specific job. Click to go to the
Warnings viewJobErrorsSummary page, to view a list of error and warning messages
reported on this job.
Last The date and time that the job was last run.
Invocation
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Description

The date and time that the job is next scheduled to run.

The length of time, in seconds, taken to run the job in the previous invocation. This
is calculated according to the start time of the first trigger until the end time of the
last trigger, even if triggers were added later on.

The average duration (in seconds) per trigger of the time it took the Probe to run
this job.

The number of times that the job was invoked. Click to go to the
viewJobExecHistory page, to retrieve a history of job invocations.

The number of CITs that have been discovered by the job. Click to go to the
viewJobResults page to view the CITs.

NOTE:
Displayed when hideResults parameter is set to False.

Enter the name of a job to retumn its status and scheduling information.

For details on the job operation parameters, see Job Operation Parameters, on page 136.

The results page displays the following information:

Column

Threading
info

Total work
time

Tasks
waiting for
execution

Max.
Threads

Application Performance
Management (9.50)

Description

The total number of worker threads created by the invocation, the free worker
threads, and the stuck worker threads.

The time that the Probe took to run this job.

A list of jobs together with the number of Trigger Cls that are awaiting activation.

The number of threads that are serving this job.
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Column Description

Progress A summary of the current run, that is, since the specific run was activated.

For example, Progress: 2017 / 6851 destinations (29%) means that out of
6851 Cls, 2017 Cls have already run.

Working .
Threads
information

Discovery .«
Jobs
Information
table

NOTE:

Thread Name. The thread that is now running this job. Click to go to the
viewJobThreadDump page. You use this page when a thread is running for a
long time, and you must verify that this is because the thread is working hard,
and not because there is a problem.

Curr Dest. ID. The name of the node on which the job is running.
Curr Dest. IP. The IP for which the job is discovering information.
Work Time (Sec). The length of time that this thread is running.

Communication Log. Click to go to the viewCommunicationLog page, to
view an XML file that logs the connection between the Probe and a remote
machine. For details, see the Create communication logs field in the
Execution Options Pane, on page 231.

Status. The severity of the job's status, as calculated by the Probe. For details,
see Status, on page 132.

« Triggered Cls. Click to go to viewJobTriggeredCls page, to view a list of

Trigger Cls that are part of a job.

Errors & Warnings. Click to go to viewJobErrorsSummary page, to view a list
of error and warning messages reported on this job.

Last invocation. The date and time that the job was last run.
Next invocation. The date and time that the job is next scheduled to run.

Last Total run duration (seconds). The length of time, in seconds, taken to
run the job in the previous invocation. This is calculated according to the start
time of the first trigger until the end time of the last trigger, even if triggers were
added later on.

Avg run duration (seconds). The average duration (in seconds) per trigger of
the time it took the Probe to run this job.

Recurrence. The number of times that the job was invoked. Click to go to
viewJobExecHistory page, to view a history of job invocations.

Click Results below the table to go to the viewJobResults page to view the CITs that have
been discovered by the job.
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viewJobTriggeredCls

Fill in one or more of the parameters to retumn a list of Trigger Cls that are part of a job.

For details on the job operation parameters, see Job Operation Parameters, on the next page.

The results page displays the following information:

NOTE:

Depending on the triggers, other information might also be displayed.

Column Description

No. The number of the job in the list.

Triggered The Cl instances that have been discovered by the job. Click to go to the

ClID viewJobTriggeredCls page to view information about their CITs.

Last The date and time that the job last started running.

Execution

Start

Time

Last The date and time that the job last finished running.

Execution

End Time

Service The maximum time that it took for a job to run in the last invocation, not including

Exec. periods when the job did not run. Compare this result with the total execution

Duration  duration.

(ms) For example, when several jobs run simultaneously, but there is only one CPU, a
job might have to wait for another job to finish. The service duration does not include
this waiting time, whereas the total duration does.

Total The time that it took for a job to run in the last invocation, including the periods when

Exec. the job did not run.

Duration

(ms)

Last Run  The status of the last run, that is, whether the run succeeded or failed. In case of

Status failure, click to go to the viewJobProblems page, to view a list of Trigger Cls with
problems.

Priority The priority of the job.
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Column Description

NOTE:
The lower the value, the higher the priority.

viewJobTriggeredClIsWithErrorld

NOTE:
This operation is part of the inner interface and serves as a helper function. Do not use this
page to view Trigger Cls information; instead, use the viewJobTriggeredCls page.

Job Operation Parameters

The following list includes job operation parameters.

« ciType. The name of the Cl type (for example, ip, host).

« data. A textual field in the DiscoveryResults table that contains information about the discovered
object. For example:

<object class="ip">
<attribute name="ip_probename" type="String">EBRUTERO2</attribute>
<attribute name="ip_address" type="String">16.59.58.200</attribute>
<attribute name="ip_domain" type="String">DefaultDomain</attribute>
</object>

« Error Id. The error message hash string (error hash ID) that is displayed in the Jobs_Problems
table.

« HideRemovedJobs.True: do not display jobs that have run previously and are not relevant to the
current run.

« Hide Touched Cls Info. Touched Cls are Cls which were discovered in previous invocations. DFM
already has information about these Cls, so there is no need for the Probe to send the information to
the server again. The server identifies that these Cls are relevant and that there is no need to enforce
the aging mechanism on them. For details on aging, see "The Aging Mechanism Overview" in the
RTSM Administration Guide.

True: the table displays the total number of Cls and the total number of Trigger Cls for each CIT.
False: The table displays the total number of Cls and Trigger Cls divided between touched Cls and
non-touched Cls.

« includeNonTouched. Enables filtering the table to view non-touched Cls. Choose between viewing
non-touched Cls only, all Cls (touched and non-touched), or none:
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Non-touched All CIs No CIs
Cls
(boolean)includeTouchedCis C True @ False | & True © False © True @ False
(boolean)includeNonTouchedCis ® True © False | & True © False  True @ False

« includeNonTouchedCls. See includeNonTouched.

« includeTouched. Enables filtering the table to view touched Cls. Choose between viewing touched
Cls only, all Cls (touched and non-touched), or none.

« includeTouchedCls. See includeTouched.

« jobID. The name of the job, for example, Host Applications by Pow