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Introduction 
HPE Operations Bridge Reporter (HPE OBR) is a cross-domain historical IT infrastructure performance 
reporting software. It displays top-down and bottoms-up reports on resource, event and response time across 
server, network and application environments. It consolidates resource metrics, event metrics, response time 
data and business service topology data to show how the underlying infrastructure health, performance, and 
availability affect the performance of the existing IT infrastructure as well as the dynamic IT infrastructure. 

The key objective of the HPE Operations Bridge Reporter Licensing and Sizing Calculator is to provide the 
following estimates: 

1. Node licenses required for HPE OBR deployment based on the input parameters 

2. Sizing of hardware to deploy OBR. 

Accessing the Licensing and Sizing Calculator  
The Licensing and Sizing Calculator is available as an excel attached with this whitepaper. Follow these steps to 
access the calculator: 

1. From the Bookmarks pane, click  icon.  

2. The OBR10_Sizing_License_Calculator attachment is listed. Double-click to open the excel sheet. 

3. The excel sheet appears as shown in the following image. Type the values to calculate the licensing 
and sizing requirements. 
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IMPORTANT - Points to Note

				OBR Sizing Calculator																								OBR Sizing Calculator

				Points to Note:																								Custom Content:

				1. Please enter your sizing inputs in Capacity(Column C), Agents/SiteScope(Column G) and Data Retention(Column F) tables above. 
2. After entering your sizing values if any of the input cells turns "RED" font with "RED" background  or  specific comments, please follow the instructions, as specified
3. For deployments with OA/Sis collections having over 10000 managed nodes, it is recommended to run remote collectors only and disable the 'local' collector.
4. Please note that this calculator is intended for deployments having content set released with media. For other Standard content, please refer the corresponding content documentation. 

The recommended server configuration shown in the Output table includes some head-room for applications domain collections that are mentioned as optional only to simplify the sizing calculations. This is with the assumptions that not more than 20% nodes has these applications.

OBR recommends Vertica in cluster deployment for HA and high-scale deployments. The numbers provided above in context of Vertica cluster are with K-safe set to 1. 
The minimum configuration is 8 CPU, 64 GB RAM for a Vertica instance.
Please see OBR Installation guide/Performance sizing guide for details on combinations possible in Distributed deployments.

In the case of RUM/BPM content, the size of the environment is determined by the number of transactions (t), applications(a),locations(l) and MAX EPS . Refer to BSM/APM Administration guide for details on calculating MAX EPS for your environment.

For Network Management domain OBR sizing  is done seperately based on the channel used - NNMi Direct .csv integration or NNMi NPS DB collection based integration. 
For NNMi Direct .csv integration, sizing is done based on the number of polled nodes, polled interfaces, policies per interface and polled components.
For NNMi NPS DB collection based integration, sizing is done based on the number of polled nodes and polled interfaces alone.

For NNMi Direct .csv integration, the retention is taken to be the same as for other Content Packs. Please factor the same when calculating for DB space requirements																Vertica(DB) Sizing Estimates								1. In order to estimate sizing requirements for custom content, you can either input the number of nodes as applicable or, if the custom content doesn't depend on nodes, provide the additional expected throughput (rows/hour). 
2. If your custom content includes stored procedures or executables in additon to the platform summarization and aggregation functions, add an additional minimum overhead of 2CPU and 4GB RAM per content
3. See accompanying guide for custom content for licensing details on custom content. This calculator factors licensing of out-of-the-box OBR content only. In general, OBR follows node-based licensing.

																				DB Data Size in GB (Compressed)				0

																				DB Data Size in GB (Compressed) 
[ k-safe = 1 ] and with 40% buffer				0

																				Raw Data Size in GB (Assuming 3:1 Compression Ratio)				0				Pointers to gather inputs for the calculator

A potential source of gathering inputs for the sizing calculator is by looking at central CIs in the RtSM views used by OBR. For details on these views, see the section in OBR Configuration Guide, "List of Content Pack and Topology Views to Deploy". 
Views once deployed in BSM/OMi can be accessed via the console - RtSM Administration-> Modeling Studio, wherein the no. of instances of each CI type are presented on clicking the calculator icon.

																				License Limit Utilization (%)				0

																				Ratio (NRT Throughput /Total Throughput)				0



																				BO Sizing Factor				0
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		HPE Operations Bridge Reporter(OBR) is a cross-domain performance reporting solution.

The key objectives of the licensing and sizing calculator is to provide estimates of
                   i) node licenses required for an OBR Deployment based on input parameters
                  ii) sizing of the hardware needed to deploy OBR based on deployment scenario and managed object instances provided as input

For information on the available OBR LTUs, please refer to the Chapter on Licensing in HPE Operations Bridge Reporter Configuration Guide.
For more details on OBR Performance, sizing, and tuning, best practices, please refer to the HPE Operations Bridge Reporter Performance, Sizing, and Tuning Guide. 



		To check for recent updates or to verify that you are using the most recent edition of the guide, visit the URL: 
https://softwaresupport.hp.com/group/softwaresupport/search-result/-/facetsearch/document/KM01371482

		Capacity								Agents								Data Retention

		Enter the expected no. of managed object instances in each row to compute the sizing requirements.
Note: Cells in dark grey influence the node license count computation. Please input the expected values herein so as to arrive at the expected node license count.								Enter the expected no. of Operations Agents to arrive at no. of required Collectors and their sizing requirements 								Data Grain		Default retention period (in days)		Total records in DB (in millions)

		System and Virtualization Management		Managed Nodes including Virtual systems						Agent Collection		Operations Agents						Rate (days)		90		0

				Total Number of CPU Instances including Virtual CPU per Node						SiteScope								Hourly (days)		365		0

				Total Number of Disks including VM Disks
 per Node						Enter the expected no. of SiteScope managed nodes to arrive at no. of required Collectors and their sizing requirements 								Daily (days)		1825		0

				Total Number of File Systems per Node
						SiteScope Collection		SiteScope managed nodes						Default Retention		Total number of records in DB		0

				Total Number of Network Interfaces per Node
								Avg. SiS metric logging frequency (in mins)		10

		Network Management (NNMi NPS DB based integration )		Network Polled Nodes (from NNMi NPS)								Additional monitor instance count [custom content]

				Network Polled Interfaces (from NNMi NPS)								SiS collector processing rate (KB)		11,264				Data Granularity (in minutes)

		Database Management		Database Instances				O
P
T
I
O
N
A
L				Data volume per minute per monitor (KB)		2				System and Virtualization Management				5

				Oracle table spaces								No. of SiS remote collectors required		0				Network Management [NNMi Direct  CSV based Integration]				5

				Oracle segments						Network Performance [NNMi Direct  CSV based Integration]

				MSSQL Server tables						Enter the expected no. of Network Polled Interfaces and Components

				MSSQL Server databases						NRT ETL 		Polled Nodes

				MSSQL Server Virtual devices								Network Polled Interfaces

		Application Server Management 
(WBS, WLS)		JEE Servers								Network Polled Components						Concurrent Users

				Servlet Instances								Policies per Polled Interface						BO Concurrency

Unnikrishnan Bhaskarakurup: HPE OBR: For variations in BO Concurrency, kindly refer the BO Sizing recommendations at http://www.sap.com/bisizing		BO Users		5

Unnikrishnan Bhaskarakurup: HPE OBR: For variations in BO Concurrency, kindly refer the BO Sizing recommendations at http://www.sap.com/bisizing

				JDBC Data Sources

				EJB Instances

				JEE Applications						PLEASE CLICK ON THIS CELL TO READ THROUGH THE ADJACENT "IMPORTANT - Points to Note" TAB BEFORE STARTING THE SIZING COMPUTATION								OBR Licensing

				Thread pool Instances														Licenses		No. of Node Licenses
(in addition to the base license)		0

		Active Directory Management		Domain Controllers

				Roles														Node based Licensing of OBR depends on input values in cell C8, C13(1:10), G19(1:10) and C43 

		Exchange Management		Exchange Server

				Exchange Address

				Roles														OBR Sizing - Typical [small/medium deployments]

				Mailbox Servers						Remote Collectors (additional to local collector)

				Public Folder														Component		Resource Type		Expected number

				Databases						Remote Collectors		Number of Collectors 		0

		Operations Management i		KPIs configured for logging								CPU		4				OBR Server (all-in-one)		CPU		16

				HIs configured for logging								RAM (GB)		8						RAM (GB)		48

				OMi Events Per Seconds								Physical Disk (GB)		250						Storage for DB (in GB)		700

		End User Management
(EUM)		Business Applications						OBR Sizing Recommendations - Distributed setup

				Business Transactions														Component		Resource Type		Expected number

				Locations

				MAX EPS - Events (rate per seconds)														OBR Server		CPU		8

				End User Groups						OBR - Vertica cluster (per node)										RAM (GB)		16

				Nodes discovered by RUM						Component		Resource Type		Expected number						Storage (in GB)		600

				Actions														OBR - Vertica (single-node)

				Total CI Instances		0				Database (Vertica) Server		CPU		8				Component		Resource Type		Expected number

				Expected throughput (rows/hour)		0						RAM (GB)		32				Database (Vertica) Server		CPU		12

				Additional throughput (rows/hour)								Storage (in GB)		100						RAM (GB)		48

				Total throughput (rows/hour)		0						Number of nodes		3						Storage (in GB)		100
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