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Legal Notices

Warranty

The only warranties for Hewlett Packard Enterprise Development LP products and services are set forth in
the express warranty statements accompanying such products and services. Nothing herein should be
construed as constituting an additional warranty. HPE shall not be liable for technical or editorial errors or
omissions contained herein.

The information contained herein is subject to change without notice.

Restricted Rights Legend

Confidential computer software. Valid license from HPE required for possession, use or copying. Consistent
with FAR 12.211 and 12.212, Commercial Computer Software, Computer Software Documentation, and
Technical Data for Commercial ltems are licensed to the U.S. Government under vendor's standard
commercial license.

Copyright Notice
© Copyright 2017 Hewlett Packard Enterprise Development LP

Trademark Notices
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Documentation updates

The title page of this document contains the following identifying information:

« Software Version number, which indicates the software version.
« Document Release Date, which changes each time the document is updated.
« Software Release Date, which indicates the release date of this version of the software.

To check for recent software updates, go to htips://softwaresupport.hpe.com/patches.

To verify that you are using the most recent edition of a document, go to
https://softwaresupport.hpe.com/manuals.
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Contact your HPE sales representative for details.

Support
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Download software patches

Access product documentation

Manage support contracts

Look up HPE support contacts

Review information about available services

Enter into discussions with other software customers
Research and register for software training

Most of the support areas require that you register as an HPE Passport user and sign in. Many also require a
support contract.

To register for an HPE Passport ID, go to https:/hpp12.passport.hpe.com/hppcfllogin.do.

To find more information about access levels, go to
https://softwaresupport.hpe.com/web/softwaresupport/access-levels.
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omniintro(9)

omniintro — introduction to the HPE Data Protector commands and command-line utilities

DESCRIPTION

HPE Data Protector is an enterprise backup solution that provides reliable data protection and high
accessibility for business data. Data Protector provides extensive media management, unattended
backups, post-backup data management, integrations with various databases and supports various
backup and other backup-dedicated devices. For information on the Data Protector concepts and
functionality, see the Data Protector guides and the Data Protector Help.

COMMANDS

USER COMMANDS (1):
omniabort
Aborts an active session.

This command is available on systems with the Data Protector User Interface component
installed.

omniamo

Starts an automated media operation session.

This command is available on the Data Protector Cell Manager.
omnib

Backs up filesystems, disk images, the Data Protector Internal Database (IDB), Microsoft
Exchange Server single mailboxes and Public Folders, Microsoft Exchange Server 2010/2013,
Microsoft SQL Server, Microsoft SharePoint Server 2010/2013, SAP R/3, SAP MaxDB, Oracle,
MySQL, PostgreSQL, Informix Server, VMware vSphere, Microsoft Hyper-V, Sybase, Lotus, IBM
DB2 UDB, and NDMP objects.

This command is available on systems with the Data Protector User Interface component
installed.

omnicc

Handles the Data Protector licensing, reports the number of configured and available Data Protector
licenses, installs the licenses, imports and exports Data Protector clients, manages access to
secured clients, and creates a template for the user_restrictions file.

This command is available on systems with any Data Protector component installed.
omnicellinfo

Displays configuration information about the Data Protector cell.
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This command is available on systems with the Data Protector User Interface component
installed.

omniclus

Manages load balancing in a cluster environment in the event of an application (Data Protector or
other) failover.

This command is available on systems with the Data Protector MS Cluster Support component
installed (Windows systems) and on the Data Protector Cell Manager (UNIX systems).

omnicreatedl

Creates a filesystem backup specification file (datalist); or an HPE P9000 XP Disk Array Family or
HPE P6000 EVA Disk Array Family Microsoft Exchange Server 2003 ZDB backup specification file
(datalist).

This command is available on systems with the Data Protector User Interface component
installed.

omnidb
Queries the Data Protector Internal Database (IDB).

This command is available on systems with the Data Protector User Interface component
installed.

omnidbp4000

Manages the configuration data which the Data Protector HPE P4000 VSS Agent uses to connect
to the CIMOM providers.

This command is available on Windows systems with the Data Protector User Interface
component installed.

omnidbsmis

Executes administrative tasks on the ZDB database (SMISDB) and on a disk array of the HPE
P6000 EVA Disk Array Family.

This command is available on systems with the Data Protector User Interface component
installed.

omnidbvss
Queries the VSS database; manages, browses, and lists the items of the VSS database.

This command is available on systems with the Data Protector User Interface component
installed.

omnidbxp

Queries the ZDB database (XPDB), manipulates the P9000 XP LDEV exclude file, configures the
HPE P9000 XP Disk Array Family command devices usage, and manages the user authentication
data which the Data Protector HPE P9000 XP Agent uses to connect to specific disk arrays.

This command is available on systems with the Data Protector User Interface component
installed.

omnidbzdb
Executes administrative tasks on HPE 3PAR StoreServ Storage, NetApp Storage, EMC VNX, and
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EMC VMAX as well as manages the configuration data, which the integration agents use to
connect to the CIMOM providers and storage systems.

This command is available on systems with the Data Protector User Interface component
installed.

omnidownload

Downloads information about a backup device and a library from the Data Protector Internal
Database (IDB).

This command is available on systems with the Data Protector User Interface component
installed.

omniiso

Primarily serves as a pre-exec script to prepare the ISO image file for One Button Disaster
Recovery (OBDR); can also be used as a standalone command to automate your backup and
disaster recovery process.

This command is available on systems with the Data Protector Automatic Disaster Recovery
component installed.

omnimcopy

Makes a copy of a Data Protector medium using Data Protector backup devices as the source and
destination.

This command is available on systems with the Data Protector User Interface component
installed.

omniminit
Initializes a Data Protector medium.

This command is available on systems with the Data Protector User Interface component
installed.

omnimlist
Lists the contents of a Data Protector medium.

This command is available on systems with the Data Protector User Interface component
installed.

omnimm
Provides media management for Data Protector.

This command is available on systems with the Data Protector User Interface component
installed.

omnimnt
Responds to a Data Protector mount request for a medium.

This command is available on systems with the Data Protector User Interface component
installed.

omnimver

Verifies data on a medium.
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This command is available on systems with the Data Protector User Interface component
installed.

omniobjconsolidate
Consolidates Data Protector backup objects into synthetic full backups.

This command is available on systems with the Data Protector User Interface component
installed.

omniobjcopy
Creates additional copies of objects backed up with Data Protector on a different media set.

This command is available on systems with the Data Protector User Interface component
installed.

omniobjverify

Verifies Data Protector backup objects, either interactively or using pre-configured post-backup, or
scheduled verification specifications.

This command is available on systems with the Data Protector User Interface component
installed.

omnir

Restores filesystems, disk images, the Data Protector Internal Database (IDB), Microsoft
Exchange Server single mailboxes and Public Folders, Microsoft Exchange Server 2010/2013,
Microsoft SQL Server, Microsoft SharePoint Server 2010/2013, MySQL, PostgreSQL, SAP R/3,
SAP MaxDB, Informix Server, VMware vSphere, VMware vCloud Director, Microsoft Hyper-V,
Lotus, IBM DB2 UDB, and NDMP objects backed up with Data Protector. The command is also
used to start the instant recovery process. To restore a Sybase database, see the syb_tool man
page.

This command is available on systems with the Data Protector User Interface component
installed.

omnirpt

Generates various reports about the Data Protector environment, for example, about backup, object
copy, object consolidation, and object verification sessions in a specific time frame, session
specifications, media, Data Protector configuration, and single sessions.

This command is available on systems with the Data Protector User Interface component
installed.

omnistat
Displays the status of active Data Protector backup and restore sessions.

This command is available on systems with the Data Protector User Interface component
installed.

omniupload

Uploads information about a backup device from an ASCI| file to the Data Protector Internal
Database (IDB).

This command is available on systems with the Data Protector User Interface component
installed.
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omniusb
Writes the DR ISO image to a USB drive, and makes the drive bootable

This command is available on systems with the Data Protector Automatic Disaster Recovery
component installed.

omniusers

Adds or removes Data Protector users to or from an existing Data Protector user group, or lists the
configured Data Protector users.

This command is available on non-Windows systems with the Data Protector User Interface
component installed.

SharePoint_VSS_backup.psl
Creates backup specifications and starts backup sessions for Microsoft SharePoint Server.

This command is available on Windows systems with the Data Protector MS Volume Shadow Copy
Integration component installed.

syb_tool

A utility used to get ISQL command needed to restore a Sybase database that was backed up by
Data Protector.

This command is available on systems with the Data Protector Sybase Integration component
installed.

ADMINISTRATIVE COMMANDS (1M):
ob2install

Runs installation, removal, upgrade, or installation check of the specified Data Protector
components to/from/on a remote UNIX and Windows systems using the specified an appropriate
Installation Server.

This command is available on the Data Protector Installation Server.
omnib2dinfo
Displays information about ObjectStore and StoreOnceSoftware stores.
This command is available on systems with the Data Protector User Interface component
installed.
omnicheck

Performs a DNS connections check within a Data Protector cell and lists Data Protector patches
installed on Data Protector clients.

This command is available on systems with any Data Protector component installed.
omnidbcheck

Checks the consistency of the Data Protector Internal Database (IDB).

This command is available on the Data Protector Cell Manager.

omnidbinit
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Initializes the Data Protector Internal Database (IDB).
This command is available on the Data Protector Cell Manager.
omnidbutil
Handles various Data Protector Internal Database (IDB) maintenance tasks.
This command is available on the Data Protector Cell Manager.
omnidlc

Gathers or deletes Data Protector debug, log, and getinfo files from the Data Protector cell or from a
MoM environment.

This command is available on the Data Protector Cell Manager
omnidr

A general purpose Data Protector disaster recovery command. Based on its input, it decides on
what type of restore to perform (online restore using omnir or offline restore using omniofflr), as
well as how to perform the restore (whether or not to use live operating system features).

This command is available on systems with the Data Protector User Interface component
installed.

omnihealthcheck

Checks the status of Data Protector services, the consistency of the Data Protector Internal
Database (IDB), and if at least one backup of the IDB exists.

This command is available on the Data Protector Cell Manager.
omniinetpasswd

Manages the local Data Protector Inet configuration on Windows systems where the Inet process
must be run under a specific user account, and sets a user account to be used by the Installation
Server during remote installation.

This command is available on systems with any Data Protector component installed.
omniintconfig.pl

Configures, updates configuration parameters, and checks the configuration of one or multiple
Oracle databases.

This command is available on systems with the Data Protector User Interface component
installed.

omnikeytool

Manages keys used to encrypt backup data.

This command is available on the Data Protector Cell Manager.
omnimigrate.pl

Migrates the Data Protector Internal Database (IDB) from the format used in earlier versions to the
format used in the latest Data Protector version.

This command is available on the Data Protector Cell Manager.

omniofflr
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Enables restore of any type of Data Protector backup objects in the absence of operable Data
Protector Internal Database (IDB), including the IDB itself.

This command is available on systems with any Data Protector component installed.
omniresolve

Resolves a filesystem object or a list of filesystem objects and writes the results to the standard
output or to a Unicode file.

This command is available on systems with any Data Protector integration component installed.
omnirsh

Returns the hostnames of the physical and virtual nodes for the specified cluster hostname, or
returns the cell information stored in the cell_info file on the specified cluster.

This command is available on the Data Protector Cell Manager.
omnisetup.sh

Installs or upgrades a Data Protector UNIX Cell Managers, UNIX Installation Servers, UNIX and
Mac OS X cli systems locally; installs and removes patch bundles.

This command is available on the Data Protector installation DVD-ROMs for UNIX systems or is
provided together with a patch bundle.

omnisrdupdate
Updates the System Recovery Data (SRD) file.

This command is available on systems with the Data Protector User Interface component
installed.

omnisv

Starts or stops the Data Protector services or daemons, displays their status, or turns the
maintenance mode on or off.

This command is available on the Data Protector Cell Manager
omnitrig

Triggers Data Protector scheduled backups.

This command is available on the Data Protector Cell Manager.
sancont

Auto-configures a library, modifies an existing library or drive configuration, or removes drives from
a library configuration, within a SAN environment.

This command is available on systems with the Data Protector User Interface component
installed.

upgrade_cm_from_evaa

Upgrades the EVADB entries created by the HPE EVA Agent (legacy) to the SMISDB entries
created by the HPE P6000 / HPE 3PAR SMI-S Agent.

This command is available on the Data Protector Cell Manager.

util_cmd
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Sets, retrieves or lists the parameters stored in the Data Protector Oracle, MySQL, SAP R/3,
Microsoft Exchange Server 2010/2013, Informix, and Sybase configuration files.

This command is available on systems with any Data Protector component installed.
util_oracle8.pl

Configures an Oracle database and prepares the environment for backup, and checks the
configuration of an Oracle database.

This command is available on systems with the Data Protector Oracle Integration component
installed.

vepa_util.exe

Configures a VMware ESX(i) Server system, VMware vCenter Server system, VMware vCloud
Director, Microsoft Hyper-V system, checks the configuration, configures virtual machines,
browses and lists VMware datacenters and VMware vCloud Director organizations.

This command is available on systems with the Data Protector Virtual Environment
Integration component installed.

COMMAND-LINE UTILITIES (1M):
cjutil
Starts, stops, and queries the Windows Change Journal.
This command is available on systems with the Data Protector Disk Agent component installed.
omnicjutil
Remotely controls and administers the Windows Change Journal on Windows clients.
This command is available on the Data Protector Cell Manager.
uma
Controls the robotics of SCSI compliant autochangers.

This command is available on systems with the Data Protector General Media Agent or NDMP
Media Agent component installed.

RETURN VALUES:

Possible return values of commands are:
0 - Program completed successfully.

1 - Program failed, command syntax error.
2 - Program failed, invalid argument.

3 - Program failed, internal error.

4 - Program failed, reason unknown.

Some commands may return additional error messages. These are described in individual reference
pages.
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COMMANDS FOR LAUNCHING THE HPE Data Protector
GUI

manager

Launches the Data Protector GUI with all Data Protector contexts activated or, when additional
options are specified, with the specified contexts activated.

This command is available on systems with the Data Protector User Interface component
installed.

mom

Launches the Data Protector Manager-of-Managers GUI with all Data Protector contexts activated
(with the exception of the Internal Database and Devices & Media contexts) or, when additional
context options are specified, with the specified contexts activated.

This command is available on systems with the Data Protector Manager-of-Managers User
Interface component installed.

COMMAND LOCATIONS

WINDOWS SYSTEMS:

« usercommands (1), administrative commands (1M), command-line utilities (1M):
Data_Protector_home\bin

« commands that launch the Data Protector GUI (5):
Data_Protector_home\bin

HP-UX, SOLARIS, AND LINUX SYSTEMS:

o usercommands (1)
/opt/omni/bin
« administrative commands (1M), command-line utilities (1M):
/opt/omni/1lbin
/opt/omni/sbin
OTHER UNIX SYSTEMS:
« usercommands (1), administrative commands (1M), command-line utilities (1M):
/usr/omni/bin

HPE recommends that you enable invocations of the Data Protector commands from any directory by
extending the value of the appropriate environment variable in your operating system configuration with
the above paths. Procedures in the Data Protector documentation assume the value has been
extended.
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DIRECTORY STRUCTURE ON WINDOWS CELL
MANAGERS

Data_Protector_home
« Data Protector home directory
Data_Protector_home\bin

« Directory containing Data Protector commands, Disk Agent, Media Agent files, message catalogs,
and commands for Cell Manager maintenance

Data_Protector_home\docs

« The Data Protector guides, including the HPE Data Protector Command Line Interface Reference,
the Data Protector support matrices

Data_Protector_home\help
« The Data Protector Help
Data_Protector_program_data
« Data Protector program data directory
Data_Protector_program_data\Config\client
« Directory containing the client configuration directories and files
Data_Protector_program_data\Config\Server
« Directory containing the following configuration directories:
barlists - database backup specifications
cell - the cell configuration
datalists - backup specifications
devices - templates for devices
options - default options
sessions - data about sessions
snmp - the OpenView/SNMP trap sending configuration
users - the user configuration

Data_Protector_program_data\Config\Server\dr

« Directory containing the following disaster recovery directories:
asr - ASR archive files
pls - P1S files for Enhanced Automated Disaster Recovery

srd - SRD files

Data_Protector_program_data\Config\Server\export\keys and Data_Protector_program_
data\Config\Server\import\keys

« Directories containing encryption keys

Data_Protector_program_data\server\db80
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« The Data Protector Internal Database (IDB)
Data_Protector_program_data\server\db80\idb

« The IDB tablespaces
Data_Protector_program_data\server\db80\dcbf

« The Detail Catalog Binary Files (DCBF) part of the IDB
Data_Protector_program_data\server\db80\keystore

« The encryption keystore database
Data_Protector_program_data\server\db80\keystore\catalog

« The keyid catalog
Data_Protector_program_data\server\db80\logfiles

« The IDB archived log files and the IDB recovery file (obdrindex.dat)
Data_Protector_program_data\server\db80\msg

« The Data Protector session messages
Data_Protector_program_data\server\db80\smisdb

« The ZDB database (SMISDB)
Data_Protector_program_data\server\db80\smisdb\p4000\login

« The data which the Data Protector HPE P4000 VSS Agent uses to connect to the configured
CIMOM providers

Data_Protector_program_data\server\db80\smisdb\p10000\login

« The data which the Data Protector HPE 3PAR VSS Agent and the Data Protector HPE P6000 /
HPE 3PAR SMI-S Agent use to connect to the configured CIMOM providers for the HPE 3PAR
StoreServ Storage disk arrays

Data_Protector_program_data\server\db80\smisdb\netapp\login

« the data which the Data Protector NetApp Storage Provider uses to connect to the NetApp Storage
system

Data_Protector_program_data\server\db80\smisdb\emcvmax\login

« the data which the Data Protector EMC VMAX Storage Provider uses to connect to the EMC VMAX
Storage system

Data_Protector_program_data\server\db80\smisdb\emcvnx\login

« the data which the Data Protector EMC VNX Storage Provider uses to connect to the EMC VNX
Storage system

Data_Protector_program_data\server\db80\vssdb

« The VSS database (VSSDB)
Data_Protector_program_data\server\db80\xpdb

« The ZDB database (XPDB)

Data_Protector_program_data\log and Data Protector _program_data\log\server

« Logfiles

Data_Protector_program_data\log\server\auditing

HPE Data Protector (10.02) Page 25 of 416



Command Line Interface Reference
omniintro(9)

o Audit logs

Data_Protector_program_data\tmp

« Temporary and debug log files

DIRECTORY STRUCTURE ON UNIX CELL MANAGERS

/etc/opt/omni/client
« Directory containing the client configuration directories and files
/etc/opt/omni/IS
« Directory, containing the Installation Server configuration directories and files.
/etc/opt/omni/server
« Directory containing the following configuration directories:
barlists
database backup specifications
cell
the cell configuration
datalists
backup specifications
devices
templates for devices
options
default options
sessions
data about sessions
S8
scripts for Service Guard support
snmp
the OpenView/SNMP trap sending configuration
users
the user configuration
/etc/opt/omni/server/dr
« Directory containing the following disaster recovery directories:
asr
ASR archive file
pls
P1S files for Enhanced Automated Disaster Recovery
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srd
SRD files
/opt/omni
« Data Protector home directory. It contains the following Data Protector executable directories:
bin
Data Protector user commands
1bin
Disk Agent and Media Agent files and some administrative commands
sbin
Cell Manager and Data Protector Internal Database (IDB) administrative commands
/opt/omni/doc

« The Data Protector guides, including the HPE Data Protector Command Line Interface Reference,
the Data Protector support matrices

/opt/omni/help
« The Data Protector Help
/opt/omni/1lib
« Directory containing the following directories:
/opt/omni/1lib/man
Data Protector man pages
/opt/omni/1lib/nls
message catalogs
/var/opt/omni
« Directory containing the following directories:
/var/opt/omni/logand /var/opt/omni/server/log
log files
/var/opt/omni/server/export/keys and /var/opt/omni/server/import/keys
encryption keys
/var/opt/omni/server/log/auditing
audit logs
/var/opt/omni/server/sessions
data about sessions
/var/opt/omni/tmp
temporary files
/var/opt/omni/server/db80
« Directory containing the following Data Protector Interal Database (IDB) directories:

/var/opt/omni/server/db80/idb
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the IDB tablespaces

/var/opt/omni/server/db80/dcbf
the Detail Catalog Binary Files (DCBF) part of the IDB

/var/opt/omni/server/db80/keystore
the encryption keystore database
/var/opt/omni/server/db80/keystore/catalog
the key ID catalog
/var/opt/omni/server/db80/logfiles
the IDB archived log files and the IDB recovery file (obdrindex.dat)
/var/opt/omni/server/db80/msg
the Data Protector session messages
/var/opt/omni/server/db80/smisdb
the ZDB database (SMISDB)
/var/opt/omni/server/db80/smisdb/p4000/login
the data which the Data Protector HPE P4000 VSS Agent uses to connect to the configured
CIMOM providers for the HPE 3PAR StoreServ Storage disk arrays
/var/opt/omni/server/db80/smisdb/p10000/login
the data which the Data Protector HPE 3PAR VSS Agent and the Data Protector HPE P6000 /
HPE 3PAR SMI-S Agent use to connect to the configured CIMOM providers for the HPE 3PAR
StoreServ Storage disk arrays
/var/opt/omni/server/db80/smisdb/netapp/login
the data which the Data Protector NetApp Storage Provider uses to connect to the NetApp
Storage system
/var/opt/omni/server/db80/smisdb/emcvmax/login
the data which the Data Protector EMC VMAX Storage Provider uses to connect to the
EMC VMAX Storage system
/var/opt/omni/server/db80/smisdb/emcvnx/login
the data which the Data Protector EMC VNX Storage Provider uses to connect to the EMC VNX
Storage system
/var/opt/omni/server/db80/xpdb
the ZDB database (XPDB)

SEE ALSO

cjutil(1M), ob2install(1M), omniabort(1), omniamo(1), omnib(1), omnib2dinfo(1), omnicc(1), omnicellinfo
(1), omnicheck(1M), omnicjutil(1M), omniclus(1), omnidb(1), omnidbcheck(1M), omnidbinit(1M),
omnidbp4000(1), omnidbrestore(1M), omnidbsmis(1), omnidbutil(1M), omnidbvss(1), omnidbxp(1),
omnidbzdb(1), omnidic(1M), omnidownload(1), omnidr(1M), omnigui(5), omnihealthcheck(1M),
omniinetpasswd(1M), omniiso(1), omniintconfig.pl(1M), omnikeytool(1M), omnimcopy(1), omniminit(1),
omnimigrate.pl(1M), omnimlist(1), omnimm(1), omnimnt(1), omnimver(1), omniobjconsolidate(1),

HPE Data Protector (10.02) Page 28 of 416



Command Line Interface Reference
omniintro(9)

omniobjcopy(1), omniobjverify(1), omniofflr(1M), omnir(1), omniresolve(1M), omnirpt(1), omnirsh(1M),
omnisetup.sh(1M), omnisrdupdate(1M), omnistat(1), omnistoreapputil(1M), omnisv(1M), omnitrig(1M),
omniupload(1), omniusb(1), omniusers(1), sanconf(1M), SharePoint_VSS_backup.ps1(1), syb_tool(1),
uma(1M), upgrade_cm_from_evaa(1M), util_cmd(1M), util_oracle8.pl(1M), vepa_util.exe (1M)
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omniabort — aborts an active session
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omniabort -version| -help

omniabort -session SessionID

DESCRIPTION

This command aborts an active session, identifying it by the SessionID. A list of all active sessions
and their session IDs is available using the omnistat command.

OPTIONS

-version

Displays the version of the omniabort command.
-help

Displays the usage synopsis for the omniabort command.
-session SessionID

Specifies the SessionID of the session to be aborted. Use the omnistat command to get the
SessionID of the session.

NOTES

When using this command to abort the check for unrequired incrementals, manually terminate the
omniabort utility afterwards.

EXAMPLES

1. Toabort a session with the SessionID "R-2013/05/13-12", execute:
omniabort -session R-2013/05/13-12

omniabort -sess 12

SEE ALSO

omnistat(1)
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omniamo — starts an automated media operation session
(this command is available on the Data Protector Cell Manager)

SYNOPSIS

omniamo -version | -help

omniamo -amc ConfigurationName {-post_backup | -scheduled}

DESCRIPTION

This command starts an automated media operation session for the specified post-backup or
scheduled configuration. Before starting a post-backup operation, you must export the session ID of
the backup session that used the media you want to copy.

Windows systems: set SESSIONID= SessionID
UNIX systems: export SESSIONID= SessionID

Use this command if you want to immediately start an automated media operation. Also, if an
automated media operation has failed, you can use this command to start the operation again.

OPTIONS

-version

Displays the version of the omniamo command.
-help

Displays the usage synopsis for the omniamo command.
-amc ConfigurationName {-post_backup | -scheduled}

Starts the post-backup or scheduled automated media copy operation with the specified name.

EXAMPLES

1. To start the scheduled automated media copy operation with the configuration name
"MediaCopy1", execute:

omniamo -amc MediaCopyl -scheduled

2. To start the post-backup automated media copy operation with the configuration name "MyFiles"
and session ID 2011/09/13-0001 on Windows, execute:

set SESSIONID=2011/09/13-0001

omniamo -amc MyFiles -post_backup
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3. To start the post-backup automated media copy operation with the configuration name "MyDocs"
and session ID 2011/09/13-0002 on UNIX, if you are using an sh-like shell, execute:

SESSIONID=2011/09/13-0002
export SESSIONID
omniamo -amc MyDocs -post_backup

4. To start the post-backup automated media copy operation with the configuration name
"MyBackup" and session ID 2011/09/13-0003 on UNIX, if you are using a csh-like shell, execute:

export SESSIONID=2011/09/13-0003

omniamo -amc MyBackup -post_backup

SEE ALSO

omnib2dinfo(1M), omnidownload(1), omnimcopy(1), omniminit(1), omnimlist(1), omnimm(1), omnimnt
(1), omnimver(1), omniupload(1), sanconf(1M), uma(1M)
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omnib — backs up filesystems, disk images, the Data Protector Internal Database (IDB), Microsoft
Exchange Server single mailboxes and Public Folders, Microsoft Exchange Server 2010/2013,
Microsoft SQL Server, Microsoft SharePoint Server 2010/2013, SAP R/3, SAP MaxDB, Oracle,
MySQL, PostgreSQL, Informix Server, VMware vSphere, Microsoft Hyper-V, Sybase, Lotus, IBM DB2
UDB, and NDMP objects

(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnib -version | -help

omnib -filesystem Client:MountPoint Label -device BackupDevice [MIRROR OPTIONS...]
[GENERAL_OPTIONS] [FILESYSTEM OPTIONS] [-public]

omnib -filesystem Client:MountPoint Label -device BackupDevice -ndmp NDMP_Server_Type
[NDMP_OPTIONS] [-public]

omnib -winfs Client:MountPoint Label -device BackupDevice [MIRROR_OPTIONS...] [GENERAL
OPTIONS] [FILESYSTEM_OPTIONS] [WINFS_OPTIONS][-public]

omnib -host Client:/ Label -device BackupDevice [MIRROR_OPTIONS...] [GENERAL_OPTIONS]
[FILESYSTEM OPTIONS][-public [-storedrim]]

omnib -rawdisk Client Label SectionList -device BackupDevice [MIRROR_OPTIONS...]
[GENERAL_OPTIONS] [-public]

omnib -restart SessionID

omnib -datalist Name [BACKUP_SPECIFICATION OPTIONS]

omnib -resume SessionID[-no_monitor]

omnib -sap_list ListName [-barmode SapMode] [LIST_OPTIONS]

omnib -sapdb_list ListName [-barmode SapdbMode] [LIST _OPTIONS]
omnib -oracle8 list ListName [-barmode Oracle8Mode] [LIST _OPTIONS]
omnib -sybase list ListName [-barmode SybaseMode] [LIST_OPTIONS]
omnib -informix_list ListName [-barmode InformixMode] [LIST_OPTIONS]
omnib -mssql_list ListName [-barmode MSSQLMode] [LIST_OPTIONS]
omnib -msese_list ListName [-barmode MSExchangeMode] [LIST _OPTIONS]
omnib -e2010_list ListName [-barmode E2016Mode] [LIST_OPTIONS]
omnib -lotus_list ListName [-barmode LotusMode] [LIST_OPTIONS]
omnib -msvssw_list ListName [-barmode VSSMode] [LIST_OPTIONS]

omnib -mbx_list ListName [-barmode MSMailboxMode] [LIST_OPTIONS]
omnib -db2_list ListName [-barmode DB2Mode] [LIST _OPTIONS]
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omnib -mssps_list ListName [-barmode MSSPSMode] [LIST_OPTIONS]
omnib -mssharepoint_list ListName [-barmode MSSharePointMode] [LIST_OPTIONS]
omnib -idb_list ListName [-barmode IDBMode] [LIST_OPTIONS]
omnib -veagent_list ListName [-barmode VirtualEnvironmentMode] [LIST _OPTIONS]
omnib -integ MySQL ListName [-barmode MySQLMode ]
omnib -integ PostgreSQL ListName [-barmode PostgreSQL]
MIRROR_OPTIONS

-mirror BackupDevice [-pool MediaPool -prealloc Medial1ist]
GENERAL_OPTIONS

-preview (not supported for filesystem and winfs)

-pool MediaPool

-prealloc Medialist

-protect {none | weeks n | days n|until Date | permanent}

-report {warning | minor |major | critical}

-pre_exec Pathname

-post_exec Pathname

-compress

-encode [aes256]

-load {low | medium | high}

-crc

-no_monitor

-keepcatalog {weeks n|days n|until Date}

-variable VariableName VariableValue

-priority NumValue

FILESYSTEM OPTIONS

-trees Treelist

-only MatchPattern

-exclude TreelList

-skip MatchPattern

-lock

-touch

-[no_]Jlog| -log_dirs|-log file

-mode {Full | Incremental[1-9]}

-enh_incr
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-clp
-[no_]hlink
-size FromRange ToRange
WINFS_OPTIONS
-no_share[_info]
-[no_]nthlinks
-[no_J]archatt
-[no_]vss [fallback]
-async
BACKUP_SPECIFICATION_OPTIONS
-select SelectlList
-mode {Full | Incremental[1-9]}
-protect {none | weeks n | days n|until Date | permanent}
-preview (not supported for datalist)
-disk_only
-load {low | medium | high}
-crc
-no_monitor
LIST_OPTIONS
-barcmnd Command
-protect {none | weeks n | days n|until Date | permanent}
-load {low | medium | high}
-crc
-no_monitor
-test_bar
-disk_only
NDMP_OPTIONS
-ndmp_user UserName
-ndmp_passwd Password
-ndmp_env FileName
-ndmp_bkptype {dump | nvb | SMTape}
-[no_]log -log dirs -log file
-mode {full | incrementall}

-pool MediaPool
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-prealloc Medialist

-protect {none | weeks n|days n|until Date | permanent}

-report {warning | minor |major | critical}

-variable VariableName VariableValue
OTHER OPTIONS

NDMP_Server_Type= Generic |NetApp |Celerra|BlueArc|Hitachi |HPX9000

SapMode= full | incr

SapdbMode= full | diff | trans

Oracle8Mode= full |incrl|...|incr4d

SybaseMode= full | trans

InformixMode= full | inf_incrl|inf_incr2

MSSQLMode= full | copy | diff | trans

MSSPSMode= full | diff | trans

MSExchangeMode= full | incr

E2016Mode= full | copy | incr | diff

LotusMode= full | incremental

VSSMode= full | copy | incr | diff

MSMailboxMode= full | incr|incrl

DB2Mode= full | incr | delta

MSSharePointMode= full | diff|incr

IDBMode= full | incr

VirtualEnvironmentMode= full | diff | incr

MySQLMode= full | incr | trans

PostgreSQLMode= full | incr

Date= [YY]YY/IMM/DD (1969 < YYYY < 2038)

DESCRIPTION

The omnib command uses a backup specification (list of file or database objects) to back up data
objects. The following Data Protector functionality is supported:

Session management

Controls the backup sessions. The Session Manager reads the backup specification or uses the
command options to determine what to back up and how many copies of the backup objects to create
(object mirroring), then initiates the Disk and Media Agents for disks and backup devices which will be
used in the session. Once the session has completed, the Session Manager updates the MMDB with
the session information.

Media management
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Provides easy and efficient management of large sets of media by grouping media, tracking their
status, implementing a media rotation policy, supporting the barcode recognition, vaulting the media,
automating the library device operations, storing the media related information in a central place and
sharing this information among several Data Protector cells.

Data compression

Writes data to media in a compressed format.

Data encryption

Writes data to media in an encrypted format using the Advanced Encryption Standard (AES) algorithm.
Backup monitoring

When the backup command is executed, it sends a request (specifying the backup objects) to the
Session Manager. When the Session Manager (SM) accepts the request, it assigns a unique
SessionlD to the session. You can use this SessionID to monitor the progress of the session using the
Monitor context of the Data Protector GUI or the omnistat command. You can also use the omniabort
command to terminate a session.

NOTE:
During the Internal Database Backup (PostgreSQL) in Incr mode, the configuration files are
backed up as full.

OPTIONS

-version
Displays the version of the omnib command
-help
Displays the usage synopsis for the omnib command
-filesystem Client:MountPoint Label
Specifies the client, mount point and label of the filesystem to be backed up.
-winfs Client:MountPoint Label
Specifies the client, mount point and label of the Windows filesystem to be backed up.
-host Client:/ Label

Specifies the client to be backed up as a set of filesystems defined at backup time. The label is
used as a prefix for each of these filesystem labels. Client backup is useful for systems with
filesystem configuration that often changes.

-rawdisk Client Label SectionlList

Specifies the client, sections (pathnames of disk image sections) and label of the node to be
backed up.

-datalist Name

Specifies the name of the backup specification file for the backup. The backup specification
contains the data objects (filesystems and disk image sections) to be backed up.
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-restart SessionID
Tries to restart a failed session, specified by its sessionID.
-resume SessionID

Resumes a failed or aborted backup session. This option is applicable to a filesystem backup and
Oracle Server integration backup. While resume of a filesystem backup creates an incremental
backup of the failed session, the Oracle Server integration resumes the backup by creating a new
session using the same backup specification as the failed session. In both cases, only the data that
has not been backed up in the failed session is backed up.

-sap_list ListName

Specifies the name of the SAP R/3 backup specification file for the backup. The SAP R/3 backup
specification contains the SAP R/3 objects to be backed up.

-barmode SapMode

For SAP R/3 objects, the possible modes are full and incr. The default value for this option is
full.

-sapdb_list ListName

Specifies the name of the SAP MaxDB backup specification file for the backup. The SAP MaxDB
backup specification contains the SAP MaxDB objects to be backed up.

-barmode SapdbMode

For SAP MaxDB objects, the possible modes are full, diff, and trans. The full option triggers a
full backup of the SAP MaxDB instance, the diff option triggers a differential backup, and the
trans option triggers an archive logs backup. The default value for this option is full.

-oracle8_list ListName

Specifies the name of the Oracle backup specification file for the backup. The Oracle backup
specification contains the Oracle objects to be backed up.

-barmode Oracle8Mode

For Oracle objects you can specify full for full backup or incrl through incr4 for incremental
backups.

-sybase_list ListName

Specifies the name of the Sybase backup specification file for the backup. The Sybase backup
specification contains the Sybase objects to be backed up.

-barmode SybaseMode

For Sybase objects you can specify full for full database backup or trans for transaction backup.
The default value for this optionis full.

-informix_list ListName

Specifies the name of the Informix Server backup specification file for the backup. The Informix
Server backup specification contains the Informix Server objects to be backed up.

-barmode InformixMode

For Informix Server objects you can specify the following modes:
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full: full backup of dbspaces specified during the backup specification creation time,
inf_incril: first incremental backup,
inf_incr2: second incremental backup.
The default value for this optionis full.
-mssql_list ListName

Specifies the name of the Microsoft SQL Server backup specification file for the backup. The
Microsoft SQL Server backup specification contains the Microsoft SQL Server objects to be backed

up.
-barmode MSSQLMode

For Microsoft SQL Server objects you can specify full for a full database backup, copy for a copy-
only full backup, dif+ for a differential database backup or trans for a transaction log backup. The
default value for this optionis full.

In Microsoft SQL Server log shipping configurations, transaction log backup cannot be performed. A
differential database backup is started when a transaction log backup is requested.

In Microsoft SQL Server availability group configurations, when you trigger a full or a differential
backup of a database belonging to an availability group secondary replica, the backup type is
automatically changed to a copy-only full backup.

-integ PostgreSQL ListName

Specifies the name of the PostgreSQL backup specification file for the backup. The PostgreSQL
backup specification contains a list with the PostgreSQL objects to be backed up.

-barmode PostgreSQL

For PostgreSQL objects, you can specify full for a full backup or incr for an incremental backup.
Note, that an incremental backup cannot be run without a previously successful full backup.

If this option is not specified, Data Protector performs a full backup.
-e2010 list ListName

Specifies the name of the Microsoft Exchange Server backup specification file for the backup. The
Microsoft Exchange Server backup specification contains the Microsoft Exchange Server
2010/2013 objects to be backed up.

-barmode E2616Mode

For Microsoft Exchange Server 2010/2013 objects, you can specify full for a full backup, copy for
a copy backup, incr for an incremental backup, or dif+ for a differential backup.

Note that an incremental backup session cannot be followed by a differential backup session, nor
the other way around. You must first run a full backup session.

If this option is not specified, a full backup is performed.
-lotus_list ListName

Specifies the name of the Lotus Notes/Domino Server backup specification file for the backup. The
Lotus Notes/Domino Server backup specification contains the Lotus database objects to be backed

up.

-barmode LotusMode
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For Lotus Notes/Domino Server objects you can specify full for full database backup or incr fora
full backup of selected Lotus Notes/Domino objects, if the amount of data changed from the last
backup is bigger than the value specified for the backup specification option Amount of log changes
(KB) in the Data Protector GUI. In case that transaction logging is enabled, the full backup of all
archived transaction logs is also performed. The default value for this option is full.

-msvssw_list ListName

Specifies the name of the Microsoft VSS backup specification file for the backup. The Microsoft
VSS backup specification contains the Microsoft VSS objects to be backed up.

-barmode VSSMode

Available backup types primarily depend on the VSS writer that is chosen to be backed up. While
some VSS writers support several backup types (for example full, copy, incr, diff with
Microsoft Exchange Server 2003 writer), others support only full. For more information, see the
HPE Data Protector Integration Guide for Microsoft Volume Shadow Copy Service. Even when
supported with the selected VSS writer by Data Protector, not all types might be available at all
times.

Data Protector aborts the backup session if an unsupported or unavailable backup type is specified.
-mbx_1list ListName

Specifies the name of the Microsoft Exchange Server single mailbox backup specification file for
the backup. The Microsoft Exchange Server single mailbox backup specification contains single
mailboxes to be backed up.

-barmode MSMa1ilboxMode

For Microsoft Exchange Server single mailboxes, you can specify full for a full mailbox backup,
incr for an incremental mailbox backup, or incri for an incremental1 mailbox backup. The default
value for this option is -full.

-db2_list ListName

Specifies the name of the IBM DB2 UDB backup specification file for the backup. The IBM DB2
UDB backup specification contains the IBM DB2 UDB objects to be backed up.

-barmode DB2Mode

For IBM DB2 UDB objects you can specify full for full database backup, incr for incremental
database backup, or delta for delta database backup. The default value for this option is full.

-mssps_list ListName

Specifies the name of the Microsoft SharePoint Portal Server backup specification file for the
backup. The Microsoft SharePoint Portal Server backup specification contains the Microsoft
SharePoint Portal Server objects to be backed up.

-barmode MSSPSMode
For Microsoft SharePoint Portal Server objects you can specify the following modes:
full: full backup,

diff: differential database backup of Microsoft SQL Server databases and full backup of other
Microsoft SharePoint Portal Server objects,
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trans: transaction log backup of Microsoft SQL Server databases and full backup of other
Microsoft SharePoint Portal Server objects.

The default value for this option is full.
-mssharepoint_list ListName

Specifies the name of the Microsoft SharePoint Server 2010/2013 backup specification file for the
backup. The Microsoft SharePoint Server 2010/2013 backup specification contains the Microsoft
SharePoint Server 2010/2013 objects to be backed up.

-barmode MSSharePointMode
For Microsoft SharePoint Server 2010/2013 objects you can specify the following modes:
full: full backup,

diff: a Microsoft SQL Server differential backup of the database, and backup of the index files that
have been changed since the last full backup,

incr: a backup of transaction logs (.log) that have been created since the last transaction log
backup of the Microsoft SQL Server database, and backup of the index files that have been
changed or created since the last backup of any type.

If this option is not specified, a full backup is performed.
-idb_list IDBL1ist

Specifies the name of the Internal Database backup specification file for the backup. The Intermnal
Database backup specification contains a list with the Data Protector Internal Database and its
related objects to be backed up.

-barmode IDBMode

For Internal Database objects, you can specify full for a full backup or incr for an incremental
backup. Note that an incremental backup cannot be run without a previously successful full backup.

If this option is not specified, a full backup is performed.
-veagent_list ListName

Specifies the name of the virtual environment backup specification file for the backup. The backup
specification contains the virtual environment objects to be backed up.

-barmode Virtual EnvironmentMode

For VMware vSphere objects, the available modes are full, diff, and incr. The full option
triggers a full backup, the diff option triggers a differential backup, and the incr option triggers an
incremental backup.

For Microsoft Hyper-V objects, the available modes are full and incr. The full option triggers a
full backup and the incr option triggers an incremental backup. Under specific circumstances, the
incremental backup session falls back and Data Protector performs a full backup instead. For more
information, see the HPE Data Protector Integration Guide.

If this option is not specified, Data Protector attempts to start a full backup.
-integ MySQL ListName

Specifies the name of the MySQL backup specification file for the backup. The MySQL backup
specification contains a list with the MySQL objects to be backed up.
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-barmode MySQLMode

For MySQL objects, you can specify full for a full backup, incr for an incremental backup, or
trans for transaction log backup. Note, that an incremental backup cannot be run without a
previously successful full backup.

If this option is not specified, Data Protector performs a full backup.
-device BackupDevice

Specifies the backup device to be used for the backup.
-public

If you use this option, you allow other users to see and restore your data. By default for filesystem
backups, only the Data Protector administrator and the user who created a backup can see and
restore the data.

-storedrim

If this option is specified, a disaster recovery OS image is created and saved to the Cell Manager's
disk at the end of the backup session.

The image is stored in P1S files directory with the filename CLientName . img.

Note that you can obtain the image from a disk much faster than from a backup medium.
MIRROR_OPTIONS
-mirror BackupDevice

Specifies one or several backup devices to be used for object mirroring. Different backup devices
should be specified for the backup and for each mirror.

-pool MediaPool

Instructs the Session Manager to use an alternate media pool for object mirroring. By default, the
default media pool for the backup device is used.

-prealloc Medialist

Specifies alist of media to be used for object mirroring. If the Media Allocation policy for the pool is
set to "strict", the media in the Prealloc list are used in the sequence shown in the list. If one of
these media is unavailable, a mount prompt is issued. NOTE: If the Media Allocation Policy is
"strict", you must specify a Prealloc list.

GENERAL_OPTIONS
-preview (Not supported for filesystem and winfs)

Checks the backup objects, backup devices and options you selected, without performing the
backup. The check includes: backup objects, status of the backup device, available media, and the
approximate amount of data which will be backed up.

-pool MediaPool

Instructs the Session Manager to use an alternate media pool for the backup. By default, the default
media pool for the backup device is used.

-prealloc Medialist

Specifies a list of media to be used for the backup. If the Media Allocation policy for the pool is set
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to "strict", the media in the Prealloc list are used in the sequence shown in the list. If one of these
media is unavailable, a mount prompt is issued. NOTE: If the Media Allocation Policy is "strict", you
must specify a Prealloc list.

-protect {none |weeks n|days n|until Date | permanent}

Sets the level of protection for the backup session. The media containing this backup session
cannot be overwritten until the protection expires. By default, the protection is permanent.

-report {warning |minor |major|critical}

Sets the level of error notification for the session. Errors are classified (in ascending order) as:
warning, minor, major and critical. When you select a level, errors of this level and higher are
displayed in the Monitor window. For example, if major is selected, only major and critical errors
are reported. By default, all errors are reported.

-pre_exec Pathname

Instructs the Session Manager to execute this command before starting the backup session. The
complete Pathname of the command should be specified. The command is executed on the Session
Manager system.

-post_exec Pathname

Instructs the Session Manager to execute this command after the backup session. The complete
Pathname of the command should be specified. The command is executed on the Session Manager
system.

-compress
Instructs the General Media Agent to write data to media in the compressed format.
-encode [aes256]
Instructs the General Disk Agent to write data to media in encoded format.

If the aes256 option is specified, data is written to media in encrypted format, using the Advanced
Encryption Standard (AES) algorithm.

-load {low | medium | high}

Specifies the level of network traffic generated by a session during a time period. High level
generates as much traffic as allowed by the network, resulting in a faster backup. Low level has less
impact on the network performance, but results in a slower backup. By default, this option is set to
high.

-crc

Instructs the General Media Agent to write a CRC checksum at the end of every block on the
medium. If this option is used, you can later verify the CRC checksum on the medium by using the
omniver command.

-no_monitor

By default, the command monitors the session and displays the status of the session during the
session. If this option is used, the SessionKey is displayed and the command is disconnected from
the session.

-keepcatalog {weeks n|days n|until Date}

This option specifies file catalog retention time. If you do not want to save the file catalog at all, use
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the -no_log option. By default, this option is set to the same value as specified by the protection
option.

-variable VariableName VariableValue

This option lets you specify a variable name and its value for proper operation of some platforms
and integrations. Setting user definable variables (a variable name and its value) enables flexible
operation on some platforms and integrations with Data Protector. The list of variables and their
values that are configurable with Data Protector is dynamic and comes with Data Protector
patches.

-priority NumValue

In case multiple running sessions request access to a specific device at the same time, this option
determines the order in which the sessions will be queued. The NumValue can be any value from 1
(the highest priority) to 6000 (the lowest priority). In case the option is not specified, the default
value of 3000 is set.

If a low priority session is running when a high priority session starts queuing, the currently running
session is allowed to finish. When more sessions request access to a device with the same priority,
any of these sessions might acquire access first.

FILESYSTEM _OPTIONS

-trees Treelist

Specifies the trees to be included in the backup. If this option is not used, the filesystem is backed
up from the mount point level downwards. When specifying several trees, separate each Tree with
a space. Tree must start with a/. Note that when specifying trees on UNIX systems, the complete
tree must be specified including the mountpoint, whereas on Windows systems, trees must be
specified without volumes (drives). For example: -tree /usr/temp (UNIX system)or -tree
\temp (Windows system). This option is not supported with Data Protector NDMP server
integration.

-only MatchPattern

Specifies that only files that match the MatchPattern will be backed up. This option is not
supported with Data Protector NDMP server integration.

-exclude Treelist

Specifies trees not to be backed up. This option is not supported with Data Protector NDMP server
integration.

-skip MatchPattern

Specifies that files matching the MatchPattern will not be backed up. This option is not supported
with the Data Protector NDMP server integration.

-lock

Instructs the Disk Agent to lock each file before backing it up. If the file is in use (and cannot be
locked), the session manager displays a warning that this file cannot be locked and backs up the file
anyway. This warning is also logged to the catalog database. By default, files are not locked at
backup.

-no_log
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Disables the logging of backed up files to the catalog database. By default, the filename and backup
history of each backed up file is written to the catalog database.

-log

The default option. All detailed information about backed up files and directories (filenames, file
versions, and attributes) are logged to the Data Protector Internal Database (IDB). This allows you
to browse directories and files before restore and in addition look at the file attributes. Data
Protector can fast position on the tape when restoring a specific file.

-log_dirs

If this option is specified, only the directories are logged into the database. By default, the filename
and backup history of each backed up file is written to the catalog database.

-log_file

All detailed information about backed up files and directories (filenames and file versions) is logged
to the Data Protector Internal Database (IDB). This information allows you to search for backed up
files and allows Data Protector to fast position the tape.

It also does not take much space since some information on file details (file attributes) is not logged
to the database.

-mode {Full | Incremental[1-9]}

Specifies the type for the backup session. Full type backs up all specified files. Incremental[1-
9] backs up only a subset of the specified files, based on whether or not the files were modified
since the last Full or lower-level Incremental backup. Default is the Full type. The level of
incremental backup is based on the level number which is specified.

For example, an incremental level 3 backs up only those files (of the specified files) which were
modified since the last incremental level 2 or lower backup.

-touch

Whenever afile is opened, read, or locked, which happens during backup, the file's access time
attribute changes. By default, after backup, Data Protector resets the file's access time attribute to
the value it had before backup. However, on UNIX, this resetting of the access time attribute
modifies the file's change time.

If the -touch option is specified, Data Protector does not reset access time attributes. Then, on
UNIX, Data Protector can also use the file's change time (inode modification time) as an
incremental backup criterion. As aresult, files with a changed name, location, or attributes are
backed up in an incremental backup.

-no_hlink

If this option is specified, then hard link detection is disabled and hard links are backed up as normal
files. This speeds up the first traversal of the filesystem.

-enh_incr

This option enables enhanced incremental backup. Unlike conventional incremental backup,
enhanced incremental backup reliably detects and backs up files with changes in name, location,
and attributes. It is also a prerequisite for subsequent object consolidation (synthetic backup).

NOTE: After you select this option, incremental backup will run in the enhanced mode only after a
full backup is performed.
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-clp
This option enables using the Windows NTFS Change Log Provider with enhanced incremental

backups and conventional incremental backups. A list of files to be backed up will be generated by
querying the Windows Change Journal rather than performing a file tree walk.

-size FromRange ToRange

Limits backup to those files only, of which sizes are in the specified range. The sizes are set in kB.
If you set ToRange to 0, all files larger then FromRange will be backed up.

WINFS_OPTIONS
-no_share[_info]

If this option is specified, share information for directories on Windows systems is not backed up.
By default, if a directory was shared on the network when a backup was run, the share information
for directory is backed up, unless the -no_share[_info] option is specified.

Backing up share information for shared directories enables you to automatically share such
directories after restore.

-[no_]nthlinks

If this option is specified then NTFS hard link detection is disabled and NTFS hard links are backed
up as normal files. This speeds up the first traversal of the filesystem.

-[no_Jarchatt

By default, Data Protector uses the archive attribute as an incremental backup criterion and also
clears the file's archive attribute after the file is backed up. The archive attribute is automatically set
by the system when the file's content, properties, name, or location changes.

If archive attributes cannot be cleared, an error is reported. This affects future incremental backups,
so that the files are backed up, although they have not changed. This may happen when backing up
removable media with write protection. In the case of ZDB, archive attributes are cleared on the
replica and this is not reflected on the source volume. As a result, in the next incremental ZDB
session, when a new replica is created, the archive attributes appear again and the corresponding
files are backed up although they may not have changed. To enhance the incremental ZDB
behavior, specify the -[no_]archatt option.

If the - [no_]archatt option is specified, Data Protector ignores archive attributes and detects
changed files using other criteria, such as the file's modification time.

-[no_]Jvss [fallback]

If the -vss option is specified, the VSS filesystem backup is performed. If the shadow copy
creation on the system where the VSS filesystem backup is running, fails, the backup also fails by
default. However, you can avoid backup failure by specifying the fallback option. In this case, the
backup will continue as the normal filesystem backup.

NOTE: On Windows Server 2008 and Windows Server 2012, VSS file system backup is used even
if the -vss is not specified. To ensure that VSS is not used, specify -no_vss.

-async

If this option is specified, Disk Agent performs asynchronous reading from the disk without using
Windows cache manager. Concurrent reads of the same file are started simultaneously. If this
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option is not specified, synchronous reading from the disk is performed.
BACKUP_SPECIFICATION_OPTIONS
-select SelectList

Specifies which objects (of those in the backup specification) to back up. The SelectList is the list
of objects to be backed up.

-mode {Full | Incremental[1-9]}

Specifies the type for the backup session. Full type backs up all specified files. Incremental[1-
9] backs up only a subset of the specified files, based on whether or not the files were modified
since the last full or lower-level Incremental backup. Default is the Full type. The level of
incremental backup is based on the level number which is specified. For example, an incremental
level 3 backs up only those files (of the specified files) which were modified since the last
incremental level 2 (or lower) backup.

Use incremental level 1 to back up files that were changed since last full backup only. The
Incremental without level will back up the files that changed since the last backup only (regardless
whether it was full orincremental of any level).

-protect {none |weeks n|days n|until Date | permanent}
See GENERAL_OPTIONS.
-preview (not supported for datalist)

Checks the backup objects, backup devices and options you selected, without performing the
backup. The check includes: objects due for backup, status of the backup device, available media,
and approximate amount of data which will be backed up.

-disk_only

A ZDB related option. It instructs Data Protector to perform a ZDB-to-disk session rather than a
ZDB-to-tape or ZDB-to-disk+tape session. With ZDB, if the option is not specified, a ZDB-to-tape
or ZDB-to-disk+tape session is performed.

-load {low | medium | high}
See GENERAL_OPTIONS.
-crc

Instructs the General Media Agent to write a CRC checksum at the end of every block on the
medium. If this option is used, you can later verify the CRC checksum on the medium by using the
omnimver command.

-no_monitor

By default, the command monitors the session and displays the status of the session during the
session. If this option is used only the SessionKey is displayed and the command is disconnected
from the session.

LIST OPTIONS
-barcmnd Command

Specifies the command that will be used instead of the command specified with exec option in the
backup specification. The command should reside in the default Data Protector administrative
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commands directory.

-protect {none |weeks n|days n|until Date | permanent}
See GENERAL_OPTIONS.

-load {low | medium | high}
See GENERAL_OPTIONS.

-crc

Instructs the General Media Agent to write a CRC checksum at the end of every block on the
medium. If this option is used, you can later verify the CRC checksum on the medium by using the
omnimver command.

-no_monitor

By default, the command monitors the session and displays the status of the session during the
session. If this option is used, only the SessionKey is displayed, and the command is disconnected
from the session.

-test_bar

Enables backup preview mode. Backup preview is only available for backup sessions for Oracle
Server, SAP R/3, SAP MaxDB, Microsoft Exchange Server single mailbox, Lotus Notes/Domino
Server, IBM DB2 UDB, Informix Server, and Sybase integrations. Zero downtime backup preview
is not supported.

This option checks the backup objects, backup devices, and options you selected, without actually
performing the backup. The check includes: objects due for backup, status of the backup device,
available media, and the approximate amount of data which will be backed up.

-disk_only

This ZDB-related option is supported only for specific application integrations, and not for the
Internal Database backup. It instructs Data Protector to perform a ZDB-to-disk session rather than
a ZDB-to-tape or ZDB-to-disk+tape session.

With ZDB backup specifications, if the option is not specified, a ZDB-to-tape or ZDB-to-disk+tape
session is performed.

NDMP_OPTIONS
-ndmp_user UserName

Sets the username that is used by Data Protector to establish the connection to the NDMP server.
-ndmp_passwd Password

Sets the password for the username that is used by Data Protector to establish the connection to
the NDMP server.

-ndmp_env FileName

Specifies the filename of file with NDMP environment variables for specific NDMP
implementations.

-ndmp_bkptype {Dump| NVB| SMTape}
Specifies the backup type for NDMP EMC Celerra backups. Dump is the default backup type, that
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backs up data at a file level. NDMP volume backup (NVB) is an EMC-specific NDMP backup type.
NVB backs up data blocks at a volume level. SMTape backup is an NetApp-specific NDMP backup
type. SMTape backs up data blocks at a volume level.

-no_log

Disables the logging of backed up files to the catalog database. By default, the filename and backup
history of each backed up file is written to the catalog database.

-log

The default option. All detailed information about backed up files and directories (filenames, file
versions, and attributes) are logged to the Data Protector Internal Database (IDB). This allows you
to browse directories and files before restore and in addition look at the file attributes. Data
Protector can fast position on the tape when restoring a specific file.

-log dirs

If this option is specified, only the directories are logged into the database. By default, the filename
and backup history of each backed up file is written to the catalog database.

-log_file

All detailed information about backed up files and directories (filenames and file versions) is logged
to the Data Protector Internal Database (IDB). This information allows you to search for backed up
files and allows Data Protector to fast position the tape. It also does not take much space since
some information on file details (file attributes) is not logged to the database.

-mode {Full| Incremental[1-9]}

Specifies the mode for the backup session. Full mode backs up all specified files. Incremental[1-
9] backs up only a subset of the specified files, based on whether or not the files were modified
since the last Full or lower-level Incremental backup. Default is the Full mode. The level of
incremental backup is based on the level number which is specified. For example, an incremental
level 3 backs up only those files (of the specified files) which were modified since the last
incremental level 2 or lower backup.

-pool MediaPool

Instructs the Session Manager to use an alternate media pool for the backup. By default, the default
media pool for the backup device is used.

-prealloc Medialist

Specifies a list of media to be used for the backup. If the Media Allocation policy for the pool is set
to "strict", the media in the Prealloc list are used in the sequence shown in the list. If one of these
media is unavailable, a mount prompt is issued. NOTE: If the Media Allocation Policy is "strict", you
must specify a Prealloc list.

-protect {none |weeks n|daysn|until Date | permanent}

Sets the level of error notification for the session. Errors are classified (in ascending order) as:
warning, minor, major and critical. When you select a level, errors of this level and higher are
displayed in the Monitor window. For example, if major is selected, only major and critical errors
are reported. By default, all errors are reported.

-report {warning |minor |major|critical}

See GENERAL_OPTIONS.
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-variable VariableName VariableValue

This option lets you specify a variable name and its value for proper operation of some platforms
and integrations. Setting user definable variables (a variable name and its value) enables flexible
operation on some platforms and integrations with Data Protector. The list of variables and their
values that are configurable with Data Protector is dynamic and comes with Data Protector
patches.

RETURN VALUES

See the man page omniintro for return values.

Additional return values of the omnib command are:

10
11
12
13

- There was an error while backing up some files. All agents completed successfully.
- One or more agents failed, or there was a database error.
- None of the agents completed the operation; session was aborted by Data Protector.

- Session was aborted by user.

EXAMPLES

The following examples illustrate how the omnib command works:

1.

To do a backup of a tree "/usr" of filesystem "senna" with the label "work", using the compress
option, to the backup device "DAT", execute:

omnib -device DAT -filesystem senna:/ work -tree /usr -compress

To perform an incremental backup using the backup specification OMNIGROUP, and to make the
devices available to this session with the highest priority in case of resource conficts, execute:

omnib -datalist OMNIGROUP -mode Incremental -priority 1

To perform a backup of the tree "/Amt3" of the filesystem "Munich", skipping the files with the
".fin" extension, execute:

omnib -filesystem Munich:/ -tree /Amt3 -skip "*.fin"

To execute a disk image backup of the section "/dev/rdsk/c201d1s0" on the client "xanadu" to the
backup device "Exa" and protecting the session against overwrite for 4 weeks:

omnib -rawdisk xanadu section /dev/rdsk/c201d1s@ -dev Exa -protect weeks 4

To execute a full Lotus backup using the "test2" backup specification with the high network load
and permanent protection set:

omnib -lotus_list test2 -barmode full -protect permanent -load high

To start a full backup using an IBM DB2 UDB backup specification named "TEST", and to set
data protection to 10 weeks, execute:

omnib -db2_list TEST -barmode full -protect weeks 10

To start a differential backup using an SAP MaxDB backup specification named "test", and write a
CRC checksum at the end of every block on the medium, execute:

omnib -sapdb_list test -barmode diff -crc
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10.

1.

12.

13.

14.

15.

To start a differential backup using a Microsoft Exchange Server backup specification named
"bSpec1", execute:

omnib -e2010 list bSpecl -barmode diff

To perform an encrypted backup of a tree "/usr" of filesystem "alpha.hp.com" with the label
"work", using the encode aes256 option, to the backup device "ENC1", execute:

omnib -filesystem alpha.hp.com:/work -device ENC1 -tree /usr -encode aes256 -
mode full

To back up a volume "/vol/vol1" of the Celerra NDMP Server "alpha.hp.com” using the NVB
backup type option, to the backup device "DAT", execute:

omnib -filesystem alpha.hp.com:/vol/voll /vol/voll -device DAT -ndmp Celerra -
ndmp_bkptype nvb

To start a full backup using a Microsoft SharePoint Server 2013 backup specification named
"myBackup", execute:

omnib -mssharepoint_list myBackup -barmode full

To perform a full backup of the Data Protector Internal Database (IDB) using the backup
specification named "idb_weekly" and omit session monitoring in the command output, execute:

omnib -idb_list idb_weekly -no_monitor

To perform an incremental backup of the Data Protector Internal Database (IDB) using the backup
specification named "idb_daily", with as little impact on the network traffic during the session as
possible, execute:

omnib -idb_list idb_daily -barmode incr -load low

To start an incremental backup of Microsoft Hyper-V virtual machines using the backup
specification named "hyperv_host_4" and disable session monitoring, execute:

omnib -veagent_list hyperv_sys 4 -barmode incr -no_monitor

To start a transaction log backup of your MySQL instance using the backup specification named
"mysql_instance_core_sys", execute:

omnib -integ MySQL mysql_instance_core_sys -barmode trans

SEE ALSO

omni

keytool(1M), omniobjconsolidate(1), omniobjcopy(1), omniobjverify(1), omnir(1)
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omnicc — handles the Data Protector licensing, reports the number of configured and available Data
Protector licenses, installs the licenses, imports and exports Data Protector clients, manages access
to secured clients, and creates a template for the user_restrictions file

(this command is available on systems with any Data Protector component installed)

SYNOPSIS

omnicc -version | -help

omnicc -redistribute

omnicc -import_host HostName [-virtual] [-accept_host]
omnicc -import_mac_host HostName [-virtual]

omnicc -import_openvms_host HostName [-virtual]

omnicc -import_ndmp HostName -type NdmpType -port Port -user UserName -passwd
Password

omnicc -import_is HostName [-accept_host]
omnicc -export_is ClientName

omnicc -update_host HostName [-accept_host]
omnicc -update_all [-force_cs] [-accept_host]
omnicc -export_host ClientName

omnicc -install_license password

omnicc -password_info

omnicc -add_certificate CertificateName PathOfCertificateFile
omnicc -get_certificate CertificateName
omnicc -list_certificates

omnicc -confirm_mom_clients

omnicc -update_mom_server

omnicc -check licenses [-detail]

omnicc -cbl_detail

omnicc [-query]

omnicc -create_userrestrictions_tmpl

omnicc -gre_license_info

omnicc -impersonation -add_user -user {User@Domain | Domain\User} {-host Hostname
[-host Hostname...] | -all} {-passwd Password | -passwdfile PasswordFile}
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omnicc -impersonation -modify user -user {User@Domain | Domain\User} {-host
Hostname [-host Hostname...] | -all} {-passwd Password | -passwdfile FileName} {-
old_passwd OldPassword | -old passwdfile OldFileName}

omnicc -impersonation -delete_user -user {User@Domain | Domain\User} {-host

Hostname [-host Hostname...] | -all} {-passwd Password | -passwdfile FileName}
omnicc -secure_comm -remove_peer {Hostnamel [HostName2 ...]}
omnicc -secure_comm -configure_peer {Hostnamel [HostName2 ...]} [-accept_host]

omnicc -secure_comm -configure_peer_with_cert Hostname [-certfile
<CertificateFilePath>]

omnicc -secure_comm -configure_for_dr Hostname [-overwrite]
omnicc -secure_comm -configure_for_cm Hostname [-overwrite]
omnicc -secure_comm -configure_for_is Hostname [-overwrite]
omnicc -secure_comm -configure_for_gui Hostname [-overwrite]
omnicc -secure_comm -regenerate_cert

omnicc -secure_comm -renew_cert [NumberOfDays]

omnicc -secure_comm -reconfigure_peer HostName

omnicc -secure_comm -reconfigure_peer_all [InputFile]

omnicc -secure_comm -get fingerprint

omnicc -import_esx HostName -port Port -user UserName -passwd Password -web_root
WebRoot -integrated sec { @ | 1 }

omnicc -import_vcenter HostName -port Port -user UserName -passwd Password -web_
root WebRoot -integrated sec { @ | 1 } -register greplugin {0 | 1 }

omnicc -import_hyperv HostName -user UserName -passwd Password

omnicc -import_vcd HostName -user UserName -passwd Password

omnicc -import_cs HostName [-accept_host]

omnicc -export_cs HostName

omnicc -migrate_devfilter [HostName] [-delete_old devfilter]

NdmpType = { Generic | NetApp | Celerra | BlueArc | Hitachi | HP-X9000}

omnicc -firewall { -host Hostname [Hostname] | -all } [-enable_dp|-disable dp] [-
enable_os|-disable os]

omnicc -update_port [new_port] [-old _port old port]

omnicc -update_omnirc variableName -value variableValue [inputFile]

DESCRIPTION

The omnicc command is used for licensing, importing and exporting clients, managing secured clients,
and creating a template for the user_restrictions file.
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OPTIONS

-version

Displays the version of the omnicc command.
-help

Displays the usage synopsis for the omnicc command.
-redistribute

Displays licensing information for multicell environments. The first part shows the number of
allocated licenses and the second shows the number of licenses actually used per server.

-import_hostCLlientName [-virtual] [-encr_disable] [-encr_recreate_cert]

Imports the specified server into the cell. If the client has multiple names, import each additional
name with the -virtual option

If —-encr_disable is specified, encrypted communication is not enabled on the client.

If —encr_recreate_cert is specified, certificates are recreated and the existing ones are
overwritten.

-import_host ClientName [-virtual]

Imports the specified client into a cell. This allows you to move a client between two cells without
reinstalling the Data Protector modules.

When you import the next one among multiple network names (clusters, service guards), use the -
virtual option. This way you keep Data Protector from assigning licenses to all the network
names of the same system.

-import_ndmp ClientName
Imports the specified NDMP server into the cell.
-type NdmpType
Sets the NDMP data format when importing an NDMP server into a cell.
-port Port
Sets the TCP/IP port number of the NDMP server when importing an NDMP server into a cell.
-user UserName

Sets the username that is used by Data Protector to establish the connection to the NDMP server
when importing an NDMP server into a cell.

-passwd Password

Sets the password for the username that is used by Data Protector to establish the connection to
the NDMP server when importing an NDMP server into a cell.

-import_is ClientName
Imports an already installed Installation Server into the cell.

-export_is ClientName
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Exports an already installed Installation Server from the cell.
-update_host ClientName

Updates the version information and installed components information in the Cell Manager
configuration file for the specified client. You can use this option in circumstances when new
remote installation packages for particular components exist on the client, but the component
upgrade has failed.

-accept_host

This option is used to skip the finger print verification while specifying the client for verification by
the user.

-update_all [-force cs]

Updates the version information and installed components information in the Cell Manager
configuration file for all clients in the cell. You can use this option in circumstances when new
remote installation packages for particular components exist on some clients, but the component
upgrade processes have failed.

If the -force_cs option is specified, it checks if any clients have been improperly added to the
current cell. If such clients exist, the command properly imports them into the cell before updating
the information on the Cell Manager.

-export_host ClientName

Exports the specified client from the cell. This enables you to remove a client from the cell without
uninstalling its Data Protector modules.

If the host is a vCenter system with the Advanced GRE Web Plug-in installed, then this command
unregisters the Advanced GRE Web Plug-in from the vCenter and then exports the vCenter client
from the cell server.

-list_authorities ClientName

Lists systems from which the specified client accepts requests on the Data Protector port (by
default 5555/5565).

-secure_client ClientName
Specifies the client to be secured.
-authorities ClLientName [CLientName2...]

Specifies systems from which the specified client accepts requests on the Data Protector port (by
default 5555/5565). Consequently, other computers will not be able to access this client. For tasks
like backup and restore, starting pre- or post-execution scripts, or importing and exporting clients,
the client checks whether the computer which triggers one of these tasks via the Data Protector
port is allowed to do so. This security mechanism instructs the client to accept such actions only
from the systems specified by this option.

-unsecure_client ClLientName

Specifies the client from which you want to remove security. Such a client will enable access to all
systems in the cell.

-install_license password

Installs an encrypted Data Protector license. The password must be formatted as a single line and
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must not contain any embedded carriage returns. The password must be in quotes. If the password
includes also a description in quotes, the quotes in this description must be preceded with
backslashes.

-password_info

Displays information about installed license passwords.
-add_certificate CertificateName PathOfCertificateFile

Adds a certificate to the Cell Manager.
-get_certificate CertificateName

Downloads the certificate from the Cell Manager and displays its content.
-list_certificates

Lists certificates uploaded to the Cell Manager.
-confirm_mom_clients

Collects the cell_info files from MoM clients (Data_Protector program_
data\Config\Server\cell\mom_info on Windows clients or /etc/opt/omni/server/cell/mom_
info on UNIX clients) and stores them on the MoM Manager into the directory Data_Protector _
program_data\Config\Server\mom\cell info (Windows systems)or
/etc/opt/omni/server/mom/cell_info (UNIX systems)under client Cell Manager name. Use
this command when switching MoM clients to CMMDB mode. The omnicc command with this
option specified has to be executed on the MoM Manager.

-update_mom_server

Pushes the mom_info file located in the directory Data Protector program_
data\Config\Server\cell (Windows systems)or /etc/opt/omni/server/cell (UNIX
systems) to MoM and CMMDB server to MoM into the directory Data_Protector_program_
data\Config\Server\mom\cell info (Windows systems)or
/etc/opt/omni/server/mom/cell_info (UNIX systems)under client Cell Manager name. Use
this command when switching to CMMDB mode. The omnicc command with this option specified
has to be executed on the client Cell Manager.

-check_licenses [-detail]
Reports licensing related information from the cell.
If the -detail option is specified, a detailed report is produced.

If the -detail option is not specified, the command returns information on whether the Data
Protector licensing is covered or not. The following information is returned: the time when the report
was generated, the licensing mode, the license server and the total TB of data under protection.

Traditional licensing model: The license checker retumns the following information for every license
in the cell: license name, licenses installed, licenses in use, total TB of data under protection, and
additional licenses required.

Note that in a traditional licensing model for drive extension licenses-to-use, the license checker
also returns information about configured drives and recommended additional licenses. You need as
many licenses as there are drives in use at any point in time. This is typically the total number of
configured drives to allow all drives to be used simultaneously.
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Capacity based licensing model: The license checker returns the following information: the license
name and the capacity of installed licenses.

In a MoM environment with the CMMDB configured, when producing a license report for the items
that are subject to libraries and devices related licenses, such as media (including advanced file
device media), backup devices, drives and slots, the omnicc command must be executed on the
Cell Manager with the CMMDB installed.

In a MoM environment, only the data specific to this Cell Manager is reported, not for all the cells in
the MoM environment.

-cbl detail

Displays a report which contains the backup type, object ID, backup name and object size of objects
that are used to calculate the total protected data capacity.

-query
Displays information about the number of available licenses.
-create_userrestrictions_tmpl

Creates the user_restrictions_tmpl file which is a template for the user_restrictions file,
populated by names of all systems of the Data Protector cell and names of all configured user
groups other than admin and operator.

To put the template into use, change its contents as desired, and rename it to user_restrictions.
-gre_license_info

Reports Granular Recovery licensing related information from the cell. The following information is
returned: the database server name, the application type, the time when the license was used for
restore, the time when the license will be released for the next restore from another database
server, and the number of days remaining until the license release.

-impersonation -add_user -user {User@Domain | Domain\User}{-host ClientName [-host
ClientName. ..]| -all}-passwd Password | -passwdfile FileName}

Sets up a user account for the Data Protector Inet service user impersonation on one or more
specified clients, by specifying the user name and the password directly or by saving the user name
and the password into the specified file.

To enable user impersonation on all clients in the cell, specify the -all option.

-impersonation -modify_user -user {User@Domain | Domain\User}{-host CLientName [-host
ClientName...]| -all}{-passwd Password | -passwdfile FileName}{-old_passwd OldPassword | -
old_passwdfile OLdFileName}

Modifies a user account for the Data Protector Inet service userimpersonation on one or more
specified clients, by specifying the user name and the new password directly or by saving the user
name and the new password into the specified file and by specifying the user's old password
directly orin the specified file.

To modify user impersonation on all clients in the cell, specify the -all option.

-impersonation -delete_user -user {User@Domain | Domain\User}{-host CLientName [-host
ClientName...]| -all}{-passwd Password | -passwdfile FileName}

Deletes a user account for the Data Protector Inet service user impersonation on one or more
specified clients.
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To remove user impersonation from all clients in the cell, specify the -all option.
-encr_param {Hostnamel [HostName2 ...] | -all}[-tls_min TLSvMin][-tls_max TLSvMax]
This option specifies the minimum and/or maximum versions of TLS for host.
The values for TLSvMin and TLSvMax can be specified as:
TLSv1, TLSv1.1, TLSv1.2,(or)1,1.1,1.2
-add_exception ClientNamel [CLientName2 ...]
Adds exception to the exception list on the Cell Manager.
-remove_exception ClientNamel [CLientName2 ...]
Removes exception from the exception list on the Cell Manager.
-list_exceptions
Lists exceptions from the exception list on the Cell Manager.
If the -all option is specified, the command verifies the status of all clients in the cell.
-import_esx ClientName
This is a VMware specific option.
Specifies the VMware ESX(i) client to import.
-import_vcenter CLientName
This is a VMware specific option.
Specifies the VMware vCenter client to import.
-import_hyperv ClientName
This is a Hyper-V specific option.
Specifies the Hyper-V client to import.
-import_cs HostName
-export_csHostName
Imports or exports the remote Cell Manager.
-import_vcd ClientName
This is a VMware specific option.
Specifies the VMware vCloud Director client to import.
-migrate_devfilter [HostName] [-delete_old devfilter]

This option is used to migrate existing OMNIRC based device filter tags from Data Protector clients
to a centralized Cell Manager file in the Cell Manager.

#UNIX: /etc/opt/omni/server/cell/hosttags
#Windows: <Data_Protector_home>\Config\server\cell\hosttags

If the HostName option is specified, the device filter tag from the hostname is printed to the console
in the following format:

<HostName> <tag>
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If the -delete_old_devfilter optionis specified, the OMNIRC variable OB2DEVICEFILTER and its
value are removed from the host(s).

If the hosttags file is already present and you run this option, the hosttags_tmp file is created in
the same location as that of the hosttags file. You need to manually merge the hosttags_tmp file
with the hosttags file.

-port Port

This is a VMware specific option.

Specifies the port to connect to (for example, 443).
-user UserName

Specifies an operating system user account for the connection.
-passwd Password

Specifies the user's password.
-web_root WebRoot

This is a VMware specific option.

Specifies the web service entry point URI (for example, /sdk).
-integrated_sec {0 |1}

This is a VMware specific option.

Specifies the security mode.

If the @ option is specified, you have to specify all login credentials manually (standard security).

If the 1 option is specified, Data Protector connects to the VMware vCenter Server system with the
user account under which the Data Protector Inet service on the backup host is running (integrated
security). Ensure this user account has appropriate rights to connect to the VMware vCenter Server
system.

-register_greplugin {0 |1}

This is a VMware specific option.

It registers the Advanced GRE Web Plug-in into the vCenter client.

If the @ option is specified, Data Protector does not register the plug-in.

If the 1 option is specified, Data Protector registers the plug-in into the vCenter.
-remove_peer

This option is used to remove the trust configuration of the remote host so that the remote host is
denied from communication.

-configure_peer

This option is used to add the trust configuration of a remote host so that the remote host can
securely communicate.

-configure_peer_with_cert

This option is used to add the trust configuration of a remote host if the current certificate of the
remote host is already available.
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-configure_for_dr

This option is used to configure the Cell Manager host in case of online disaster recovery or Media
Agent host in case of offline disaster recovery so the connecting disaster recovery agent host is
allowed to communicate.

-configure_for_cm

This option is used to configure the older Data Protector version GUI to know the new version of
Cell Manager host for communication.

-configure_for_is

This option is used to configure the Cell Manager 10.02 version and above to know the older version
of the Data Protector Installation Server for communication.

-configure_for_gui

This option is used to configure the older Cell Manager version to know the new version of the Data
Protector GUI for communication.

-regenerate_cert
This option is used to regenerate certificate.
-reconfigure_peer [client_host_name]

This option is used when the client certificate is regenerated. This option is used to redistribute and
reconfigure client certificate on the Cell Manager.

-reconfigure_peer_all [input_file_ path]

This option is used when the Cell Manager certificate is regenerated. This option is used to
redistribute and reconfigure client certificate run on the Cell Manager.

The parameter input_file path is optional. This file should have the credentials for all the clients
that are part of the cell.

-renew_cert [number_of_days]
This option is used to extend certificate validity.

If number_of_days option is not specified, certificate will be extended for 3650 days by default.
Extension of validity takes effect from the day the command is executed.

The following firewall commands are executed on the Cell Manager:
-firewall {-host Hostnamel [HostName2 ...] | -all} -enable dp

This option is used to enable Data Protector firewall in the cell. When enabled, all Data Protector
processes listen to the loopback interfaces only, therefore only local peers can connect. The
exceptions are: Omnilnet, Application Server port and Internal database.

-firewall {-host Hostnhamel [HostName2 ...] | -all} -disable dp
This option is used to disable Data Protector firewall in the cell.
-firewall {-host Hostnamel [HostName2 ...] | -all} -enable_os

This option enables all the Data Protector rules in Windows firewall. The exceptions are: Omnilnet,
Application Server port and Internal database.

-firewall {-host Hostnamel [HostName2 ...] | -all} -disable os
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This option disables all the Data Protector rules in Windows firewall.
-update _port

This option is used to update port number in the Installation server and all the clients that are part of
the cell.

If an Installation Server is part of multiple Cell Managers, then the port number has to be updated in
all the Cell Managers. The Cell Manager in which port number is not updated will not be able to
communicate with the Installation Server.

If any of the clients in the cell are in pre-10.01 version, then the port number cannot be updated.
new_port
INET listening port will be changed to new_port value in all clients and Installation Servers.
Default value: 5565
-old_port
This option is used specify the old port on which the INET is listening.
old_port
This option is used specify the old port on which the INET is listening.

« Ifthe -0ld_port option is specified, then the new_port value has to be specified.

« Ifthe -old_port option is not specified, then the new_port is optional and default value 5565 will
be used.

variableName

This option is used to specify the variable name to be added in omnirc file.
value

This option is used to specify the variable value.
inputFile

This is a optional input file containing client hosts. The hosts mentioned in input file should be part of
the cell.

If the input file is not provided, variable will be updated in all clients which are part of the cell.
-get_fingerprint

This option is used to get the fingerprint of local host.

NOTES

If you change your licensing model from the traditional to the capacity based, the information about
previously distributed traditional licenses will be overwritten.

EXAMPLES

The following examples illustrate how the omnicc command works.
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1. Tocheck if the licensing is covered within a Data Protector cell, execute:
omnicc -check_licenses

2. To get information about configured drives and recommended additional drive extension licenses-
to-use when you are using the traditional licensing model, execute:

omnicc -check licenses -detail

3. Toget information about licenses capacity installed when you are using the capacity based
licensing model, execute:

omnicc -check_licenses -detail
4. To get information about the amount of data under protection in TB, execute:
omnicc -check licenses -detail

5. To get information about the objects that are used to calculate the amount of data under protection
in TB, execute:

omnicc -cbl detail
6. To getinformation about used GRE licenses, execute:
omnicc -gre_license_info

7. To configure a Microsoft SharePoint 2010 farm administrator which will be used for backup or
restore on a medium farm (two web front ends, one application and one sql server), execute:

omnicc -impersonation -add_user webl.domain.com web2.domain.com
indexapp.domain.com sql.domain.com -user MyDomain\MyUser -passwd MyPassword

8. Toimport an "HPE X9000" NDMP server into a cell, execute:

omnicc -import_ndmp lxdprnd5.ind.hp.com -type "HP X9000" -port 10000 -user root
-passwd MyPassword

9. To check the value of the DailyMaintenanceTime option in the output of a debug text file named
"CHECK", execute:

omnicc -debug 20 CHECK.txt

SEE ALSO

omnicellinfo(1), omnicheck(1M), omnidic(1M), omnisv(1M)
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omnicellinfo — displays configuration information about the Data Protector cell
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnicellinfo -version|-help

omnicellinfo -servers

omnicellinfo -group

omnicellinfo -object [schedule | no_schedule] [-group Group]
omnicellinfo -db

omnicellinfo -prepostinfocheck

omnicellinfo {-mm|-dev}[-detail]

omnicellinfo {-dlinfo [-group Group]}|-cell [brief]{-schinfo[Backup_ Specification]| -
days NumberDays | -group Group]} | {-dlobj [-group Group]} | {-trees [-group Group]}| -allbdf | -
acl

DESCRIPTION

The omnicellinfo command displays information about data objects, media pools, devices, clients,
database, backup specifications and backup specification groups in the cell. It can be also used to
display the cell managers in multicell environments.

Some options recognized by omnicellinfo are intended primarily for generating reports by
shell/awk/perl scripts. Information produced is formatted in records with a newline as field separator
and a blank line as record separator. Those options are: -dlinfo, -schinfo, -dlobj, -trees and -
allbdf.

OPTIONS

-version
Displays the version of the omnicellinfo command.
-help
Displays the usage synopsis for the omnicellinfo command.
-servers
Displays the list of cell managers that are included in the multicell environment.
-group

Displays the backup specification groups that contain backup specifications. Note that the backup
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specification group named Default is not displayed.
-object [schedule |no_schedule]

Displays information about objects (filesystems, databases and disk images) in the cell. The report
shows: Object (object type, client name, and mountpoint), Label, and Next Scheduled Backup
Date. When you use the schedule option, the report only shows those objects which are scheduled
for backup. When you use the -no_schedule option, the report only shows those objects which are
not scheduled for backup. By default, all objects (scheduled and unscheduled) are listed.

-mm

Displays information about the media and media pools in the cell. The report shows for each pool:
the Pool Name, Media Class, Media Usage Policy, Media Allocation Policy, and Amount of Free
Space in the pool.

-dev

Displays information about the backup devices in the cell. The report shows for each device: the
Device Name, Client Name, Device Type and Media Pool.

-db

Displays information about the Data Protector Internal Database (IDB). The database is divided in
logical structures, for each of these structures the report shows: Disk Space Used, Records Used
and Records Total.

-prepostinfocheck

Searches all worklists configured in the Data Protector cell and checks for security compliance of
the commands executed during the session. The rules are defined in the "Pre and Post-Exec
Commands for a Backup Specification" in HPE Data Protector Help and enforced by Inet. You can
execute this option after the patch installation to quickly figure out the Group or Name or command
that is not proper.

NOTE:

PrePostInfoCheck validation includes file system path checking for defined pre and post
scripts in data/bar lists. This is platform specific and it is recommended to execute checks
on both Windows and Linux clients to check for errors that are reported for that platform.

-cell

Displays information about the configured clients in the cell. The report shows for each client: client
name, operating system, cell console version, Disk Agent version, Media Agent version, GUI
version, and all installed Data Protector integration versions. There is also a short summary which
shows the total number of clients and, if the brief option was not specified, all possible Data
Protector software components, together with the total number of every software component in the
cell. If the brief option was specified, only the installed Data Protector software components
together with the total number of every software component in the cell is listed.

The VADP feature introduced in Data Protector 8.14 provides enhanced reports for VMs. The
VMware virtual machines are represented as Data Protector clients called VADP clients. The
VADP clients display the information on the Guest OS of the virtual machine. If the VM tools are
installed and running, and VM is powered on, the Host information section of the output displays
information, such as the operating system, IP address, or hostname. If not, only the VM name is
displayed.
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-detail

The -detail option can be used in combination with the -dev and -mm options to produce a more
detailed report.

-dlinfo

Shows information about backup specifications. For each backup specifications it lists the name of
the backup specification, session owner, pre-exec and post-exec script. Session owner is in format
USER.GROUP@CLIENT.

-schinfo [Backup _Specification | -days NumberDays]

Shows information about backup specification scheduling. If Backup_Specification and -days
option are not specified, the command displays the next schedule time for each backup
specification. If backup specification is specified the command lists all schedules in the next year
for the specified backup specification. Option -days can be used to display schedules of all backup
specifications for a specified number of days.

-dlobj

Shows information about all objects in backup specifications. For each object it lists object type,
object name (in format CLientName : PathName), description, and the name of the backup
specification. After this, the device and poolname fields are listed for each device used in the
backup specification making the size of the records variable.

-trees

Shows information about all defined trees in backup specifications. For each tree, it lists filesystem
name (in format CLientName : Pathname), tree, description, backup device, media pool and name of
the backup specification.

-acl
Displays all Data Protector access permissions that the user running the command has.
-group Group

This option allows you to limit the output of the command to single backup specification group. The
following options support this: -dlinfo, -schinfo, -dlobj, -trees and -object.

EXAMPLES

The following examples illustrate how the omnicellinfo command works.
1. Tolist detailed information about the selected objects, execute:
omnicellinfo -object schedule
2. Tolist detailed information about the configured devices, execute:
omnicellinfo -dev -detail

3. Todisplay all virtual machines configured on ESXi servers or vCenters and imported to the Data
Protector Cell Manager, execute:

omnicellinfo -cell brief
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SEE ALSO

omnicc(1), omnicheck(1M), omnidic(1M), omnisv(1M)
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omniclus — manages load balancing in a cluster environment in the event of an application (Data
Protector or other) failover

(this command is available on systems with the Data Protector MS Cluster Support component
installed (Windows systems) and on the Data Protector Cell Manager (UNIX systems))

SYNOPSIS

omniclus -version | -help

omniclus -clus cluster_name -session {* | backup_specification} -abortsess [-abortid {==
I=}application_id]

omniclus -clus cluster_name -inhibit {* | @ |minutes}
omniclus -clus cluster_name -session {* | backup_specification} -symlink {split|active}
NOTE: On UNIX systems, replace the wildcard (*) with the string '*".

NOTE: On Windows systems, the -noclus option can be specified directly after -clus to prevent
loading of the cluster dynamic library.

DESCRIPTION

The omniclus command, which is common to all platforms (Windows and UNIX systems), allows you
to communicate the Data Protector Cell Manager special events that in certain way control its behavior
and behavior of the backup sessions in a cluster environment. omniclus allows load balancing by
offering additional (CLI) control of the Cell Manager in cluster environments:

« Aborting sessions
« Temporarily disabling the Cell Manager for backup sessions
« Specifying the state of the EMC Symmetrix links after an application failover

Note that the system specified as the cLuster_name argument of the -clus option must be a cluster-
aware Data Protector Cell Manager.

OPTIONS

-version

Displays the version of the omniclus command
-help

Displays the usage synopsis for the omniclus command.
-clus cluster_name

Specifies the cluster-aware Cell Manager.

-session {* | backup_specification}
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Specifies the session(s) to which the abort message should be sent.
-abortsess

Specifies the abort session command.
-abortid{==|!=}application_id

Specifies the application identification.
-inhibit {*| @ |minutes}

Specifies the number of minutes for Cell Manager backup inactivity, where * means forever and 0
means activate now.

-symlink {active | split}

Specifies the state of the EMC/Symmetrix links upon application failover if a backup is running.

NOTES

The omniclus command can only be used in cluster environments.

EXAMPLES

The following examples illustrate how the omniclus command works.

1. Toabort all running sessions, execute:
omniclus -clus cluster.domain.com -session * -abortsess
NOTE: On UNIX systems, replace the wildcard (*) with the string ' *".

The utility will connect to all running sessions and will send them abort messages. The state of the
sessions can be then checked with the Data Protector omnistat utility.

2. To abort specific running sessions, execute:
omniclus -clus cluster.domain.com -session mybackup -abortsess

The utility will connect to backup session managers issuing abort messages and sending them
additional information - the backup specification name. Each backup session manager checks
whether the command addresses it and if this is the case it aborts.

3. Toabort sessions (all or specific) with application identifications, execute:
omniclus -clus obvs.domain.com -session * -abortsess -abortid != 10
NOTE: On UNIX systems, replace the wildcard (*) with the string ' *'.

This way the user can define groups of sessions and abort only the ones that are actually related
to the application that failed over. For example a backup session that performs a normal
filesystem backup of a remote client is not aborted because an application server switches, while
the application server backup can be aborted.

4. Temporarily disabling the Data Protector cell
The following command will inhibit backup sessions for twenty minutes:
omniclus -clus cluster.domain.com -inhibit 20

The following command will inhibit backup sessions forever:
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omniclus -clus cluster.domain.com -inhibit *
NOTE: On UNIX systems, replace the wildcard (*) with the string ' *'.
The following command will re-activate backup sessions immediately:
omniclus -clus cluster.domain.com -inhibit ©

5. EMC/Symmetrix links

The following syntax will connect to specific (running) backup session managers and inform them
to left the EMC/Symmetrix links split:

omniclus -clus cluster.domain.com -session * -symlink split
NOTE: On UNIX systems, replace the wildcard (*) with the string ' *'.

The following syntax will connect to specific (running) backup session managers and inform them
to left the EMC/Symmetrix links active (established):

omniclus -clus cluster.domain.com -session * -symlink active
NOTE: On UNIX systems, replace the wildcard (*) with the string ' *'.

SEE ALSO

omnirsh(1M)

HPE Data Protector (10.02) Page 70 of 416



omnicreatedi(1)

omnicreatedl — creates a filesystem backup specification file (datalist); or an HPE P9000 XP Disk
Array Family or HPE P6000 EVA Disk Array Family Microsoft Exchange Server 2003 ZDB backup
specification file (datalist)

(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnicreatedl -version|-help

FILESYSTEM BACKUP

omnicreatedl [-datalist Name] [-host HostNamel [HostName?2...]] [-device BackupDevice]
MICROSOFT EXCHANGE SERVER 2003 ZERO DOWNTIME BACKUP

omnicreatedl -ex2000 -datalist Name [-device Name] {P9006_DISK ARRAY XP_OPTIONS | P6006 _
ENTERPRISE VIRTUAL_ARRAY OPTIONS} EXCHANGE OPTIONS [-force] [-virtualSrv Name]

P9000_DISK _ARRAY XP_OPTIONS
1. ZDB-to-disk and ZDB-to-disk+tape sessions (HPE Business Copy P9000 XP configurations):

-split_mirror -sse -local app _sys bck_sys[-mirrors MU_numbers] -instant_restore[-
leave_enabled_bs][-split | -establish]

2. ZDB-to-tape sessions (HPE Business Copy P9000 XP configurations):

-split_mirror -sse -local app sys bck_sys|[-mirrors MU_numbers][-keep_version[-leave_
enabled_bs]] [-split | -establish]

3. ZDB-to-tape sessions (HPE Continuous Access P9000 XP or combined (HPE CA+BC P9000 XP)
configurations):

-split_mirror -sse{-remote app_sys bck_sys|-combined app sys bck sys}[-keep_version[-
leave_enabled bs]][-split|-establish]

P6000_ENTERPRISE VIRTUAL_ARRAY_OPTIONS

1. ZDB-to-disk sessions:

-snapshot -smis app sys bck _sys -instant_recovery [-snapshots number]
2. ZDB-to-disk+tape sessions:

-snapshot -smis app_sys bck_sys -instant_recovery [-snapshots number] [-wait_clonecopy
number]

3. ZDB-to-tape sessions:

-snapshot -smis app_sys bck_sys -snapshot_type {standard |vsnap | clone [-wait_clonecopy
number]} -snapshot_policy{strict|loose}-replica_conf {local | combined [-ca_failover_
option{follow_replica_direction|maintain_replica_location}]}

EXCHANGE_OPTIONS
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-annotation {MIS | SRS | KMS}

{-all_storage_groups | -storage_group Storage_Group Namel [-store Storel [Store2...]] [-
storage_group Storage_Group_Name2 [-store Storel [Store2...]]...]}

DESCRIPTION

FILESYSTEM BACKUP

The omnicreatedl command creates a filesystem backup specification file (datalist). It searches all
specified clients for local mount points and puts them in the backup specification or on the stdout if no
backup specification name is specified. If no client is specified, all clients in the Data Protector cell are
searched.

MICROSOFT EXCHANGE SERVER 2003 ZERO DOWNTIME BACKUP

The omnicreatedl command is also used to create an Exchange Server ZDB backup specification file
for disk arrays of the following disk array families:

HPE P9000 XP Disk Array Family
HPE P6000 EVA Disk Array Family

When creating an Exchange ZDB backup specification file, if the circular logging is disabled for any
storage group, an Exchange ZDB transaction logs backup specification file for each such storage group
specified in the Exchange ZDB backup specification file is additionally created.

An Exchange ZDB backup specification file includes the stop/quiesce the application and restart the
application scripts (omniEx2000. exe) sections for dismounting/mounting backed up stores and
checking their consistency. A backup specification can be edited later using the Data Protector GUI to
modify backup devices, ZDB options, schedule, and so on.

For a Microsoft Exchange Server 2003 ZDB, the final decision on whether the created backup
specification will start a ZDB-to-disk, ZDB-to-disk+tape or ZDB-to-tape session depends on the Data
Protector omnib command options selection.

OPTIONS

-version
Displays the version of the omnicreatedl command.
-help
Displays the usage synopsis for the omnicreatedl command.
FILESYSTEM BACKUP
-datalist Name

Specifies the name of the backup specification file (datalist) for filesystem backup. The backup
specification file is created on the Cell Manager in the default server configuration directory
underdatalists. If this option is not specified, backup specification objects are written to stdout.

-host HostNamel [HostName2]

List of all clients whose filesystems will be included in the backup specification. If this option is not
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specified, all clients from the cell are used.
-device BackupDevice

Specifies the backup device to be used for backup. If this option is not used, the backup device
must be specified using the Data Protector GUI.

MICROSOFT EXCHANGE SERVER 2003 ZERO DOWNTIME BACKUP
-ex2000

Instructs the omnicreatedl command to create a Microsoft Exchange Server 2003 ZDB backup
specification file and, if circular logging is disabled for any storage group specified, a Microsoft
Exchange Server 2003 ZDB transaction logs backup specification file(s) for every such storage

group.
-datalist Name

Specifies the name of the Microsoft Exchange Server 2003 ZDB backup specification file for the
Microsoft Exchange Server 2003 ZDB. The file is created on the Cell Manager in the default server
configuration directory under datalists.

The corresponding datalist for Microsoft Exchange Server 2003 logs for every storage group
specified that has the circular logging disabled are also created in the same directory with the file
name Storage_Group_Name (LOGS) app_sys.

If any of the thus created backup specification files (datalists) has a name that already exists, the
omnicreatedl command issues a warning and, depending on whether the -force option is set or
not, overwrites the existing backup specification files with the same name or aborts the action.

-force
Forces overwriting of an existing backup specification file with the same name.
-virtualSrv Name

The name of the Microsoft Exchange Server 2003 virtual server. This option is obligatory and used
only in cluster configurations.

P9009 DISK ARRAY XP_OPTIONS
-split_mirror -sse

Instructs the omnicreatedl command to create an HPE P9000 XP Disk Array Family Microsoft
Exchange Server 2003 ZDB backup specification.

-local app_sys bck_sys

Specifies the HPE Business Copy (BC) P9000 XP configuration, with the application system app_
sys and the backup system bck_sys.

-remote app_sys bck_sys

Selects the HPE Continuous Access (CA) P9000 XP configuration, with the application system
app_sys and the backup system bck_sys.

-combined app_sys bck_sys

Selects the Combined (HPE Continuous Access + Business Copy (CA+BC) P9000 XP)
configuration, with the application system app_sys and the backup system bck_sys.

-mirrors MU_numbers
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This option is only considered when the HPE Business Copy (BC) P9000 XP configuration is
chosen.

Specify the mirror unit (MU) number(s) of a replica or a replica set from which the Data Protector
HPEP9000 XP Agent, according to the replica set rotation, selects the replica to be used in the zero
downtime backup session. The replica selection rule is described in the HPE Data Protector
Concepts Guide. The maximum number of replicas that can be created for the same source
volumes is different for mirror copies and snapshots. Both limitations are imposed by the HPE
P9000 XP Disk Array Family storage system.

You can specify one or more non-negative integer numbers, one or more ascending ranges of such
numbers, or any combination of both. Use a comma as the separator character. Examples:

5
7-9
4,0,2-3

When a sequence is specified, it does not define the order in which the replicas are used. If this
option is not specified, the MU number @ is used.

-instant_restore

When specified, this option enables ZDB to disk or ZDB to disk+tape. Consequently, instant
recovery can be run using the created replica in the ZDB session. If the option is not specified, it is
only possible to perform a ZDB to tape. However, this option does not influence the replica set
rotation.

If this option is specified, the omnicreatedl command automatically sets the -keep_version
option.

-keep_version

If configuring a ZDB to tape, specify this option to keep the replica on the disk array after the zero
downtime backup session. The replica becomes part of a replica set (specify a value for the option -
mirrors). Unless the additional option -instant_restore is specified, the replica is not available
forinstant recovery.

If this option is not specified, the replica is removed at the end of the session. In this case, it is also
not possible to specify the -1eave_enabled bs option.

-leave_enabled_bs
To specify this option, the -keep_version option has to be specified.

By default, Data Protector dismounts the filesystems on the backup system after each ZDB
session.

If this option is specified, the filesystems remain mounted after the backup. Thus, you can use the
backup system for some data warehouse activity afterwards, but not for instant recovery.

-split

If this option is specified, the volumes of the replica selected for the current ZDB session are
prepared for the zero downtime backup at the start of the current ZDB session: mirrors are
resynchronized with the P-VOLs, and volumes to be used for snapshot storage are made empty.

If neither the -split option nor the -establish option is specified, Data Protector acts as if the -
establish option was specified.
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-establish

If this option is specified, if the volumes of the replica to be used in the next ZDB session are not
ready for ZDB, they are prepared for ZDB at the end of the current ZDB session.

If neither the -split option nor the -establish option is specified, Data Protector acts as if the -
establish option was specified.

P6000_ENTERPRISE_VIRTUAL_ARRAY_OPTIONS
-snapshot -smis app_sys bck_sys

Instructs the omnicreatedl command to create an HPE P6000 EVA Disk Array Family snapshot
backup specification file and sets the application system app_sys and the backup system bck_sys.

-instant_recovery

This parameter is optional. Specify this option, if you want to perform either a ZDB to disk or a ZDB
to disk+tape and leave the replica on a disk array (after the backup session) to use it in future for
instant recovery. If this option is not set, it is not possible to perform instant recovery from the
replica created in this backup session.

Note that when this option is selected, the options -snapshot_type clone and -snapshot_policy
strict are automatically set by Data Protector. If the option -snapshots number is not specified, it
is setto 1.

-snapshots number

This parameter is optional. By default, Data Protector automatically sets this option to 1 if the -
instant_recovery option is specified.

Specify this option if you wish to keep the replica on a disk array after a backup session is
completed. With number, specify the number of replicas you want to keep on a disk array. During
every backup session, Data Protector creates a new replica and leaves it on a disk array as long as
the specified number is not reached. When the specified number is reached, Data Protector deletes
the oldest replica and creates a new one.

The maximum number for vsnaps and standard snapshots is 7. Data Protector does not limit the
number of replicas rotated, but the session will fail if the limit is exceeded.

Note that this option sets the number of replicas in the replica set for a backup specification.
-snapshot_type {standard | vsnap | clone}

This option instructs Data Protector to create one of the three types of HPE P6000 EVA Disk Array
Family snapshots during the backup session.

Setting standard creates snapshots with the pre-allocation of disk space.

Setting vsnap creates snapshots without the pre-allocation of disk space.

Setting clone creates a clone of an original virtual disk.
-snapshot_policy {strict | loose}

Specifies how Data Protector creates snapshots with regard to types of already existing snapshots
for the same original virtual disk.

When strict is set, Data Protector attempts to create snapshots of the type selected by the -
snapshot_type option. If some of the original virtual disks used in the backup session already have
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existing snapshots of different type, the selected type of snapshots cannot be used. Such a backup
session will be aborted.

When loose is set, Data Protector creates snapshots of different type than specified by the -
snapshot_type option, when this would help to make a successful session. For example, if you
select standard snapshots to be created, but Data Protector detects that standard snapshots
cannot be created because some vsnaps or snapclones of the source volumes already exist in a
replica set, the following happens: with the loose option selected, Data Protector creates either
vsnaps (if vsnaps already exist) or snapclones (if snapclones already exist) instead of standard
snapshots. Note that Data Protector can use only one type of snapshots in the backup session. In
case when some of the original virtual disks used in the backup session have existing standard
snapshots and some of them existing vsnaps, the backup session will be aborted.

-wait_clonecopy number

This parameter is optional and can be selected only if the -snapshot_type clone optionis
selected.

In the case of a ZDB to tape or a ZDB to disk+tape, specify this option if you want to delay moving
data to tape media until the cloning process is completed. By number, specify the maximum waiting
time in minutes. After the specified number of minutes, the backup to tape will start even if the
cloning process is not finished yet.

With this option, you prevent degradation of the application data access times during the phase of
backup to tape.

-replica_conf {local | combined}

Select the P6000 EVA Array configuration. Specify local to configure a backup specification for
ZDB in HPE Business Copy (BC) P6000 EVA environments. Specify combined to configure a
backup specification for ZDB in combined HPE Continuous Access + Business Copy (CA+BC)
P6000 EVA environments.

-ca_failover_option {follow replica_direction |
maintain_replica_location}

This parameter is optional and is available only if the combined replica configuration is selected.
Specify this option to control the replication direction after a failover.

Select follow _replica_direction to follow the replication direction and create replicas on the
array remote to current source. A failover reverses the replication direction and the replicas are
created on the array that was originally a source P6000 EVA Array.

Select maintain_replica_location to maintain the replica location and create replicas on the
array remote to home. After a failover, replicas continue to be created on the destination array that
has also become a source P6000 EVA Array.

Note that when -ca_failover_option optionis selected, follow_replica_directionis setas
default.

EXCHANGE_OPTIONS
-annotation {MIS | SRS | KMS}

This option specifies the possible Microsoft Exchange Server 2003 annotations: Microsoft
Information Store (MIS), Site Replication Service (SRS), and Key Management Service (KMS). MIS is
the default setting and does not need to be specified in case when the MIS will be backed up.
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-all storage_groups

This option creates a backup specification for all databases relating to Microsoft Exchange Server
2003 Microsoft Information Store. It must be specified by the -annotation MIS parameter.

-storage_group storage group name

This option creates a backup specification for all stores relating to the specified storage group.
Multiple declarations of the -storage_group parameter are possible to create a backup
specification for the selected storage groups.

Logical storage group names can be obtained by using the Exchange System Administrator tool,
which is a part of Microsoft Exchange Server 2003.

-store Storel [Store2...]

When the -store parameter is specified, backup specification is created only for specified store(s)
inside the storage group. List of stores can be specified after the -store parameter to create a
backup specification for many stores.

Store names can be obtained by using Exchange System Administrator tool, which is a part of
Microsoft Exchange Server 2003.

EXAMPLES

The following examples show how the omnicreatedl command works:

1. Tocreate an HPE P9000 XP Disk Array Family Microsoft Exchange Server 2003 ZDB-to-tape
backup specification file named "Exchange_example" for a Microsoft Exchange Server 2003
running on client "computer1.company.com" with the backup system "computer2.company.com",
to back up all storage groups relating to Microsoft Information Store, execute:

omnicreatedl -ex2000 -datalist Exchange_example -all storage_groups -split_
mirror -sse -local computerl.company.com computer2.company.com

The omnicreatedl command creates the HPE P9000 XP Disk Array Family Microsoft Exchange
Server 2003 ZDB-to-tape backup specification file named "Exchange_example" and additional
HPE P9000 XP Disk Array Family Microsoft Exchange Server 2003 ZDB transaction logs backup
specification files (in case they do not already exist) for each storage group with disabled circular
logging option.

2. Tocreate an HPE P9000 XP Disk Array Family Microsoft Exchange Server 2003 ZDB-to-tape
backup specification file named "Exchange_example" for a Microsoft Exchange Server 2003
running on client "computer1.company.com" with the backup system "computer2.company.com",
to back up entire First Storage Group and Test Storage Group (both have circular logging
disabled), execute:

omnicreatedl -ex2000 -datalist Exchange_example -storage_group "First Storage
Group" -storage group "Test Storage Group" -split_mirror -sse -local
computerl.company.com computer2.company.com

The omnicreatedl command creates the HPE P9000 XP Disk Array Family Microsoft Exchange
Server 2003 ZDB-to-tape backup specification file (datalist) named "Exchange_example" and two
additional HPE P9000 XP Disk Array Family Microsoft Exchange Server 2003 ZDB transaction
logs backup specification files (if they do not already exist) named: "First Storage Group (LOGS)
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computer1.company.com" for First Storage Group log files backup and "Test Storage Group
(LOGS) computer1.company.com"” for Test Storage Group log files backup.

3. Tocreate an HPE P9000 XP Disk Array Family Microsoft Exchange Server 2003 ZDB-to-tape
backup specification file named "Exchange_example" for a Microsoft Exchange Server 2003
running on "computer1.company.com" with the backup system "computer2.company.com”,
overwriting the possible already existent backup specification files with the same name to back up
First Mailbox Store, Public Folder Store, part of First Storage group and Test Mailbox Store, part of
Test Storage Group, execute:

omnicreatedl -ex2000 -datalist Exchange_example -storage _group "First Storage
Group" -store "First Mailbox Store" "Public Folder Store" -storage group "Test
Storage Group" -store "Test Mailbox Store" -split_ mirror -sse -local
computerl.company.com computer2.company.com -force

The omnicreatedl command creates the HPE P9000 XP Disk Array Family Microsoft Exchange
Server 2003 ZDB-to-tape backup specification file (datalist) "Exchange_example" and two
additional HPE P9000 XP Disk Array Family Microsoft Exchange Server 2003 ZDB transaction
logs backup specification files if circular logging option is disabled for a particular storage group:
"First Storage Group (LOGS) computer1.company.com" for First Storage Group log files backup
and "Test Storage Group (LOGS) computer1.company.com"” for Test Storage Group log files
backup. Any possible already existent backup specification file with the same name is
overwritten.

4. To create an HPE P6000 EVA Disk Array Family Microsoft Exchange Server 2003 ZDB-to-tape
backup specification file (datalist) "Exchange_example", to back up Site Replication Service on
"dev1" device, using the vsnap type of snapshot and the strict snapshot policy, execute:

omnicreatedl -ex2000 -datalist Exchange_example -device devl -annotation SRS -
snapshot -smis computerl.company.com computer2.company.com -snapshot_type vsnap
-snapshot_policy strict

The omnicreatedl command creates an HPE P6000 EVA Disk Array Family Microsoft Exchange
Server 2003 ZDB-to-tape backup specification file named "Exchange_example" and an HPE
P6000 EVA Disk Array Family Microsoft Exchange Server 2003 ZDB transaction logs backup
specification file in case it does not already exist: "SRS (LOGS) computer1.company.com"” for
Site Replication Service log files backup if the circular logging is disabled. When the omnib
command or Data Protector GUI is used to start the created backup specification, Data Protector
tries to create the vsnap type of snapshots if they cannot be created, the session aborts.

5. Tocreate an HPE P6000 EVA Disk Array Family Microsoft Exchange Server 2003 ZDB-to-disk
backup specification file (datalist) "Exchange_example", to back up Site Replication Service on
the backup device "dev1", using the replica set with "5" replicas, execute:

omnicreatedl -ex2000 -datalist Exchange_example -device devl -snapshot -smis
computerl.company.com computer2.company.com -instant_recovery -snapshots 5 -
annotation SRS

In case it does not already exist, omnicreatedl creates an HPE P6000 EVA Disk Array Family
Microsoft Exchange Server 2003 transaction logs backup specification file "SRS (LOGS)
computer1.company.com" for Site Replication Service log files backup (the circular logging must
be disabled). When the omnib command or Data Protector GUI is used to start the created backup
specification, you must choose the ZDB-to-disk session. Data Protector tries to create the
snapclone type of snapshots; if they cannot be created, the session aborts. After the backup
session, the created replica is retained on a disk array and can be used for instant recovery.
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6. Tocreate an HPE P6000 EVA Disk Array Family Microsoft Exchange Server 2003 ZDB-to-
disk+tape backup specification file (datalist) "Exchange_example", to back up Site Replication
Service on the backup device "dev1", using the replica set with "3" replicas and to delay the
backup to tape for the maximum of "50" minutes, execute:

omnicreatedl -ex2000 -datalist Exchange_example -device devl -snapshot -smis
computerl.company.com computer2.company.com -instant_recovery -snapshots 3 -
wait_clonecopy 50 -annotation SRS

In case it does not already exist, omnicreatedl creates an HPE P6000 EVA Disk Array Family
Microsoft Exchange Server 2003 transaction logs backup specification file "SRS (LOGS)
computer1.company.com" for Site Replication Service log files backup (the circular logging must
be disabled). When the omnib command or Data Protector GUI is used to start the created backup
specification, you must choose the ZDB-to-disk+tape session. Data Protector tries to create the
snapclone type of snapshots; if they cannot be created, the session aborts. The backup to tape
will start after the snapclones are fully created or after 50 minutes. After the backup session, the
created replica is retained on a disk array and can be used for instant recovery.

SEE ALSO

omnib(1), omniintconfig.pl(1M), util_cmd(1M), util_oracle8.pl(1M), vepa_util.exe(1M)
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omnidb — queries the Data Protector Internal Database (IDB)
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnidb -version | -help

omnidb -session[-datalist Datalist][-type {restore |backup |verification}][-user User] |-
since Date -until Date | -last Number | -latest | -wo start duration][-detail]

omnidb -filesearch[-nN] Client Directory FileName

omnidb Object [-session SessionID][-copyid CopyID] -1listdir Directory
omnidb -1ist_folders -session SessionID[-mailbox MailboxName. . .]
omnidb -rpt [SessionID| -latest][-detail]

omnidb -rpt [-wo start duration]

omnidb -session SessionID [-report Report [warning | minor |major|critical]|-detail| -
encryptioninfo| -strip| -purge | -change_protection Protection |-change_catprotection
Protection | -media[-detail] | -remove_msgs]

omnidb -object [-detail | -encryptioninfo]

omnidb [-noexpand] {-filesystem| -winfs | -vbfs}Client:MountPointLabel [-file FileName][-
detail | -encryptioninfo]

omnidb Object [[-since Date] [-until Date] | -last NumberOfDays][-change_protection
Protection | -change_catprotection Protection] [-noexpand]

omnidb Object {[-since Date] [-until Date] | -last NumberOfDays}[-latest] [-detail | -
encryptioninfo]

omnidb Object -strip NumberOfDays

omnidb -strip

omnidb -change_protection Protection
omnidb -change_catprotection Protection

omnidb [-noexpand] {-filesystem| -winfs | -vbfs}Client:MountPoint Label -fileversions
FileName [{-detail | -encryptioninfo}]

omnidb Object [-detail | -encryptioninfo]

omnidb Object [-noexpand] -session SessionID [-copyid CopyID] [-report [Report]|-catalog| -
change_protection Protection | -change_catprotection Protection|-strip]| -
encryptioninfo]

omnidb Object -session SessionID[-copyid CopyID] -media[-detail]

omnidb Object -session SessionID [-copyid CopyID] -listcopies[-detail | -encryptioninfo]
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omnidb -auditing {-timeframe [StartDate] [EndDate]|-since Date [-until Date] | -last
NumberOfDays} [-detail]

Object
{-filesystem Client:MountPoint Label |
-winfs Client:MountPoint Label |
-vbfs Client:MountPoint Label |
-rawdisk Client Label |
-streamClient:Set |
-sap Client:Set |
-sapdb Client:Set |
-oracle8 Client:Set |
-mssql Client:Set |
-msese Client:Set |
-e2010 Client:Set |
-mbx Client:Set |
-informix Client:Set |
-sybase Client:Set |
-lotus Client:Set|
-vss Client:Set |
-db2 Client:Set |
-mssharepoint Client:Set |
-veagent Client:Set |
-idb[Client:Set]|
-integ {MySQL | PostgreSQL}[Client:Set]}
Protection
{none | days n|weeks n | until Date | permanent}
Report
warning | minor |major | critical
Date
[YY]YY/MM/DD (1969 < [YY]YY < 2038)

DESCRIPTION

The omnidb command is used to query the IDB Log database.

This command can be used to:
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« list sessions and their summary reports

« list backed up objects and their details (for example: client name, mountpoint, label, object type,
object status, backup type, and so on), message logs, and media location

« search for all occurrences of a pathname pattern

The omnidb command performs basic IDB queries.

OPTIONS

-version

Displays the version of the omnidb command.
-help

Displays the usage synopsis for the omnidb command.
-datalist IntegrationName BackupSpecificationName

Lists the sessions resulting from backup specification backups created using this
BackupSpecificationName.

NOTE: For non-filesystem backup specification (Microsoft Exchange Server, Microsoft SQL
Server, Informix Server, and so on).

IntegrationName must be specified in front of BackupSpecificationName. Both must be in double
quotes.

-type {restore | backup | verification}

If no SessionID is specified, the command lists either backup, restore, or verification sessions. If
SessionIDis specified for backup sessions, the command lists the objects created for that backup
session.

-user User

Lists only the sessions belonging to the specified user.
-since Date

Lists sessions since the given Date.
-until Date

Lists sessions until the given Date.
-lastn

Lists sessions that occurred within the last n days.
-latest

Lists the last active Data Protector session.
-wo start duration

Lists the sessions that started within a specified timeframe. Start defines the start of the
timeframe. Duration is the duration of the timeframe in seconds.

-detail
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Displays detailed information about the selected query, such as backup type, protection, whether or
not encrypted. The VADP feature introduced in Data Protector 8.14 provides enhanced reports for
Virtual Machines. Reports on VMware virtual machines display VM objects in the command line
output in the same way as regular Data Protector clients. The reports for each VM object displays
additional information, such as VM name, VM path, VM UUID, ESXi server, and full object name.

-encryptioninfo
Displays detailed encryption information for objects meeting the query criteria.
-session SessionID

Displays session information. If no SessionID is specified, all sessions are shown. The report
shows for each session: the ID, type, status and user (UNIX login, UNIX group and client). If a
sessionlID is specified, then objects that are backed up within this session are shown. This
information includes: client name, mountpoint, label, object type and object status.

If the -detail option is specified, more information is shown, such as the backup type (full,
incr,...), protection status, encryption status, and so on. For integration objects, the backup ID is
also shown. For VADP clients, the object name must use the VM name as reported from
omnicellinfo -cell brief command and this applies to all variations of omnidb -session,
where object name is <hostname>: /<vCenter>/<path>/<vmname>[<UUID>]. Here, <hostname> is
DNS name of the guest virtual machine. If the DNS name is unknown, the IP address or VM name
is used.

If the -encryption option is specified, the encryption KeyID-StoreID is displayed for each
encrypted object created during the specified session. SessionIDis mandatory in this case.

-auditing

Lists auditing related information from the cell. The following information is listed for each backup
session: name, specification, completion status, backup type, start time, end time, and owner.

If the -detail option is specified, the command also lists used media and objects.
-copyid CopyID

If several copies of the same object exist in one session as a result of the object copy or object
mirror operation, this option is obligatory. It selects a specific copy.

-filesearch[-nN] Client Directory FileName

Lists all the backed up files and directories that match the selection criteria set by the CLient
Directory FileName parameters. Wildcards can be used. The list can be limited to a certain
number of displayed objects by setting the -n option, where N is the number of objects to be
displayed. The following information is displayed about each object: object type, object name,
object description, pathname.

-listdir Directory
Lists all the backed up objects in the specified directory.
-list_folders

Microsoft Exchange Server Single Mailbox integration: displays a list of all single mailbox folders
(including their subfolders) backed up within a particular session.

-mailbox MailboxName

Microsoft Exchange Server Single Mailbox integration: displays mailbox folders for a particular
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mailbox only. If the option is not specified, folders of all backed up mailboxes are listed.
-listcopies

Lists details on all existing object or mirror copies of the specified object for the specified session.
The session ID, the CopyID, the time and the status of object copy or mirror sessions for the
specified object are listed.

-rpt SessionID

Displays session information in a form specially suited for further use of awk, grep or perl. Records
are separated with blank lines and line feed is the field separator. If no SessionID is specified, all
backup sessions are shown. Each record contains the following fields: the ID, backup specification
name, status, start time in format HH: MM and duration in hours as a floating point number.

-report Report

Lists all messages (of specified report level and higher) which were generated by the specified
session. Messages are classified (in ascending order) as: warning, minor, major and critical.
For example, if major is selected, only major and critical messages are reported. By default, all
messages are reported.

-object
Displays information on all data objects. The report shows the client name, label, and object type.

If the -detail option is specified, more detailed information is displayed for each object, such as
each session for which object versions were created, together with protection status, encryption
status, and so on.

If the -encryptioninfo optionis specified, for each object, the encryption KeyID-StorelIDis
displayed for each session in which object versions were created.

-filesystem Client:MountPoint Label

Displays information on all filesystem objects (displays the CLient :MountPoint Label string for
every filesystem object in the IDB). If a CLient:MountPoint Label stringis specified, the backup
sessions containing the object specified by this string are listed. For each backup session, the
report shows: the session ID, session start time, session duration, backup object status and size,
and the number of session errors reported.

-winfs Client:MountPoint Label

Displays information on all Windows filesystem objects (displays the CLient:MountPoint Label
string for every Windows filesystem object in the IDB). If a CLient :MountPoint Label stringis
specified, the backup sessions containing the object specified by this string are listed. For each
backup session, the report shows: the session ID, session start time, session duration, backup
object status and size, and the number of session errors reported.

-vbfs Client:MountPoint Label

Displays information on all Windows filesystem objects (displays the CLient :MountPoint Label
string for every Windows filesystem object in the IDB). If a CLient:MountPoint Label stringis
specified, the backup sessions containing the object specified by this string are listed. For each
backup session, the report shows: the session ID, session start time, session duration, backup
object status and size, and the number of session errors reported.

-rawdisk Client Label

Displays information on disk image objects (displays the CLient Label string for every object in
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the IDB). If aClient Label stringis specified, the backup sessions containing the object specified
by this string are listed. For each backup session, the report shows: the session ID, session start
time, session duration, backup object status and size, and the number of session errors reported.

-streamClient:Set

Displays information on stream objects (displays the CLient:Set string for every stream object in
the IDB). If aClient:Set string is specified, the backup sessions containing the object specified
by this string are listed. For each backup session, the report shows: the session ID, session start
time, session duration, backup object status and size, and the number of session errors reported.

-sap Client:Set

Displays information on SAP R/3 data objects (displays the CLient:Set string for every SAP R/3
objectinthe IDB). If CLient:Set is specified, the backup sessions containing the object specified
by this string are listed. For each backup session, the report shows: the session ID, session start
time, session duration, backup object status and size, and the number of session errors reported.

-sapdb Client:Set

Displays information on SAP MaxDB data objects (displays the CLient:Set string for every SAP
MaxDB object in the IDB). If a CLient:Set string is specified, the backup sessions containing the
object specified by this string are listed. For each backup session, the report shows: the session
ID, session start time, session duration, backup object status and size, and the number of session
errors reported.

-oracle8 Client:Set

Displays information on Oracle objects (displays the CLient: Set string for every Oracle object in
the IDB). If aClient:Set string is specified, the backup sessions containing the object specified
by this string are listed. For each backup session, the report shows: the status, size of object, and
the number of session errors reported.

-mssql Client:Set

Displays information on Microsoft SQL Server objects (displays the CLient:Set string for every
Microsoft SQL Server object in the IDB). If a CLient:Set string is specified, the backup sessions
containing the object specified by this string are listed. For each backup session, the report shows:
the session ID, session start time, session duration, backup object status and size, and the number
of session errors reported.

-msese Client:Set

Displays information on Microsoft Exchange Server objects (displays the CLient:Set string for
every Microsoft Exchange Server object in the IDB). If a CLient:Set string is specified, the backup
sessions containing the object specified by this string are listed. For each backup session, the
report shows: the session ID, session start time, session duration, backup object status and size,
and the number of session errors reported.

-e2010 Client:Set

Displays information on Microsoft Exchange Server 2010/2013 objects (displays the CLient:Set
string for every Microsoft Exchange Server 2010/2013 object in the IDB). If aCLient :Set string is
specified, the backup sessions containing the object specified by this string are listed. For each
backup session, the report shows: the session ID, session start time, session duration, backup
object status and size, and the number of session errors reported.

-mbx Client:Set
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Displays information on Microsoft Exchange Server objects - single mailboxes (displays the
Client:Set string for every Microsoft Exchange Server object - single mailboxes in the IDB). If a
Client:Set string is specified, the backup sessions containing the object specified by this string
are listed. For each backup session, the report shows: the session ID, session start time, session
duration, backup object status and size, and the number of session errors reported.

-informix Client:Set

Displays information on Informix Server objects (displays the CLient:Set string for every Informix
Server object inthe IDB). If an CLient:Set string is specified, the backup sessions containing the
object specified by this string are listed. For each backup session, the report shows: the session
ID, session start time, session duration, backup object status and size, and the number of session
errors reported.

-sybase Client:Set

Displays information on Sybase objects (displays the ClLient : Set string for every Sybase object in
the IDB). If aClient:Set string is specified, the backup sessions containing the object specified
by this string are listed. For each backup session, the report shows: the session ID, session start
time, session duration, backup object status and size, and the number of session errors reported.

-lotus Client:Set

Displays information on Lotus Notes/Domino objects (displays the CLient :Set string for every
Lotus Notes/Domino object in the IDB). If a CLient:Set string is specified, the backup sessions
containing the object specified by this string are listed. For each backup session, the report shows:
the session ID, session start time, session duration, backup object status and size, and the number
of session errors reported.

-vss Client:Set

Displays information on Microsoft Volume Shadow Copy (VSS) objects (displays the CLient:Set
string for every VSS object in the IDB). If a CLient:Set string is specified, the backup sessions
containing the object specified by this string are listed. For each backup session, the report shows:
the session ID, session start time, session duration, backup object status and size, and the number
of session errors reported.

-db2 Client:Set

Displays information on IBM DB2 UDB objects (displays the CLient: Set string for every IBM DB2
UDB object inthe IDB). If a CLient:Set string is specified, the backup sessions containing the
object specified by this string are listed. For each backup session, the report shows: the session
ID, session start time, session duration, backup object status and size, and the number of session
errors reported.

-mssharepoint Client:Set

Displays information on Microsoft SharePoint Server 2010 objects (displays the Client:Set string
for every Microsoft SharePoint Server 2010 object in the IDB). If a CLient:Set string is specified,
the backup sessions containing the object specified by this string are listed. For each backup
session, the report shows: the session ID, session start time, session duration, backup object
status and size, and the number of session errors reported.

-veagent Client:Set

Displays information on virtual environment objects (displays the CLient:Set string for every
virtual environments object in the IDB). If a CLient:Set string is specified, the backup sessions
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containing the object specified by this string are listed. For each backup session, the report shows:
the status, size of object, and the number of session errors reported.

Reports display VMware virtual machines in the same way as Data Protector clients called VADP
clients. The new object name format is as follows:

<hostname>:/<vCenter>/<path>/<vmname>[<UUID>]

Here, <hostname> is the DNS name of the guest virtual machine. If the DNS name is unknown, the
IP address or VM name is used.

-idb[Client:Set]

Displays information on backup objects of the Internal Database type that are referenced in the
IDB. In the omnidb output, such objects are marked with the IDB string.

If the argument CLient:Set is not specified, omnidb lists the CLient:Set string for every Internal
Database backup object. If the CLient:Set argument is specified, omnidb lists for each
corresponding backup session its session ID, start time, duration, statuses and sizes of the backed
up objects, and the number of errors reported.

-integ {MySQL | PostgreSQL} Client:Set

Displays information on backup objects of the MySQL or PostgreSQL type that are referenced in
the IDB. Inthe omnidb output, such objects are marked with the MySQL or PostgreSQL string.

If the argument CLient:Set is not specified, omnidb lists the CLient:Set string for every MySQL
or PostgreSQL backup object. If the CLient:Set argument is specified, omnidb lists for each
corresponding backup session its session ID, start time, duration, statuses and sizes of the backed
up objects, and the number of errors reported.

Note: Inthe omnidb command output, MySQL pseudo-backup objects with metadata are denoted
with the suffix :METADATA in their names.

-strip

This option works in three different ways. If SessionID is specified it strips the Detail Catalog of all
the objects from the session with a specified session ID. If both SessionID and ObjectName are
specified it strips the Detail Catalog of the object identified by 0bjectName from the session with
specified session ID. If no option is specified, it strips the Detail Catalog of all data objects that are
no longer protected.

-strip NumberOfDays

This option can be used with ObjectName to strip the Detail Catalog of all versions of the specified
object that are older than NumberDays days.

-fileversions FileName

Displays information on all sessions which contain the filesystem with specified file FileName,
session ID, mode, date modified, size and type.

-media

Shows list of the media used in the backup session. If object is also specified then it only shows list
of media containing that object.

-user_location

This option changes the output of media related reports to print out user defined location instead of
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physical location used by default.
-change_protection Protection

Changes the current protection of the object versions identified by ObjectName and/or SessionID to
the new protection defined as Protection. If it is specified without any other option then it changes
protection for all Failed/Aborted objects. Protection can be none, permanent, until a specific date, or
for a time interval. When the protection is until a specified date or for a time interval, you must
specify the value. The Date form is [YY]YY/MM/DD. In the first case the value is the date until
which the data is protected. In the second case the time interval is the number of days (after today)
during which the data cannot be overwritten.

NOTE:

From Data Protector 9.05 onwards, the protection for any virtual machine can be modified
for a specific VEAgent object. This option allows you to change the protection for all the
VEAgent Disk objects, when the VEAgent object is selected.

-change_catprotection Protection

Changes the current protection of the catalog retention time. Protection can be none, same_as_
data_protection, until a specific date, or for a time interval. same_as_data_protection means
that catalog will stay until data is overwritten/exported. When the protection is until a specified date
or for a time interval, you must specify the value. The Date form is [YY]YY/MM/DD. In the first case
the value is the date until which the data is protected. In the second case the time interval is the
number of days (after today) during which the data cannot be overwritten.

NOTE:

From Data Protector 9.05 onwards, the catalog protection for any virtual machine can be

modified for a specific VEAgent object. This option allows you to change the catalog

protection for all the VEAgent Disk objects, when the VEAgent object is selected.
-catalog

Displays the Detail Catalog of a specified object - session combination. Use an object option (for
example -filesystem) to specify the object and use the -session (and sessionID)to specify the
session.

-purge

This option removes the session from the session list. All objects within the session become
unprotected. It is still possible to make a restore from this session.

-timeframe StartDate EndDate
Lists the sessions that started within a specified timeframe.
-vdiskuuid diskUUID

This option can be used with the "-catalog" or "-media" to list the associated virtual machine disk
objects. These options are supported only for the VMware.

-list_vdisks

Lists the disk information (disk name and disk UUID) for a backed up virtual machine object.

NOTE:
Both -vdiskuuid diskUUID and -list_vdisks options are available only for objects backed using
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I Data Protector 9.05 and later.

NOTES

With clustered objects, the CLient argument must define name of the virtual host.

With virtual environment objects, the VM UUID displayed by the omnidb command refers to the
instance UUID of the virtual machine.

The virtual machine objects and its associated disk objects constitute the VEAgent object size.

EXAMPLES

The following examples illustrate how the omnidb command works.

1. To see details for the backup sessions started by user "root" in last three days, execute:
omnidb -session -user root -last 3 -type backup -detail

2. Tosee critical errors for the session with the sessionID "2013/05/14-17", execute:
omnidb -session 2013/05/14-17 -report critical

3. Tosee all virtual machines used in backup as VEPA objects and its additional information,
execute:

omnidb -session 2015/11/05-1 -detail

4. To see all virtual machines from all VEPA backups as objects, execute:
omnidb -veagent

5. Todisplay session information about a single virtual machine, execute:

omnidb -veagent host.domain.name:/vcenter.domain.name/datacenter/path/example_
host[c6a20393-159d-4b9a-8671-73a4490ab032]

where, <hostname> is the DNS name of the guest virtual machine or IP address.

6. To see all objects of the type filesystem, execute:
omnidb -filesystem

7. To see encryption information for all Windows filesystem objects, execute:
omnidb -winfs -encryptioninfo

8. To see encryption information for objects created in session "2013/03/23-2" execute:
omnidb -session 2013/03/23-2 -encryptioninfo

9. To see details for the filesystem "hpuljum.company.com:/ Label44" in the latest session, execute:
omnidb -filesystem hpuljum.company.com:/ Label44 -latest -detail

10. To see catalog for the filesystem "bob:/" in the session "2012/07/14-6", execute:

omnidb -filesystem bob:/ -session 2012/07/14-6 -catalog

11. To see details of the sessions that used a Microsoft Exchange Server backup specification named
"MSExchange test", execute:

omnidb -session -datalist "E2010 MSExchange test" -details
12. Tolist all Microsoft Exchange Server mailbox folders in the mailbox "User 2", backed up in the
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session "2013/03/16-10", execute:

omnidb -mbx -list folders -session 2013/03/16-10 -mailbox "User 2"
13. To see information on Lotus Notes/Domino Server objects, execute:

omnidb -lotus

14. To see which Lotus Notes/Domino Server files are contained in the Lotus Notes/Domino Server
object "computer.company.com:DREAM::Databases:5" from the session "2012/08/26-2",
execute:

omnidb -lotus computer.company.com:DREAM: :Databases:5 -session 2012/08/26-2 -
catalog

15. To see information on the SAP MaxDB object "machine.company.com:/instance1/Config/1",
execute:

omnidb -sapdb machine.company.com:/instancel/Config/1
16. To see information on the SAP HANA object "hanasys.company.com:H95:7", execute:
omnidb -sapdb machine.company.com:/instancel/Config/1

17. To see detailed information on media used for the Windows filesystem object
"system.company.com:/C" with the label "DTS_T" in the session "2012/07/14-17", with CopyID
"d5032390-baba-4b3f-8c67-1f5b9273b242/1015", execute:

omnidb -winfs system.company.com:/C "DTS_T" -session 2012/07/14-17 -copyid
d5032390-baba-4b3f-8c67-1f5b9273b242/1015 -media -detail

18. To see detailed information on all existing object or mirror copies of the Windows filesystem object
"system.company.com:/D" with the label "D1" with the sessionID "2013/05/01-12", execute:

omnidb -winfs system.company.com:/D "D1" -session 2013/05/01-12 -listcopies -
detail

19. To see information on Microsoft SharePoint Server 2010 configuration database objects, execute:
omnidb -mssharepoint helios.company.com:SharePoint_Config/1:SharePoint_Config

20. Todisplay information on backup sessions that backed up the Internal Database (more
specifically, the set "DPSPECs:0") on the Cell Manager with the fully qualified domain name
"cmsys.company.com", execute:

omnidb -idb cmsys.company.com:DPSPECs:©
21. Todisplay information on MySQL backup objects backed up with Data Protector, execute:
omnidb -integ MySQL

SEE ALSO

omnidbcheck(1M), omnidbinit(1M), omnidbp4000(1), omnidbsmis(1), omnidbutil(1M), omnidbvss(1),
omnidbxp(1), omnidbzdb(1), omniofflr(1M)
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omnidbp4000 — manages the configuration data which the Data Protector HPE P4000 VSS Agent
uses to connect to the CIMOM providers
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnidbp4000 --version | --help

omnidbp4000 - -ompasswd --add CLlientName [--ssl] [--port PortNumber] [--user Username] [--
passwd Password] [--check [--host CLientName]]

omnidbp400e - -ompasswd - -remove CLientName [--port PortNumber] [--user Username]
omnidbp400e - -ompasswd [--1ist [CLientName]]

omnidbp400e - -ompasswd - -check [--host CLientName]

DESCRIPTION

The omnidbp4000 command enables you to manage configuration data which is used for connections
between the Data Protector HPE P4000 VSS Agent and the chosen Common Information Model
Object Manager (CIMOM) providers. Such connections must be properly configured before storage
systems of the HPE P4000 SAN Solutions family can be used for zero downtime backup and instant
recovery purposes. For an overview, see the HPE Data Protector Zero Downtime Backup
Administrator's Guide.

Using omnidbp4000, you should configure the connection to the chosen CIMOM provider. Once
configured, the connection configuration data corresponding to the chosen CIMOM provider is stored in
a separate configuration file located on the Cell Manager in the directory:

Windows systems: Data_Protector _program_data\server\db80\smisdb\p4000\login
UNIX systems: /var/opt/omni/server/db80/smisdb/p4000/login

With omnidbp4000, you can also update or remove the connection configuration data, list the contents
of the configuration files, and check if the connection to a particular CIMOM provider can be
established. For these purposes, the omnidbp4006 command provides the basic options --add, --
remove, --1ist, and - -check. The option - -add can be used for configuring a connection anew as well
as updating the configuration data for an already configured connection.

OPTIONS

--version
Displays the version of the omnidbp4000 command.
--help

Displays the usage synopsis for the omnidbp4000 command.
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--ompasswd --add CLientName [--ss1] [- -port PortNumber] [--user Username] [ - -passwd
Password] [--check [--host CLientName]]

Configures or reconfigures the data which the Data Protector HPE P4000 VSS Agent uses to
establish connection to a CIMOM provider whose service is running on the system CLientName.
For CLientName you can specify either fully qualified domain name, host name, or IP address of the
system. Host names are automatically expanded to fully qualified domain names before they are
stored to the configuration files. If no additional options are specified, omnidbp4000 configures the
connection as a non-SSL connection, using the port number 5988 as the CIMOM service listening
port, and using administrator as the user name. In this case, omnidbp4000 prompts you to enter
the password interactively, and omits the initial connection check.

If the option --ssl is specified, the connection is configured to use SSL.

If the option - -port is specified, the connection is configured to use the port number PortNumber. If
not specified, the default port number is used: 5988 for connections not using SSL, 5989 for
connections using SSL. HPE recommends you use the default port number.

If the option - -user is specified, the connection is configured to use the user name specified in
Username. In the opposite case, the default user name administrator is used. If the option --
password is specified, the connection is configured to use the password Password. If not specified,
omnidbp4000 prompts you to enter the password interactively,

If the option - -check is specified, omnidbp4000 checks if the connection to the CIMOM provider
can be established after storing the data to the connection configuration file. If the option - -host is
specified, the Data Protector HPE P4000 VSS Agent checking the connections is started on the
system ClientName, otherwise one of the systems with the Data Protector HPE P4000 VSS Agent
installed is chosen by Data Protector. For CLientName you can specify either fully qualified domain
name or IP address of the system.

--ompasswd - -remove CLientName [--port PortNumber] [--user Username]

Removes the connection configuration data, which has been added by omnidbp400e, for the
CIMOM providers whose service is running on the system CLientName. For CLientName you can
specify either fully qualified domain name or IP address of the system. If the option - -port, the
option - -user, or both are specified in addition, only the configuration files corresponding to
connections whose port number matches PortNumber, whose user name matches Username, or
whose port number and user name both match the specified values are removed, respectively.

--ompasswd [--1ist [CLientNamel]]

Lists all existing connection configuration data for the CIMOM providers, which has been added by
omnidbp4000. For each provider, the following information is displayed: the user name, the fully
qualified domain name or IP address of the system hosting the CIMOM service, the port number of
the CIMOM service listening port, and the indicator whether the connection uses SSL. You can
narrow the output to only a particular system by specifying the argument CLientName. For
ClientName you can specify either fully qualified domain name or IP address of the system.

--ompasswd - -check [--host CLientName]

Triggers a check if the configured connections from the Data Protector HPE P4000 VSS Agent to
the CIMOM providers can be established. If the option --host is specified, the Data Protector HPE
P4000 VSS Agent checking the connections is started on the system CLientName, otherwise one
of the systems with the Data ProtectorHPE P4000 VSS Agent installed is chosen by Data
Protector. For CLientName you can specify either fully qualified domain name or IP address of the
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system.

NOTES

The omnidbp4000 command is available on Windows systems only.

EXAMPLES

The following examples illustrate how the omnidbp4000 command works.

1. To configure a connection to the CIMOM provider hosted on the system "cimom_host1" in the
local domain, so that the connection uses SSL, the CIMOM service port number "5989", the user
name "administrator”, and the password "secretstring" to connect to the CIMOM provider,
execute:

omnidbp4000 --ompasswd --add cimom_hostl --ssl --password secretstring

2. Toupdate the configuration of the connection to the CIMOM provider hosted on the system
"cimom_host3.company.com" that does not use SSL and uses the user name "storagesys__
admin" to connect to the CIMOM provider, so that the Data Protector HPE P4000 VSS Agent
uses the new password "newsecretstring" to connect, execute:

omnidbp4000 --ompasswd --add cimom_host3.company.com --password newsecretstring

3. Toremove configuration data for connections to the CIMOM providers hosted on the system with
the fully qualified domain name "cimom_host2.company.com" and for which the user name
"backup_admin" is used, execute:

omnidbp4000 --ompasswd --remove cimom_host2.company.com --user backup_admin

4. Tolist connection configuration data for connections to the CIMOM providers hosted on the
system with the IP address "16.57.73.10", execute:

omnidbp4000 --ompasswd --list 16.57.73.10

5. To trigger a check if the configured connections to the CIMOM providers can be established, and
use the Data ProtectorHPE P4000 VSS Agent installed on the system "p4000_
host1.company.com" for checking, execute:

omnidbp4000 --ompasswd --check --host p4000 hostl.company.com

SEE ALSO

omnidb(1), omnidbcheck(1M), omnidbinit(1M), omnidbrestore(1M), omnidbsmis(1), omnidbutil(1M),
omnidbvss(1), omnibdxp(1), omnidbzdb(1), omniofflr(1M)
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omnidbsmis — executes administrative tasks on the ZDB database (SMISDB) and on a disk array of
the HPE P6000 EVA Disk Array Family
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnidbsmis -version | -help

omnidbsmis -ompasswd -add CLientName [-ssl1] [-port PortNumber] [-user Username] [-passwd
Password)]

omnidbsmis -ompasswd {-remove CLientName | -deleteClientName} [-port PortNumber] [-user
Username]

omnidbsmis -ompasswd -1ist [CLientName]
omnidbsmis -ompasswd -check [-host CLientName]
omnidbsmis -dgrules {-init | -put FileName | -get FileName | -check EVA_WWN DG_name}

omnidbsmis -caconf {-init | -put FileName | -get FileName | -1ist EVA WWN | -check DR_Group
Name}

omnidbsmis [-1ist] {-session[-ir][-excluded][-original]|-datalist}
omnidbsmis [-show] {-session SessionID|-datalist DatalistName}
omnidbsmis -1list -purge

omnidbsmis -purge [-force] [-host ClientName]

omnidbsmis -delete {-session SessionID | -datalist DatalistName}[-reference] [-preview][-
force] [-host CLientName]

omnidbsmis -sync_check [-host ClientName] [-session SessionID | -datalist DatalistName]

omnidbsmis {-exclude | -include} -session SessionID

DESCRIPTION

Using the omnidbsmis command, you can perform various tasks related to the SMISDB and the HPE
SMI-S P6000 EVA Array provider.

SETTING, DELETING, LISTING, AND CHECKING THE LOGIN INFORMATION FOR THE SMI-S
P6000 EVA ARRAY PROVIDER

The omnidbsmis command can be used to set, delete, list, and check the login information for the SMI-
S P6000 EVA Array provider. The systems with the SMI-S P6000 EVA Array provider installed are
referred to as management systems.
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The omnidbsmis options used for manipulating the login information for SMI-S P6000 EVA Array
provider, which should be used together with the -ompasswd option, are: -add, -remove, -delete, -
list, -check, -ssl, -port, -user, and -passwd.

SETTING THE DISK GROUP PAIRS CONFIGURATION FILE

The omnidbsmis command can be used to manipulate the P6000 EVA disk group pairs configuration
file.

By default, Data Protector creates snapclones in the same disk group as the source volumes they
belong to, and it creates mirrorclones in the same disk group as the original volumes they belong to.
However, you can customize the allocation of snapclones and mirrorclones so that they are created in
any disk group that is configured on the disk array. Note that standard snapshots and vsnaps are
always created in the disk group of their source volumes whether the latter are original volumes or
mirrorclones.

The omnidbsmis options used for manipulating the P6000 EVA disk group pairs configuration files,
which should be used together with the -dgrules option, are: -init, -put, -get, -check.

SETTING UP THE P6000 EVA HOME CONFIGURATION FILE

The omnidbsmis command can be used to manipulate the HOME configuration file for the P6000 EVA
storage system. You can create a new HOME configuration file template and store it in its default
configuration directory, download the file for editing, and upload it back to the SMISDB. You can also
list the data replication (DR) groups with a specified P6000 EVA storage system acting as home and
check if a specified DR group is part of an HPE CA+BC P6000 EVA configuration.

The omnidbsmis options used for manipulating the P6000 EVA HOME configuration file, which should
be used together with the -caconf option, are: -init, -get, -put, -1ist, and -check.

QUERYING THE INFORMATION ON THE BACKUP OBJECTS

The omnidbsmis command can be used to query the SMISDB for the information on the zero downtime
backup (ZDB) sessions (the product of every successful ZDB session is a replica) and the ZDB
backup specifications (a group of replicas created using the same ZDB backup specification is a
replica set).

Using the omnidbsmis command to query the SMISDB, you can:
1. Get detailed information on a specific ZDB session (replica).

2. Get detailed information on all ZDB sessions created using a specific ZDB backup specification
(replica set).

3. Get allist of all ZDB sessions created using the same ZDB backup specification.
4. Get alist of all ZDB sessions available for instant recovery.

5. Get allist of all ZDB backup specifications that have a replica created.

6. Get alist of replicas to be deleted (marked with the purge flag).

7. Get alist of replicas that are excluded from use.

8. Get alist of replicas for each of which an instant recovery session was performed and the
corresponding original volumes were preserved on the disk array after the session.

Note that session details are only displayed for the sessions that have the Keep the replica after
the backup option selected in the ZDB backup specification. Information about ZDB-to-tape sessions
without this option selected is deleted from the SMISDB after each such session.
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Entries which denote automatic mirrorclone creation operations performed by the Data Protector HPE
P6000 / HPE 3PAR SMI-S Agent are presented as pseudo-ZDB sessions, and are listed together with
the associated “regular’ ZDB sessions.

The omnidbsmis options used for querying the SMISDB are: -1ist, -show, -session, -datalist, -
ir, -excluded, -original, and -purge.

PURGING THE SMISDB

The omnidbsmis command can be used to run the purge operation that checks the SMISDB for the
virtual disks with the purge flag and, in case of finding such disks, attempts to delete these objects.

The omnidbsmis options used for purging replicas and their entries in the SMISDB, which should be
used together with the -purge option, are: -force and -host.

DELETING SPECIFIC REPLICAS FROM THE DISK ARRAY AND FROM THE SMISDB

The omnidbsmis command can be used to delete volumes (replicas or replica sets) associated with
specific ZDB sessions from the disk array and information about them from the SMISDB. It can
perform deletion only for a specific ZDB session (a replica), identified by the session ID, or for all
sessions based on a specific ZDB backup specification (a replica set), identified by the backup
specification name. Additional option is to only delete information about the specific replicas from the
SMISDB. Mirrorclones created by Data Protector and their SMISDB entries can also be deleted. A
mirrorclone can only be deleted provided that no snapshots are attached to it.

Note that it is not possible to perform instant recovery using a deleted replica or replica set.

The omnidbsmis options used for deleting replicas and SMISDB entries, or only SMISDB entries,
which should be used together with the -delete option, are: -session, -datalist, -reference, -
preview, -force, and -host.

COMPARING THE SMISDB CONTENTS WITH THE CURRENT STATE OF THE DISK ARRAY

The omnidbsmis command can be used to compare persistent data in the SMISDB with the current
state of the P6000 EVA storage system, as retrieved by the Data Protector HPE P6000 / HPE 3PAR
SMI-S Agent, and list the differences. The omnidbsmis options used for the comparison, which should
be used together with the -sync_check option, are: -host, -session, and -datalist.

CAUTION

In specific circumstances, the comparison triggered by omnidbsmis -sync_check may give incorrect
information. Before taking any actions based on the comparison results, you should therefore double-
check if the results reflect the actual P6000 EVA storage system state.

EXCLUDING REPLICAS FROM USE AND BRINGING REPLICAS BACK INTO USE (INCLUDING
REPLICAS)

The omnidbsmis command can be used to exclude a replica that was created in the ZDB session
identified by the session ID from use (replica set rotation, instant recovery capability, possibility to
delete its session from the SMISDB) or bring it back into use (include it).

The omnidbsmis options to be used for excluding or including replicas are; -exclude, -include, and -
session.

OPTIONS

-version
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Displays the version of the omnidbsmis command.
-help

Displays the usage synopsis for the omnidbsmis command.
-ompasswd -add CLientName

Stores the login information for the system with the name CLientName, on which the SMI-S P6000
EVA Array provider is installed, in the SMISDB.

The -ss1 option specifies that HPE SMI-S P6000 EVA Array provider is SSL-enabled. In this case,
the HPE P6000 / HPE 3PAR SMI-S Agent uses an SSL-based client connection to communicate
with the SMI-S P6000 EVA Array provider.

The -portPortNumber option specifies the port number on which SMI-S P6000 EVA Array provider
listens to requests. The default port number for SMI-S P6000 EVA Array provider is 5988 (the -ss1
option is not selected) or 5989 (the -ss1 option is selected). If your SMI-S P6000 EVA Array
provider is configured to use a different port number, set it using this option.

The -userUsername option sets the user of SMI-S P6000 EVA Array provider. The default user is
administrator. Names of user accounts that are part of a domain must be specified in the format
Username@Domain.

The -passwdPassword option sets the password that will be used for logging in to SMI-S P6000
EVA Array provider. If you omit this option, the command will ask for a password interactively.

-ompasswd {-remove CLientName | -delete ClientName}

This option removes the system with the SMI-S P6000 EVA Array provider installed, specified by
ClientName, from the SMISDB. The login and port number information is also removed. The option
-delete is an alias for the option -remove.

Used together with the -port PortNumber option, the command will only remove the entries for the
specified port. Use this option if you have more than one port configured on the same system, and
you want to delete only one port from the configuration.

If the -user Username option is specified, the command will only remove the entries for the
specified user. Use this option if you have more than one user configured on the same system, and
you want to delete only one user from the configuration.

-ompasswd -1ist ClientName

Lists all systems that have SMI-S P6000 EVA Array provider installed, together with the port
numbers, on which SMI-S P6000 EVA Array providers listen to requests. The CLientName value is
optional: if you enter a name of the host, only the SMI-S EVA CIMOMs, configured for a specified
host, will be displayed.

Note that you will get the same output if you execute the omnidbsmis -ompasswd command without
the -1ist option.

-ompasswd -check [-host ClientName]

Checks if the SMI-S EVA CIMOMs were configured properly in the Data Protector cell. It performs
a health check of your environment, which may help identify such potential problems as wrong user
name or password provided, a broken network connection, a DNS resolution problem, and so on.
The -host option is optional: if you specify the name of a host, the command will be run on the
specified host, otherwise it will be run on the local host. Note that HPE P6000 / HPE 3PAR SMI-S
Agent must be installed on the specified host.
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-dgrules -init

Creates a template for P6000 EVA disk group pairs configuration file or overwrites an existing
configuration file with the template. Note that only rules for configured disk group pairs are
overwritten.

-dgrules -put FileName

Sets the configuration file for P6000 EVA disk group pairs by reading the input file, checking syntax
of its contents, and uploading the file to the SMISDB. If the syntax is incorrect, the file is not
uploaded.

-dgrules -get FileName

Prepares the configuration file for P6000 EVA disk group pairs for editing by reading appropriate
contents from the SMISDB and saving them to a file FilLeName.

-dgrules-checkEVA_WWNDG_name

Provides information on the disk group that is in pair with the disk group identified by EVA_WiwN and
DG_name. The command returns information on 1st disk group name, 2nd disk group name,
and the EVA WWN. If there is no rule configured for the specified disk group, the same name is
displayed for both disk groups.

-caconf -init

Creates a template P6000 EVA HOME configuration file or overwrites an old one with the new
template.

-caconf -put FileName

Uploads the edited P6000 EVA HOME configuration file to the SMISDB. If the syntax of the file is
inaccurate, the file is not uploaded.

-caconf -get FileName

Prepares the P6000 EVA HOME configuration file for editing by reading the contents of the file from
the SMISDB and saving it under FileName.

-caconf -1list EVA WWN

Provides the information on the DR groups with the P6000 EVA Array identified by EVA_WwN acting
as home. The command returns the information on EVA_Wiiw and the DR groups belonging to this
P6000 EVA Array.

-caconf -check DR_Group_Name

Checks if a DR group, identified by DR_Group_Name, is part of HPE CA+BC P6000 EVA
configuration. The command returns the information on the DR group and WWN of a home P6000
EVA Array.

-show -session SessionID

Lists expanded details of a session (identified by the backup session ID). The output of the
command is the information on all target volumes created in the specified backup session. The
following is displayed:

—Name, ID, and WWN of the target volume created in the backup session

—Name and ID of the P6000 EVA storage system on which the target volume was created

HPE Data Protector (10.02) Page 98 of 416



Command Line Interface Reference
omnidbsmis(1)

— Snapshot type used for the replica (preceded with the string Mirroclone if mirrorclones were used
as the snapshot source)

— ID of the source volume used in the backup session
— The backup session ID
— Time stamp of the target volume

—The IR flag (determines if the replica can be used for instant recovery: 0 —the replica cannot be
used, 1 —the replica can be used)

— The exclusion flag (determines if the created replica was subsequently excluded from use: 0 —the
replica was not excluded, 1 —the replica was excluded)

— The source disk version (determines if the source volumes were preserved on the disk array after
a corresponding instant recovery session was performed: 0 —the source volumes were not
preserved, 1 —the source volumes were preserved)

— Name of the backup specification used in the backup session
—Names of the application and backup systems involved in the backup session

Note that you will get the same output if you execute the omnidbsmis-sessionSessionID
command without the - show option.

-show -datalist DatalistName

Lists all replicas that are part of the replica set, which is identified by the ZDB backup specification
name. Replicas displayed are identified by their ZDB session IDs. Note that you will get the same
output if you execute the omnidbsmis -datalist DatalistName command without the -show
option.

-list -session[-ir][-excluded] [-original]

Lists all zero downtime backup sessions that have been run in the cell and in which replicas were
created on a disk array of the HPE P6000 EVA Disk Array Family. For each such session, the
following information is displayed: the session ID, the IR flag, snapshot type used for the replica
(with the "mirrorclone" snapshot source denoted by the string (MC)), the exclusion flag, and the
ZDB backup specification name.

Note that you will get the same output if you execute the omnidbsmis -session command without
specifying the -1ist option.

Additionally, each successful automatic mirrorclone creation is denoted by a separate entry which
is marked as a session for which instant recovery is not possible, with Mirrorclone as the
snapshot type, and as a session that is excluded from use. The suffix _MC is added to its ZDB
specification name.

If the option -ir is specified, the command only lists the sessions marked for instant recovery
(ZDB-to-disk and ZDB-to-disk+tape sessions).

If the option -excluded is specified, the command only lists the sessions that are excluded from
use. Excluded sessions do not participate in replica set rotation and do not offer a possibility to
perform instant recovery.

If the option -original is specified, the command only lists the sessions for each of which the
original volumes were preserved on the disk array after a corresponding instant recovery session
was performed.
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-list -datalist

Lists all ZDB backup specifications that were used to create replicas which are part of replica sets
with existing members and which use a disk array of the HPE P6000 EVA Disk Array Family for
replica storage.

Note that you will get the same output if you execute the omnidbsmis -datalist command without
specifying the -1ist option.

Additionally, each successful automatic mirrorclone creation is denoted by a separate entry which
has the suffix _MC added to the ZDB backup specification name.

-list -purge

Lists all virtual disks (source volumes or target volumes) that are marked for purging in the
SMISDB.

-purge

Runs HPE P6000 / HPE 3PAR SMI-S Agent to perform the SMISDB purge operation that attempts
to remove the virtual disks (source or target volumes) that could not be deleted although they should
be. These elements are marked for purging, and the information about them is stored in the
SMISDB.

Used together with the -force option, the command forces removal of the elements marked for
deletion even if they are presented to the hosts.

If the -host ClientName option is specified, you can choose another location to start the SMISDB
purge operation. Use this option if the systems, involved in a backup session, are no longer
available, thus allowing redirection to another systems that have the HPE P6000 / HPE 3PAR SMI-
S Agent installed.

-delete -session SessionID[-reference] [-preview] [-force] [-host CLientName]

Deletes a replica associated with a specific ZDB session identified by the session ID from the disk
array, and deletes information about the replica from the SMISDB. These actions can only be
performed for sessions which have not been excluded from use.

If the option -reference is specified, only information about the replica in the SMISDB is deleted.
Use this option to remove entries that point to replicas that no longer exist on the disk array, or to
make existing replicas independent from the Data Protector operation.

If the option -preview is specified, the omnidbsmis command does not delete anything, but lists
the replica or replica set that would be deleted if -preview was not specified.

If the option -force is specified, the deletion actions are performed also for replicas that are
presented to some system.

If the option -host CLientName is specified, it changes the location of the delete actions. Use this
option to redirect deletion to another system, in circumstances when the system which was
involved in the backup session(s) is no longer available. The specified system must have the Data
ProtectorHPE P6000 / HPE 3PAR SMI-S Agent component installed.

The option combination -delete -session cannot be used for deletion of mirrorclones.
-delete -datalist DatalistName

Deletes a replica set associated with all ZDB sessions based on a specific ZDB backup
specification from the disk array, and deletes information about the replica set from the SMISDB.
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These actions can only be performed for sessions which have not been excluded from use.

To delete mirrorclones that were automatically created in all ZDB sessions based on a specific ZDB
backup specification, specify DatalistName_MC instead of Datal istName. No mirrorclone
snapshots should exist on the disk array for this operation to succeed.

Alternatively, to delete a replica set associated with all ZDB sessions based on a specific ZDB
backup specification as well as the mirrorclones that were automatically created in these ZDB
sessions, specify DatalistName* instead of DatalistName.

CAUTION: The asterisk (*) is a wildcard character. If other ZDB backup specifications have names
similar to the chosen ZDB backup specification name, the replica sets and the ZDB sessions
based on these specifications may be affected as well.

The meaning of options -reference, -preview, -force, and -hostCLientName is the same as
when used in combination with the options -delete -sessionSessionID.

-sync_check [-host ClientName] [-session SessionID | -datalist DatalistName]

Compares persistent data in the SMISDB with the current state of the P6000 EVA storage system,
and lists the differences. Entries which should be purged are also compared. Note that this option
does not check whether configuration of the P6000 EVA storage system is correct, it only
compares saved data against the actual setup. Before using the results for actual modifications,
verify the configuration first.

If the option -host is specified, it changes the location of the comparison. Use this option to redirect
the comparison to another system, in circumstances when the system which was involved in the
backup session(s) is no longer available. The specified system must have the Data Protector HPE
P6000/ HPE 3PAR SMI-S Agent component installed.

If the option -session is specified, only the entries related to the specified session are checked.

If the option -datalist is specified, only the entries related to the specified backup specification
are checked.

{-exclude | -include} -session SessionID

Excludes a replica from use or brings it back into use (includes it). An excluded replica cannot
participate in replica set rotation, cannot be used for instant recovery, and information about its ZDB
session cannot be deleted from the SMISDB. To involve an excluded replica in replica set rotation,
make it available for instant recovery, or enable deletion of information of its ZDB session from the
SMISDB, bring it back into use.

EXAMPLES

1. Tolist all configured management systems together with the port numbers, on which the SMI-S
P6000 EVA Array providers listen to requests, execute:

omnidbsmis -ompasswd -list

2. Toremove a management system with the hostname "system1", together with its login and port
number information, from the SMISDB, execute:

omnidbsmis -ompasswd -remove systeml

3. To store the login information for the SMI-S P6000 EVA Array provider, installed and running on
the management system with the hostname "system1”, in the SMISDB, execute:
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omnidbsmis -ompasswd -add systeml

You can also set optional parameters, such as the port number and username. If you omit these
parameters, the command will take the default values.

4. To perform a health check of you environment on the local system, execute:
omnidbsmis -ompasswd -check

5. To create and set the disk group pairs configuration file or edit it, folow the steps below on the
application system or the backup system:

a) To create a template disk group pairs configuration file or overwrite an old one with the template,
execute:

omnidbsmis -dgrules -init
b) To get the file for editing and to save it as "c:\tmp\dgrules.txt", execute:
omnidbsmis -dgrules -get c:\tmp\dgrules.txt

The command reads the disk group pairs configuration file from the SMISDB and saves it in the
"c:\tmp" directory on a local system under "dgrules.txt".

c) Edit the "dgrules.txt" file residing in the "c:\tmp" directory and save it. Note that the order of
defining disk group names is ignored. This means that if a source volume is found in "disk group
1", its snapclone will be created in "disk group 2", and the other way round. Note that a certain disk
group can be a member of only one disk group pair.

d) To upload the "dgrules.txt" file to the server, execute:
omnidbsmis -dgrules -put c:\tmp\dgrules.txt

The command reads the contents of the file, checks its syntax, and copies the file to its location
on the Cell Manager.

6. To get the information on the disk group that is the pair of a disk group named original disk_
group configured on the P6000 EVA storage system with the WWN 50001FE15007CA90, execute:

omnidbsmis -dgrules -check EVA1l original_disk_group
The following is the output of the command:

Configured disk group pair:

1st disk group name:"original disk_group"

2nd disk group name:"paired_disk_group_name"
P6000 EVA Array Family name:"50001FE15007CA90"

If there is no rule for the specified disk group, the first and second disk groups are the same.

7. To create the P6000 EVA HOME configuration file or edit it, follow the steps below on the
application system or the backup system:

a) To create a template P6000 EVA HOME configuration file or overwrite an old one with the
template, execute:

omnidbsmis -caconf -init
b) To get the file for editing and to save it as "c:\tmp\cahome.txt", execute:
omnidbsmis -caconf -get c:\tmp\cahome.txt

The command reads the P6000 EVA HOME configuration file from the SMISDB and saves it in
the "c:\tmp" directory on a local system under "cahome.txt".

c) Edit the "cahome.txt" file residing in the "c:\tmp" directory and save it.
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10.

11.

12.

13.

14.

d) To copy the "cahome.txt" file to its original place, execute:
omnidbsmis -caconf -put c:\tmp\cahome.txt

The command reads the contents of the file, checks its syntax, and copies the file back to the
SMISDB.

To check if a DR group named DR Group 1 is part of an HPE CA+BC P6000 EVA configuration,
execute:

omnidbsmis -caconf -check DR_Group_ 1
The command reports the following:

DR Group :"DR_Group_ 1"

Home P6000 EVA Array :"EVA WWN"

To list all existing ZDB sessions, together with their session IDs and ZDB backup specification
names, execute:

omnidbsmis -session

To find out the name, ID, WWW, type, and time stamp of the target volumes created in the ZDB
session with the session ID "2012/11/8-2", execute:

omnidbsmis -session 2012/11/8-2

To delete the replica created in the ZDB session with the session ID "2012/11/13-3" from the disk
array and the associated information from the SMISDB, execute:

omnidbsmis -delete -session 2012/11/13-3

The command will not remove the mirrorclones that may have been automatically created in the
ZDB session.

To delete the mirrorclones created in the ZDB sessions based on the ZDB backup specification
"ZDB_mirrorclone_disk_C" from the disk array and the associated information from the SMISDB,
execute:

omnidbsmis -delete -datalist ZDB_mirrorclone_disk_C_MC
The operation will only succeed if no snapshots of such mirrorclones exist on the disk array.

To delete the replicas created in the ZDB sessions based on the ZDB backup specification "ZDB_
mirrorclone_disk_D" from the disk array and the associated information from the SMISDB,
including the mirrorclones that were automatically created in these sessions, execute:

omnidbsmis -delete -datalist ZDB_mirrorclone_disk_D*

CAUTION: The asterisk (*) is a wildcard character. If other ZDB backup specifications have
names similar to the specified ZDB backup specification name, the replica sets and the ZDB
sessions based on these ZDB backup specifications may be affected by this operation as well.

To run a comparison of the SMISDB with the current state of the P6000 EVA storage system from
the system "computer", execute:

omnidbsmis -sync_check -host computer

SEE ALSO

omnidb(1M), omnidbcheck(1M), omnidbinit(1M), omnidbp4000(1), omnidbutil(1M), omnidbvss(1),
omnidbxp(1), omnidbzdb(1), omniofflr(1M), upgrade_cm_from_evaa(1M)
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omnidbvss — queries the VSS database (VSSDB); browses, lists, saves, removes, and manages the
items of the VSSDB
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnidbvss -version | -help

omnidbvss -init

omnidbvss -1list session[-barlist BackupSpecName]

omnidbvss -1ist session_persistent [-barlist BackupSpecName] [-older than YYYY/MM/DD]

omnidbvss -get session {SessionKey [SessionKey ...]|-barlist BackupSpecName | -all}|-
detail] [-save_metadata Directory]

omnidbvss -get session_persistent {SessionKey [SessionKey...]| -barlist BackupSpecName [-
older_than YYYY/MM/DD] | -all[ -older_than YYYY/MM/DD]}[-save_metadata Directory]

omnidbvss -remove session {SessionKey [SessionKey...]|-barlist BackupSpecName | -all} -
force -reference

omnidbvss -remove session_persistent {SessionKey [SessionKey...]|-barlist
BackupSpecName -older_than YYYY/MM/DD | -all -older_than YYYY/MM/DD}

omnidbvss -disable session {SessionKey [SessionKey ...]|-barlist BackupSpecName | -all}[-
force [-backhost ALternativeBackupSystem]]

omnidbvss -enable session {SessionKey [SessionKey ...]|-barlist BackupSpecName |-all} -
backhost BackupSystem -mnt_target MountPoint [-mnt_sessionid_apphostname | -mnt_
sessionid | -mnt_apphostname_sessionid | -mnt_apphostname | -mnt_direct] [-mnt_readwrite]

omnidbvss -resolve {-apphost ApplicationSystem| -all}
omnidbvss -resolve -session SessionID

SessionKey = SessionID [:CLientName]

DESCRIPTION

The omnidbvss command is used to query the VSSDB.

This command can be used to:

« list all available backup sessions (ZDB-to-disk, ZDB-to-disk+tape, and ZDB-to-tape)

« view information about a specific or all available backup sessions

« View details about a specific or all available ZDB-to-disk and ZDB-to-disk+tape sessions

« save backup components and writer metadata documents

« remove a specific or all available ZDB-to-disk and ZDB-to-disk+tape sessions, together with theirs
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replicas, from the VSSDB and from the disk array
« remove a reference to a specific or to all available backup sessions from the VSSDB
« disables the specified or all ZDB-to-disk or ZDB-to-disk+tape sessions
« enables the specified or all ZDB-to-disk, ZDB-to-disk+tape sessions
« initialize the VSSDB
« resolve the application systems in the Data Protector VSS integration cell.

OPTIONS

-version
Displays the version of the omnidbvss command.
-help
Displays the usage synopsis for the omnidbvss command.
-init
Initializes the VSSDB.
IMPORTANT: All data including sessions and created replicas is deleted from the VSSDB.
-list session[-barlist barlist]

Queries the VSSDB and lists all ZDB-to-disk and ZDB-to-disk+tape session IDs. If -barlist is
specified, only the IDs of the ZDB-to-disk and ZDB-to-disk+tape sessions that were created using
the backup specification are listed.

-list session_persistent [-barlist barlist][-older_than YYYY/MM/DD]

Queries the VSSDB and lists all available backup session (ZDB to disk, ZDB to disk+tape, and
ZDB to tape) IDs.

If -barlist is specified, only the IDs of the sessions that were created using the backup
specification are listed.

If -older_than is specified, only the sessions IDs that were created before the specified date are
listed.

-get session {SessionKey [SessionKey...]| -barlist BackupSpecName | -all}
[-detail] [-save_metadata Directory]
Displays information about the ZDB-to-disk and ZDB-to-disk+tape sessions.

By specifying SessionKey, the -barlist, or the -all option, information about the backup
components and disks about the sessions that match the given criteria will be displayed.

-detail displays detailed information (components, disks) about the specified session.

-save_metadata saves the backup components document (Backup Components Document.xml)
and writer metadata document (writer_name.xml) to the specified directory.

-get session_persistent {SessionKey [SessionKey. . .]|-barlist BackupSpecName

[-older_than YYYY/MM/DD] | -all[-older_than YYYY/MM/DD]}[-save_metadata Directory]
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Displays information about any backup session created using VSS software or the hardware
provider.

By specifying SessionKey, the -barlist, or the -all option, information about the sessions that
match the given criteria will be displayed.

-older_than displays information about the backup sessions, specified with the -barlist option,
or all sessions that were created before the specified date.

-save_metadata saves the backup components document (Backup Components Document.xml)
and writer metadata document (writer_name.xml)to the specified directory.

-remove session {SessionKey [SessionKey...]|-barlist BackupSpecName | -all}
[-force] [-reference]

Removes the specified ZDB-to-disk or ZDB-to-disk+tape sessions and their replicas from the
VSSDB (non-persistent metadata) and disk array.

By specifying the SessionKey, -barlist, or -all option, the information about the sessions that
match the given criteria will be deleted from the VSSDB and the session's replicas will be deleted
from the disk array.

If -reference is specified, only the reference information about the specified sessions and their
replicas will be removed from the database. This option can be used to remove an entry that points
to a replica that no longer exists.

The removing operation fails in the following cases, unless the -force option is used:

— If you have changed the disks' configuration manually after the backup (for example, the
sessions target volumes were presented manually to some other system).

— If the target volumes cannot be dismounted because of a lock by some other process.
-remove session_persistent {SessionKey [SessionKey...]|-barlist
BackupSpecName [-older than YYYY/MM/DD] | -all [-older_than YYYY/MM/DD]}

Removes the reference information about the specified sessions from the VSSDB (persistent
metadata). It does not remove the session's replicas from the disk array.

By specifying the Sessionkey, -barlist, or -all option, information about the sessions that
match the given criteria will be removed.

-older_than removes the reference information about the backup sessions, specified by the -
barlist option, or all sessions, that were created before the specified date.

-disable session {SessionKey [SessionKey...]| -barlist BackupSpecName | -all}
[-force [-backhost AlLternativeBackupSystem]]

Disables the specified ZDB-disk or ZDB-to-disk+tape sessions (if SessionKey is used), sessions
created by the specified backup specification (if -barlist is used), or all sessions (if -all is used).
Disabling means that the replicas (target volumes) created in the specified sessions or using the
specified backup specification are dismounted and unpresented from the backup system.

The disabling operation fails in the following cases, unless the -force option is used:

— If you have changed the disks' configuration manually after the backup (for example, the
sessions target volumes were presented manually to some other system).

— If the target volumes cannot be dismounted because of a lock by some other process.
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Use -force -backhost AlternativeBackupSystem if the backup system from which you want to
disable a backup session is not available. AL ternativeBackupSystem specifies an alternative
client system (any client in the Data Protector cell hat has the VSS integration component
installed), from which the session will be disabled by force.

-enable session {SessionKey [SessionKey...] | -barlist BackupSpecName | -all}

-backhost BackupSystem -mnt_target MountPoint [-mnt_sessionid_apphostname | -mnt_
sessionid | -mnt_apphostname_sessionid | -mnt_apphostname] [-mnt_direct] [-mnt_
readwrite] [-force]

Enables the specified ZDB-disk or ZDB-to-disk+tape sessions (if SessionKey is used), or sessions
created by the specified backup specification (if -barlist is used), or all sessions (if -all is used).
Enabling means that the replicas (target volumes) created in the specified sessions or using the
specified backup specification are presented and mounted to the specified backup system.

-backhost specifies the target client system where you want the target volumes to be presented.

-mnt_target specifies the directory on the BackupSystem where you want the target volumes to be
mounted. By default, a new directory with the session ID is created in the specified directory and
the disks are mounted there. If -mnt_direct is used, the disks are mounted to the specified
directory. Use -mnt_direct only when mounting disks from only one backup session.

You can select the suffix of the mount directory by selecting one of the following options:
-mnt_sessionid_apphostname The name of the application system follows the session ID.
-mnt_sessionid Only the sessionID is used.

-mnt_apphostname_sessionid The sessionID follows the application system name.
-mnt_apphostname Only the application system name is used.

The enabling operation fails in the following cases, unless the -force option is used:

— When -mnt_direct is used and another disk is already mounted in the specified directory.
— If the session to be enabled is already enabled on another backup system.

— If you have changed the disks' configuration manually after the backup.

If you use the -force option to enable disks on your specified system even if they are already
specified on some other system, note that the disks will not be dismounted on the other system and
you will need to clean the environment manually.

By default, the disks are mounted in read-only mode. If -mnt_readwrite is specified, the disks will
be mounted in read/write mode.

-resolve {-apphost ApplicationSystem| -all}

Resolves the specified application system (if -apphost is used) or all application systems (if -all
is used) in the Data Protector cell.

The command applies only to instant recovery-enabled backup sessions and must be run always
after:

— installing or upgrading Data Protector

— your source volumes configuration on the application system has changed (for example, you
have modified the existing source volumes or you have presented new source volumes)

— you have added a new storage object (for example, a Microsoft Exchange Server storage group)
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For more information, see the HPE Data Protector Zero Downtime Backup Integration Guide.
-resolve -session SessionID
Resolves the target volumes created in the specified backup session.

The command applies only to instant recovery-enabled backup sessions and must be run always
after:

— installing or upgrading Data Protector

— your source volumes configuration on the application system has changed (for example, you
have modified the existing source volumes or you have presented new source volumes)

— you have added a new storage object (for example, a Microsoft Exchange Server storage group)

For more information, see the HPE Data Protector Zero Downtime Backup Integration Guide.

EXAMPLES

1. Tolist the instant recovery—enabled sessions (ZDB to disk or ZDB to disk + tape) created using
the backup specification "Backup1”, execute:

omnidbvss -list session -barlist Backupl

2. To get information about the backup components of all backup sessions created before February
1st, 2013, and to save information about the backup components and writer metadata to the
directory "C:\metadata", execute:

omnidbvss -get session_persistent -all older_than 2013/02/01 -save_metadata
C:\metadata

Note that the specified directory must exist before you execute the command.

3. Toremove the reference information about the sessions "2013/02/11-1" and "2013/02/11-2" from
the VSSDB and to remove the associated replicas from the disk array, execute:

omnidbvss -remove session 2013/02/11-1 2013/02/11-2

4. To mount the target volumes from the session "2013/02/15-1" in the directory "C:\mnt\", present
them on the client system "backupsys", and to leave the volumes mounted in read/write mode,
execute:

omnidbvss -enable session 2013/02/15-1 -backhost backupsys -mnttarget C:\mnt -
readwrite

Note that a new directory with the session ID is created and that the target volumes are mounted
in the directory "C:\mnt\2013-02-15-1".

SEE ALSO

omnidb(1M), omnidbcheck(1M), omnidbinit(1M), omnidbp4000(1), omnidbsmis(1), omnidbutil(1M),
omnidbxp(1), omnidbzdb(1), omniofflr(1M)
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omnidbxp — queries the ZDB database (XPDB), manipulates the P9000 XP LDEV exclude file,
configures the HPE P9000 XP Disk Array Family command devices usage, and manages the user
authentication data which the Data Protector HPE P9000 XP Agent uses to connect to specific disk
arrays

(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnidbxp -version | -help

omnidbxp -exclude {-put filename | -get filename | -check SEQ LDEV|-init | -delete}
omnidbxp [-ir] -session {-1ist | -show sessionID}

omnidbxp [-ir] -1dev {-1ist | -show SEQ LDEV}

omnidbxp -cm{-add serial {CU:LDEV | LDEV} hostname [instance] | -update serial {CU:LDEV | LDEV}
hostname [instance]}

omnidbxp -cm -remove {all | serial [{CU:LDEV | LDEV}[hostname]]}

omnidbxp -cm -1ist

omnidbxp -user -add SEQ -username Username [-password Password)]

omnidbxp -user -check SEQ -host CLientName

omnidbxp -user -update SEQ -username Username [-password Password)]

omnidbxp -user -list SEQ

omnidbxp -user -remove SEQ

DESCRIPTION

Using the omnidbxp command, you can perform various tasks related to the XPDB and your HPE
P9000 XP Disk Array Family storage system.

QUERYING THE INFORMATION ON BACKUP OBJECTS AND MANIPULATING THE LDEV
EXCLUDE FILE

The omnidbxp command can be used to query the information stored in the ZDB database (XPDB),
which stores the information about the configured LDEVs pairs (for both S-VOL types: mirror and
snapshot) that is used during the Data Protector HPE P9000 XP Disk Array Family backup and restore
sessions. The XPDB is a set of plain text files stored on the Cell Manager in the default Data Protector
ZDB database directory. The XPDB records contain data about the P-VOL — S-VOL pairs which have
been put in the SUSPENDED state by the Data Protector HPE P9000 XP Disk Array Family
integration: the mirrors that have been split and the snapshots that have been created on the disk array.
The XPDB is written to whenever a mirror is split or a snapshot is created. A pairis deleted from the
XPDB whenever the Data Protector HPE P9000 XP Agent resynchronizes a mirror (if the S-VOL is a
mirror copy) or empties the volume that stores snapshot data (if the S-VOL is a snapshot).
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The omnidbxp command can also be used to manipulate the P9000 XP LDEV exclude file. The P9000
XP LDEYV exclude file enables disabling of using certain LDEVs on the backup system (S-VOL LDEVs)
by Data Protector. Thus, it is possible to reserve certain LDEVs for other purposes than Data Protector
backup and restore. The disabled LDEVs are, if used in a Data Protector session, ignored by Data
Protector and such a session fails with critical error. The list of disabled LDEVs is kept in the P9000 XP
LDEV exclude file on the Cell Manager: Data_Protector_program_
data\server\db80\exclude\XPexclude (Windows systems)or
/var/opt/omni/server/db80/xpdb/exclude/XPexclude (UNIX systems).

The omnidbxp options to be used for querying the XPDB and manipulating the P9000 XP LDEV
exclude file are: -exclude, -put, -get, -check, -init, -delete, -session, -1ist, -show, -ir, -
ldev, -show.

HPE P9000 XP Disk Array Family COMMAND DEVICE HANDLING

An HPE P9000 XP Disk Array Family command device is needed by any process that needs access to
a disk array of the HPE P9000 XP Disk Array Family. The information about HPE P9000 XP Disk Array
Family command devices is kept in the XPDB for the purpose of eliminating duplicate instance usage
and overallocation. Data Protector provides the following mechanism to prevent duplicate instance
usage and overallocation:

1. Whenever a session is started, Data Protector queries the XPDB for a list of command devices. If
none is found in the XPDB (default behavior when the first session is started), Data Protector
identifies command devices and generates a list of command devices in the XPDB as connected
to every application system and every backup system in the cell.

2. Every command device is assigned an instance number (starting from 301) and the system
(hostname) having access to it. If a command device can be accessed from more than one
system, the hostname identifier enables Data Protector to be aware of the fact that the command
device is already meant to be used by some other system; next available instance number is
assigned to such a command device—hostname combination.

3. Whenthelistis created, every disk array of the HPE P9000 XP Disk Array Family which is
attached to an application system or a backup system has a list of its command devices and
systems having access to them (together with an instance number) assigned.

4. During a session, whenever an application system or a backup system needs access to a P9000
XP Array, it uses the first assigned command device with the instance number from the list. If the
command device fails, the next command device from the list assigned to a particular system is
used. If all of them fail, the session fails. The successful command device is used by a particular
system until the end of the session and the list of command devices is used for all consecutive
sessions.

Using the omnidbxp command, it is possible to:

1. Specify a particular command device (identified by the serial number of a P9000 XP Array and the
LDEV number) to be used by a particular system. Optionally, an instance number can be assigned
too. If the instance number is not specified, Data Protector assigns the lowest not yet assigned
instance number. The entire information is written in the XPDB.

2. List all command devices in the XPDB.

Remove a specific or all command devices from the XPDB or update the information about a
specific command device in the XPDB.

The omnidbxp option combinations to be used for command device handling begin with the -cm option.
The options that can follow are: -add, -update, -remove, -1ist.
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CONFIGURING THE USER AUTHENTICATION DATA

You can use the omnidbxp command to add user credentials of disk array user accounts to the XPDB
and to manage stored credentials. For each particular disk array serial number, you can add user
credentials of a single user account. The credentials are used by the HPE P9000 XP Agent when it
attempts to connect to a disk array through a command device which has the user authentication mode
enabled. They must match those configured on the P9000 XP Array. The user credentials are required
for the following types of Data Protector sessions:

— zero downtime backup and instant recovery sessions (involving only the Data Protector HPE P9000
XP Agent)

— VSS instant recovery sessions (involving the Data Protector HPE P9000 XP Agent and the Data
Protector Microsoft Volume Shadow Copy Service integration)

Before running a particular Data Protector session, you can use the omnidbxp command to verify that
the HPE P9000 XP Agent can actually connect to the disk array using the preconfigured user
credentials from the XPDB.

The omnidbxp option combinations to be used for configuring the user authentication data begin with
the -user option. The options that can follow are: -add, -username, -password, -check, -host, -
update, -1ist, -remove.

OPTIONS

-version

Displays the version of the omnidbxp command
-help

Displays the usage synopsis for the omnidbxp command.
-exclude -put filename

Sets the list of excluded LDEVs by reading the contents of the filename, checking its syntax and if
the syntax is correct, copying the file to its position on the Cell Manager. If the syntax is not correct,
the file is not copied.

-exclude -get filename

Prepares the P9000 XP LDEV exclude file for editing by reading the contents of the P9000 XP
LDEV exclude file on the Cell Manager and saving it under the filename.

-exclude -check SEQ LDEV

Checks whether the specified LDEV, identified by its backup system disk array serial number (SEQ)
and LDEV number (LDEV) is specified in the P9000 XP LDEV exclude file on the Cell Manager. The
LDEV number must be specified as the CU#:LDEV in decimal format. If the queried LDEV is
specified in the P9000 XP LDEV exclude file, the command retumns the string YES!. If the queried
LDEV is not specified in the P9000 XP LDEV exclude file, the command retumns the string NO!.

-exclude -init

Overwrites the current P9000 XP LDEV exclude file on the Cell Manager with the template P9000
XP LDEV exclude file.

-exclude -delete
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Deletes the contents of the P9000 XP LDEV exclude file on the Cell Manager.
-ir

Specifies that the current omnidbxp command is executed only for the LDEVs pairs marked for the
instant recovery in the XPDB. If this option is not specified, the current command is executed for all
LDEVs pairs in the XPDB.

-session -list

Lists all available sessions in the XPDB.
-session -show sessionID

Lists all backup system S-VOL LDEVs that were involved in the session with the sessionID.
-ldev -list

Lists all S-VOL LDEVs in the XPDB together with their corresponding backup session ID.
-ldev -show SEQ LDEV

Lists all available XPDB information about the S-VOL specified by its SEQ and LDEV identifiers. The
following information is listed: session ID, timestamp (date and time), CRC data, instant recovery
flag, the SEQ and LDEV identifiers and port number of the corresponding primary volume (P-VOL),
mirror type, mirror unit (MU) number, fully qualified domain name (FQDN) of the application system
name, and FQDN of the backup system.

-cm -add serial {CU:LDEV| LDEV} hostname [instance]

Adds the command device identified by the serial number of a P9000 XP Array (serial)and serial
number of command device in the hexadecimal or decimal format (CU: LDEV or LDEV) to the XPDB,
and assigns it the hostname of the system accessing it (hostname) and optionally the instance
number (instance). If the instance number is not specified, Data Protector assigns the lowest not
yet assigned instance number.

The instance number must be any number in the range between 301 and 399.

The command does not check whether the specified command device or system exist, it only
checks if the optional instance number specified is within the correct range and if the command
device together with the instance number is not already assigned to be used by some other system.
If checks fail, the command fails with an appropriate error message.

-cm -update serial {CU:LDEV | LDEV} hostname [instance]

Updates the XPDB information about the command device identified by the serial number of a
P9000 XP Array (serial), serial number of command device in the hexadecimal or decimal format
(CU:LDEV or LDEV) and the specified hostname of the system accessing it (hostname), by assigning
the newly specified instance number (instance) to the P9000 XP Array serial number, serial
number of command device and hostname combination. If the instance number is not specified,
Data Protector assigns the lowest not yet assigned instance number.

The instance number must be any number in the range between 301 and 399.

The command does not check whether the specified command device or system exist, it only
checks if the optional instance number specified is within the correct range and if the command
device together with the instance number is not already assigned to be used by some other system.
If the checks fail, the command fails with an error message.

-cm -remove all
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Removes the information about all command devices from the XPDB.
-cm -remove serial [{CU:LDEV | LDEV}[hostname]]

If only the serial argument is specified, the command removes the information about command
devices within a specific P9000 XP Array identified by the serial number of this P9000 XP Array
(serial)from the XPDB.

If the CU: LDEV | LDEV and optionally hostname arguments are specified as well, the command
removes the information about the command device identified by the serial number of the P9000 XP
Array (serial), serial number of command device in the hexadecimal or decimal format (CU: LDEV or
LDEV) and optionally by the hostname of the system (hostname).

When removing the information about the command device without specifying the system
(hostname), the command deletes all entries for the specified command device, regardless of the
system(s) assigned to it.

-cm -list
Lists all command devices in the XPDB.
-user -add SEQ -username Username [-password Password)]

Adds user authentication data for the disk array with the serial number SEQ to the XPDB. For each
particular disk array serial number, the XPDB can only contain authentication data of a single disk
array user account.

If the option -password is specified, omnidbxp uses the password specified in the command line
instead of prompting for it to be entered interactively.

-user -check SEQ -host CLientName

Checks if the HPE P9000 XP Agent can connect to the disk array with the serial number SEQ from
the system CLientName using the user authentication data configured for this disk array.
ClientName can be a name of either an application system or the backup system. This action
actually checks if the user name and password configured in the XPDB for this disk array match
any of the user accounts that are configured on the disk array. If successful, omnidbxp reports the
command device and the instance number that were used for the connection.

-user -update SEQ -username Username [-password Password)]
Updates the user authentication data for the disk array with the serial number SEQ in the XPDB.

If the option -password is specified, omnidbxp uses the password specified in the command line
instead of prompting for it to be entered interactively.

-user -1ist [SEQ]

Lists the user authentication records that are stored in the XPDB, in the form of serial number—user
name pairs.

If the argument SEQ is specified, omnidbxp only lists the records that belong to the disk array with
this particular serial number.

-user -remove SEQ

Removes the user authentication data for the disk array with the serial number SEQ from the XPDB.
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EXAMPLES

1.

To set or change the P9000 XP LDEV exclude file:
a.) Use the following command on the application or backup system:
omnidbxp -exclude -get c:\tmp\filename.txt

This command reads the P9000 XP LDEV exclude file from the Cell Manager and saves it in the
"c:\tmp\filename.txt" file.

b.) Edit the c: \tmp\filename.txt file and save it when you are done editing.
c.) Use the following command on the application or backup system:

This command reads the contents of the "c:\tmp\filename.txt", checks its syntax and if the syntax
is correct, copies the file to its position on the Cell Manager.

omnidbxp -exclude -put c:\tmp\filename.txt

To check whether the LDEV identified by the serial number "12345" and the LDEV number "123" is
specified in the P9000 XP LDEV exclude file, execute the following command:

omnidbxp -exclude -check 12345 2864

To list all backup system LDEVs, regardless of they being marked for instant recovery or not, that
were involved in the session with the sessionID "2013/05/18-22", execute:

omnidbxp -session -show 2013/05/18-22
To list all command devices in the XPDB, execute:
omnidbxp -cm -list

To add the command device identified by the P9000 XP Array serial number "00035371" and
command device serial number "103" to the XPDB and assign it to be used on the
"computer.company.com" system by the instance number "303", execute:

omnidbxp -cm -add 00035371 103 computer.company.com 303
To remove the information about all command devices from the XPDB, execute:
omnidbxp -cm -remove all

To add the user name "data_protector_admin_3" and the password "3drowssap2xelpmoc1ym" as
the user authentication data for the disk array with the serial number "80134" to the XPDB,
execute:

omnidbxp -user -add 80134 -username data_protector_admin_3 -password
3drowssap2xelpmoclym

To check if the HPE P9000 XP Agent installed on the system "p9500_bkp_sys.company.com"
can connect to the disk array with the serial number "80134" using the user authentication data
configured in the XPDB, execute:

omnidbxp -user -check 80134 -host p9500 bkp_sys.company.com

To update the user authentication data that is configured in the XPDB for the disk array with the
serial number "80134" with the user name "data_protector_admin_5" and a password that you will
enter interactively, execute:

omnidbxp -user -update 80134 -username data_protector_admin_5
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SEE ALSO

omnidb(1), omnidbcheck(1M), omnidbinit(1M), omnidbp4000(1), omnidbsmis(1), omnidbutil(1M),
omnidbvss(1), omnidbzdb(1), omniofflr(1M)
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omnidbzdb — executes administrative tasks on the HPE 3PAR StoreServe Storage, NetApp Storage,
EMC VNX Storage, or EMC VMAX Storage and manages the configuration data which the integration
agents use to connect to the CIMOM providers or to the storage systems (this command is available on
systems with the Data Protector User Interface component installed).

SYNOPSIS

omnidbzdb --version | --help

omnidbzdb --diskarray ArrayFamily --ompasswd --add CLientName [--ssl] [--port PortNumber)
[--namespace Namespace] [--user Username] [ - -passwd Password)]

omnidbzdb --diskarray ArrayFamily --ompasswd - -remove CLientName [--port PortNumber] |- -
user Username]

omnidbzdb --diskarray ArrayFamily --ompasswd [--1ist [CLientName]]
omnidbzdb --diskarray ArrayFamily --ompasswd - -check [--host CLientName]

omnidbzdb --diskarray ArrayFamily --1ist{--session [--ir][--excluded][--original]]--
datalist}

omnidbzdb --diskarray ArrayFamily --show {--session SessionID |-datalist
BackupSpecName}

omnidbzdb --1list --purge
omnidbzdb --purge [--force] [--host CLientName]

omnidbzdb --delete {--session SessionID | --datalist BackupSpecName}[--reference] [--
preview] [--force] [--host CLientName]

omnidbzdb --sync_check [--host CLientName] [--session SessionID | --datalist BackupSpec]

omnidbzdb {--exclude | --include} --session SessionID

DESCRIPTION

The omnidbzdb command enables you to manage configuration data used for connections between a
Data Protector HPE 3PAR StoreServ Storage integration agent and the chosen Common Information
Model Object Manager (CIMOM) providers, for connection between Data Protector NetApp Storage
integration agent and the chosen NetApp storage system, for connection between EMC VNX Storage
and the chosen EMC VNX system, or for connection between EMC VMAX Storage and the chosen
EMC VMAX system. Such connections must be properly configured before a storage system can be
used for zero downtime backup and instant recovery purposes. To integrate with these storage system
families, Data Protector uses different integration agents, depending on the operating system running
on the application and backup systems:

. Data Protector HPE 3PAR StoreServ Storage integration: HPE 3PAR VSS Agent for Windows
systems and HPE P6000 / HPE 3PAR SMI-S Agent for Windows, Linux, and HP-UX systems.
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« Data Protector NetApp Storage integration: NetApp Storage Provider, which is a plug-in to the
Data Protector SMI-S Agent

« Data Protector EMC VNX Storage Family integration: EMC VNX Storage Provider, which is a
plug-in to the Data Protector SMI-S Agent

« Data Protector EMC VMAX Storage Family integration: EMC VMAX Storage Provider, which is
a plug-in to the Data Protector SMI-S Agent

For an overview, see the HPE Data Protector Zero Downtime Backup Administrator's Guide.

Use omnidbzdb to configure the connection to the chosen CIMOM provider or NetApp storage system.
Once configured, the connection configuration data for the chosen system is stored in a separate
configuration file located on the Cell Manager in the directory:

. Data Protector HPE 3PAR StoreServ Storage integration:

Data_Protector_program_data\server\db80\smisdb\p10000\login (Windows)and
/var/opt/omni/server/db80/smisdb/p10000/login (UNIX)

« Data Protector NetApp Storage integration:

Data_Protector_program_data\server\db80\smisdb\netapp\login (Windows)and
/var/opt/omni/server/db80/smisdb/netapp/login (UNIX)

« Data Protector EMC VNX Storage integration:

Data_Protector_program_data\server\db80\smisdb\emcvnx\login (Windows)and
/var/opt/omni/server/db8@/smisdb/emcvnx/login (UNIX)

. Data Protector EMC VMAX Storage integration:

Data_Protector program_data\server\db80\smisdb\emcvmax\login (Windows)and
/var/opt/omni/server/db80/smisdb/emcvmax/login (UNIX)

With omnidbzdb, you can also update or remove the connection configuration data, list the contents of
the configuration files, and check if the connection to a particular CIMOM provider or storage system
can be established. For these purposes, the omnidbzdb command provides the basic options --add, - -
remove, --1ist, and - -check. The option - -add can be used for configuring a new connection and
updating the configuration data for an already configured connection.

OPTIONS

--version

Displays the version of the omnidbzdb command.
--help

Displays the usage synopsis for the omnidbzdb command.
--diskarray ArrayFamily

Selects the disk array family on which to perform configuration data management. omnidbzdb of the
current Data Protector product version supports HPE 3PAR StoreServ Storage, NetApp Storage,
EMC VNX Storage, and EMC VMAX Storage. You can select one of them by specifying the
corresponding value for the ArrayFamily argument (P10000 or 3PAR for the HPE 3PAR StoreServ
Storage, NetApp for the NetApp Storage, EmcVnx for the EMC VNX Storage, or EmcVmax for the
EMC VMAX Storage). In an omnidbzdb command line, this option must precede all other options
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and option combinations.

--ompasswd --add ClientName [--ssl] [- -port PortNumber] [--namespace Namespace] [--user
Username] [--passwd Password]

Configures or reconfigures the data, which the appropriate Data Protector ZDB integration agent
uses to establish connection to a CIMOM provider running on the system CLientName, orto a
storage residing on this system. For CLientName you can specify either fully qualified domain
name, host name, or IP address of the system. Host names are automatically expanded to fully
qualified domain names before they are stored to the configuration files. If no additional options are
specified, omnidbzdb configures the connection as non-SSL, using the port number 5988 as a
system listening port, and using administrator as the user name. In this case, omnidbzdb
prompts you to enter the password interactively and omits the initial connection check.

If the option --ss1 is specified, the connection is configured to use SSL.

If the option - -port is specified fora CIMOM provider, the connection is configured to use the port
number PortNumber. If not specified, the default port number is used: 5988 for connections not
using SSL, 5989 for connections using SSL. HPE recommends you use the default port number.

If the option - -user is specified, the connection is configured to use the user name specified in
Username.If not specified, the default user name administrator is used. If the option - -password
is specified, the connection is configured to use the password Password. If not specified,
omnidbzdb prompts you to enter the password interactively.

NOTE:
For the NetApp Storage residing in the cluster environment, run this command for each
destination array.

--ompasswd - -remove CLientName [--port PortNumber] [--user Username]

Removes the connection configuration data, which was added with omnidbzdb. For CLientName
you can specify either fully qualified domain name or IP address of the system with running CIMOM
providers services, or of the storage system. If you additionally specify the options - -port, --user,
or both, only those configuration files are removed where connection values match the specified
ones.

--ompasswd [--1ist [CLientNamel]]

Lists all existing connection configuration data for the CIMOM providers or storage systems, which
was added with omnidbzdb. For each system, the following information is displayed: the user
name, the fully qualified domain name or IP address of the system hosting the CIMOM service or
the storage, the port number of the listening port, and the indicator whether the connection uses
SSL. You can narrow the output by specifying the argument CLientName. For CLientName you can
specify either fully qualified domain name or IP address of the system.

--ompasswd - -check [--host CLientName]

Triggers a check if the configured connections from the Data Protector integration agent to the
CIMOM providers or to the storage systems can be established. If the option - -host is specified,
the connections check starts on system CLientName, otherwise it starts on one of the systems with
the appropriate integration agent. For CLientName you can specify either fully qualified domain
name or |IP address of the system.

--list{-session [--ir][--excluded][--original]|--datalist}

Lists all zero downtime backup sessions running in the cell that matches the specified criteria, or
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the backup specifications that were used to create replicas. Specify the --ir option to list only
sessions for which the "Track the replica for instant recovery" option was selected. To list excluded
sessions, specify --excluded option. Specify the --original option to list only the sessions with
the original volumes preserved on the disk array after a corresponding instant recovery session was
performed. The --datalist option lists all ZDB backup specifications which were used to create
the replicas that are part of replica sets with existing members.

-show {-session SessionID | -datalist BackupSpecName}

When used with - -session option, the command lists expanded details of a session. When used
with --datalist, the command lists replicas that are a part of replica set identified by the backup
specification name.

--list --purge
Lists virtual disks marked for purging.
--purge [--force] [--host CLientName]

Removes virtual disks marked for purge. The - -force option removes elements marked for
deletion even if they are presented to clients. Use the --host option to change location to start the
SMISDB purge operation.

--delete{--session SessionID| --datalist BackupSpecName}[--reference] [--preview] [--
force] [--host ClientName]

Deletes information about session or backup specification from the SMISDB. Specify the - -
session option to delete information about the session. Specify --datalist to delete replicas
associated with the specified backup specification and the linked information from SMISDB.
Specify the - -reference option to only delete information about the replica from the SMISDB. Use
this option to remove entries that point to replicas that no longer exist on the disk array, or to make
existing replicas independent from the Data Protector operation. The - -preview option lists the
replicas that will be deleted, but does not delete them nor does it delete the information from the
SMISDB. Specify the - -force option to force deletion even if replicas are presented to other hosts.
Use the --host option to change the location of the deleted actions when the system from the
backup session is no longer available.

--sync_check[--host ClientName] [--session SessionID | --datalist BackupSpec]

Compares persistent data in SMISDB with the current state of the storage system and lists the
differences for all ZDB sessions. In specific circumstances, the comparison output might be
incorrect, so double check whether the results reflect the actual storage system state before taking
any action based on the comparison results. The - -host option changes the location of
comparison. Use the --datalist to check for entries related to the specified backup specification
or the --session option to lists the differences for the specified session.

{--exclude| --include} - -session SessionID

Excludes orincludes a replica for use.

EXAMPLES

The following examples illustrate how the omnidbzdb command works.

1. To configure a connection to the CIMOM provider available to the Windows system "cimom_
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10.

host3" in the local domain, so that the connection uses the default CIMOM service port number
"5989", the user name "Cimomuser", and the password "drowssapelpmis" to connect to the
CIMOM provider, execute:

omnidbzdb --diskarray 3PAR --ompasswd --add cimom_host3 --user Cimomuser --
password drowssapelpmis

To configure a connection to the NetApp Storage residing on "netapp_box" in the local domain, so
that the connection uses the default port number "5989", the user name "NetApp_admin", and the
password "netapppwd4" to connect to the NetApp Storage, execute:

omnidbzdb --diskarray NetApp --ompasswd --add netapp_box --user NetApp_admin --
password netapppwd4

To update the configuration of the connection to the CIMOM provider available to the system
"cimom_host5.company.com" that uses SSL and the user name "administrator" to connect to the
CIMOM provider, so that the Data Protector HPE 3PAR VSS Agent and the Data Protector HPE
P6000/ HPE 3PAR SMI-S Agent use the new password "drowssapregnorts" to connect, execute:

omnidbzdb --diskarray 3PAR --ompasswd --add cimom_host5.company.com --ssl --
password drowssapregnorts

To remove configuration data for connections to the NetApp storage systems available to the
Windows system with the fully qualified domain name "netapp_storage5.company.com" and for
which the user name "backup_operator" is used, execute:

omnidbzdb --diskarray NetApp --ompasswd --remove netapp_storage5.company.com --
user backup_operator

To list connection configuration data for connections to the CIMOM providers available to the
system with the IP address "19.105.89.43", execute:

omnidbzdb --diskarray 3PAR --ompasswd --list 19.105.89.43

To verify that the Data Protector NetApp Storage integration agent can connect to the NetApp
storage system using the configured user authentication data, execute:

omnidbzdb --diskarray NetApp --ompasswd --check
Tolist all ZDB sessions where the replica is tracked for instant recovery, execute:
omnidbzdb --diskarray 3PAR -session --ir

To compare the information in the SMISDB with the current state of the HPE 3PAR StoreServe
Storage system from the system "Computer”, execute:

omnidbzdb --diskarray 3PAR --sync_check --host Computer

To list replicas that are to be deleted from a session 2012/12/1-2, execute:
omnidbzdb --diskarray 3PAR --delete --session 2012/12/1-2 -preview
To exclude a replica from use, execute:

omnidbzdb --diskarray 3PAR --exclude --session 2013/12/1-2

SEE ALSO

omnidb(1M), omnidbcheck(1M), omnidbinit(1M), omnidbp4000(1), omnidbsmis(1), omnidbutil(1M),
omnidbvss(1), omnidbxp(1), omniofflr(1M)
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omnidownload — downloads information about a backup device and a library from the Data Protector
Internal Database (IDB)
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnidownload -version | -help

omnidownload -1ist_devices [-detail]

omnidownload -dev_info

omnidownload -device BackupDevice [-file FileName]
omnidownload -1ist libraries[-detail]

omnidownload -library Library [-file FileName]

DESCRIPTION

Allows the user to display information about backup devices or download the configuration of the
specified backup device to an ASCII file. Used together with the omniupload utility, this command
enables you to create and maintain backup devices using the command-line interface.

OPTIONS

-version
Displays the version of the omnidownload command.
-help
Displays the usage synopsis for the omnidownload command.
-device BackupDevice
Specifies the name of the backup device you want to download to an ASCII file.
-library Library
Specifies the name of the library you want to download to an ASClI file.
-file FileName

Specifies the name of the target ASCII file for the backup device. By default, the file is created in
the local directory. If this option is omitted, the data is sent to the standard output.

-list_devices

Displays information about the Data Protector backup devices. The report includes the following
information for each device: device name, client, device type and pool.
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-dev_info
Same as -1list_devices option. Used only for compatibility with old Data Protector releases.
-list_libraries

Displays information about the Data Protector libraries. The report includes the following
information for each device: library name, client and library type.

-detail

This option can be used in combination with the -1ist_devices and -1ist_libraries options to
display more detailed information about the Data Protector backup devices or libraries.

EXAMPLES

The following examples illustrate how the omnidownload command works.
1. Todownload backup device "DAT1" into file "/tmp/DAT1", execute:

omnidownload -device DAT1 -file /tmp/DAT1

2. Toreview the information about a virtual tape library named "VTL" in ASCII format that will be
saved as the file "libVTL.txt" to the directory "C:\Temp", execute:

omnidownload -library VTL -file C:\Temp\libVTL.txt

SEE ALSO

omniamo(1), omnib2dinfo(1M), omnimcopy(1), omniminit(1), omnimlist(1), omnimm(1), omnimnt(1),
omnimver(1), omniupload(1), sanconf(1M), uma(1M)
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omniiso — primarily serves as a pre-exec script to prepare the ISO image file for One Button Disaster
Recovery (OBDR); can also be used as a standalone command to automate your backup and disaster
recovery process

(this command is available on systems with the Data Protector Automatic Disaster Recovery
component installed)

SYNOPSIS

omniiso -version|-help

omniiso[-session FSSessionID [IDBSessionID]] [-host ClLientName [-remotehost CLientName]] [-
cd | -net] [-out ISOImagePath] [-srd SRDPath] [-rset P1SPath ImgPath] [-autoinject] [-waik
WAIKPath] [-inject_drivers DriverPath 1 DriverPath_2...] [-use_raw_object][-move_to Path]
[-unique_name] [-exec_script ScriptFilePath] [-password [Passwd]] [-anyobi]

DESCRIPTION

The omniiso command can be used as a:
STANDALONE COMMAND

Although all functionality of the command is also available through the Disaster Recovery Wizard in the
Data Protector GUI, it can also be used as a standalone command to automate your backup and
disaster recovery process.

The command merges
« therecovery set (the data required for temporary DR OS installation and configuration that is created
during a full client backup),

« the SRD file (afile that contains all required backup and restore object information to perform the
restore),

« andthe P1S file (afile that contains information on how to format and partition all disks installed in
the system)

with disaster recovery installation into a disaster recovery ISO image or creates a network recovery
image and saves the created image to afile on disk. By default, the DR OS image files are created in
the Data Protector temporary files directory and are used to perform disaster recovery.

Such DR OS image can also be created using the OBDR Wizard in the Data Protector GUI instead of
this command (recommended).

PRE-EXEC SCRIPT

If the command is used as a pre-exec script in the OBDR Wizard in the Data Protector GUI to prepare
the disaster recovery ISO image, you do not have to specify parameters as their values are
automatically obtained from the environment.
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TIP:
You cannot use omniiso in a pre-exec or post-exec script to create ISO image on the Cell
Manager because the IDB is backed up in a separate session.

OPTIONS

-version

Displays the version of the omniiso command.
-help

Displays the usage synopsis for the omniiso command.
-session FSSessionID[IDBSessionID]

Specifies IDs of the backup sessions that serve as the basis for updating the DR OS image file. All
object backed up in the specified sessions and included in the SRD file are used for the update.

If you are updating the DR OS image file for a Data Protector client, specify the FSSessionID
argument for the most recent full or incremental filesystem backup session that involves the entire
client. If you are updating the DR OS image file for the Data Protector Cell Manager, additionally
specify the IDBSessionID argument for an appropriate full or incremental Data Protector Internal
Database backup session.

CAUTION: The specified Data Protector Internal Database backup session must be a session that
was run after the specified filesystem backup session had completed. To ensure the highest
consistency of the included data, the time frame between both sessions' start times should be
minimal.

-host ClLientName

Specifies the client system for which the DR OS image is created. If not specified, the local system
(the system on which the command is executed) is used.

-remotehost ClientName

Specifies the client system where the DR OS image is created. If not specified, the system
specified with -host is used.

-cd

If this option is specified, omniiso creates an ISO file that can be written to a CD-ROM. If this
option is not specified, the command creates disaster recovery ISO file to be written on a backup
medium.

-net

If this option is specified, omniiso creates a network recovery image file that can be then used to
boot the target system over the network. If this option is not specified, the command creates
disaster recovery SO file to be written on a backup medium.

-out ISOPath

Specifies the location where the DR OS image is created. If this option is not specified, the DR OS
image file is created in the Data Protector temporary files directory.

-srd SRDPath
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Specifies the path to the SRD file. If the -srd option is not specified, the command creates a SRD
file on the system, where omniiso is running and uses it to create the disaster recovery ISO image.
If the -remotehost option is specified, the SRD file is created on the remote client.

-rset P1SPath ImgPath

Specifies the full path to the P1S file and the recovery set. If this option is not specified, the
command creates the P1S file and the recovery set on the system, where omniiso is running and
uses them to create the disaster recovery ISO image. If the -remotehost option is specified, the
P1S and recovery set parameters specify the path on the remote client.

-autoinject

Automatically injects drivers into the DR OS image.

This option is available only for Windows Server 2008 and later releases.
-waik WAIKPath

Specifies the Windows Automated Installation Kit (WAIK) or Assessment and Deployment Kit
(ADK) installation directory. If the -remotehost option is specified, the path is searched on the
remote client.

This option is available only for Windows Server 2008 and later releases.
-inject_drivers DriverPath_1 DriverPath_ 2 ...

Injects additional drivers into the DR OS image. You must specify a full path to the driver. A
maximum of 50 paths can be specified. If the -remotehost option is specified, the paths are
searched on the remote client.

This option is available only for Windows Server 2008 and later releases.
-use_raw_object

If the specified backup session contains both filesystem and disk image backup objects for the
same volume, this option specifies that a disk image backup object should be used. If this option is
not specified, filesystem backup objects have a higher priority. If only one backup object for the
same volume is present in the specified backup session, this option is ignored.

-anyobj

Enables you to create a recovery image even if the specified backup session does not contain all
client volumes. Note that all host critical volumes must be part of the specified backup session:

« the boot and system volumes

« the Data Protector installation volume

« the volume where the CONFIGURATION object is located

« the Active Directory database volume (in case of an Active Directory controller)
« the quorum volume (in case of a Microsoft Cluster)

-password [Passwd)]

Specifies the password that is used during the creation of the recovery media. By using a password
you can prevent unauthorized use of the recovery media after boot. If you only specify the -
password option without a password, the command will prompt you to provide one at the start of the
image creation process.

-move_to Path
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Moves the DR OS image file to the specified location.
-unique_name

Renames the ISO image file to a unique name consisting of the platform type (Windows, Linux),
followed by the client name, platform type (amd64, ia64), the date and time when the image was
created, and the system BIOS UUID. All name components are separated by the '# character. For
example:

windows#computer.company.com#amd64#2013-04-25-09-03#844D978B-1D69-BC7D-EBOD-
3B93628059A1.1s0

-exec_script ScriptFilePath

Executes the specified script after the DR OS file is created. The executed script receives the full
path of the DR OS recovery image. You can use scripts to automate various image post-processing
tasks.

NOTE: Some options, like move_to Path, -exec_Script ScriptFilePath, and -unique_
name, are not applicable to remote ISO generation, but applicable to only local ISO generation.

NOTES

« The omniiso command is available on Windows and Linux systems only.
« Ifthe BTRFS volume is detected, you get the following Warning message:

Warning: BTRFS volume detected. Make sure that you have included all the BTRFS sub volumes
in the specified version.

EXAMPLES

The following examples illustrate how the omniiso command works.

1. Tocreate and save a disaster recovery ISO file for a Data Protector client (Windows Server 2008)
in the CD-ROM-ready format at "C:\iso\dr\omnidr.iso" on the local system, containing objects
backed up in the session with the session ID "2013/05/16-23", using information stored in the
SRD and P1S files stored in "C:\iso\dr\srd\machine101.company.com" and
"C:\iso\dr\p1s\machine101.company.com", using the recovery set stored in
"C:\iso\dnimg\machine101.company.com.img", execute:

omniiso -session 2013/05/16-23 -cd

-out c:\iso\dr\omnidr.iso

-srd C:\iso\dr\srd\machinel@l.company.com
-rset C:\iso\dr\pls\machinel@1.company.com
C:\iso\dr\img\machinel@l.company.com.img

2. Tocreate and save a disaster recovery ISO file for a Data Protector Windows client (Windows
Server 2008 and later releases) in the CD-ROM-ready format at "C:\iso\dr\omnidr.iso" on the local
system, containing objects backed up in the session with the session ID "2013/05/22-23", using
information stored in the SRD and P1S files stored in "C:\iso\dr\srd\machine102.company.com"
and "C:\iso\dr\p1s\machine102.company.com", using the recovery set stored in
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"C:\iso\dnimg\machine102.company.com.img" where the drivers are automatically injected,
execute:

omniiso -session 2013/05/22-23 -cd

-out C:\iso\dr\omnidr.iso

-srd C:\iso\dr\srd\machinel@2.company.com

-rset C:\iso\dr\pls\machinel®2.company.com
C:\iso\dr\img\machinel®@2.company.com.img -autoinject

3. Tocreate and save a disaster recovery ISO file for a Data Protector Linux client in the CD-ROM-
ready format at "/data/iso/dr/omnidr.iso" on the local system, containing objects backed up in the
session with the session ID "2013/04/12-35", using information stored in the SRD and P1S files
stored in "/etc/opt/omni/server/dr/srd/machine106.company.com" and
"/etc/opt/omni/server/dr/p1s/machine106.company.com", using the recovery set stored in
"/etc/opt/omni/server/dr/p1s/machine106.company.com.img", execute:

omniiso -session 2013/04/12-35 -cd

-out /tmp/omnidr.iso

-srd /etc/opt/omni/server/dr/srd/machinel®@6.company.com
-rset /etc/opt/omni/server/dr/pls/machinel@6.company.com
/etc/opt/omni/server/dr/pls/machinel@6.company.com.img

4. Tocreate and save a disaster recovery network image for the Data Protector Cell Manager
system “machine202.company.com” (Windows Server 2008 and later releases) at
"C:\iso\dr\omnidr.iso", containing objects backed up in the sessions with the session IDs
"2013/04/12-43" and "2013/04/12-44", using information stored in the SRD and P1S files stored in
"C:\iso\dr\srd\machine102.company.com" and "C:\iso\dr\p1s\machine102.company.com", using
the recovery set stored in "C:\iso\dhimg\machine102.company.com.img" where the drivers are
automatically injected, and with the image protected by a password which must be provided from
the command prompt, execute:

omniiso -session 2013/04/12-43 2013/04/12-44 -net
-host machine202.company.com

-out C:\iso\dr\omnidr.iso

-srd C:\iso\dr\srd\machinel@2.company.com

-rset C:\iso\dr\pls\machinel@2.company.com

C:\iso\dr\img\machinel®@2.company.com.img -autoinject -password

SEE ALSO

omnidr(1M), omnioffir(1M), omnisrdupdate(1M), omniusb(1)
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omnimcopy — makes a copy of a Data Protector medium using Data Protector backup devices as the

source and destination
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnimcopy -version | -help

omnimcopy -copy BackupDevice [-slot Slot...] -from BackupDevice [-src_slot Slot...]
[BasicOptions] [LabelOptions]

BasicOptions

-pool PoolName

-location Location

-force

-size SpecSize

-encrypt

-eject

-permanent | -until Date

Date = [YY]YY/MM/DD (1969 < [YY]YY < 2038)
LabelOptions

-label UserLabel [-no_barcode_as_label] | -autolabel | -[no_]barcode_as_label

DESCRIPTION

The omnimcopy copies a Data Protector medium. It reads data from the input medium and writes the
data to the output medium. Note that the output medium is first initialized. During initialization, a
medium is assigned a:

« Data Protector Medium Label: Depending on the selected options, the media labels can be user
defined or generated automatically. By default, Data Protector automatically generates media labels
from the media pool names, unless the Use barcode as media label during initialization
option is selected in the library properties. This behavior can be changed during the initialization of
media using -barcode_as_label, -no_barcode_as_label and MediumLabel options.

o Medium ID (system-assigned)
« Location

The physical devices used for the input and output must be the same device type and have the same
block size. This copy functionality allows the user to use multiple tapes in order to implement vaulting
with Data Protector. This copy function is a separate function within Data Protector and cannot be done
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automatically during backup. Main advantage of this implementation is that all devices can be used
during backup (better performance).

The source and destination devices are backup devices which means they can be located everywhere
in the Data Protector cell. During the copy the destination tape will be initialized before all data from the
source tape is copied.

The writing destination tape will ignore the early end of tape mark and will write until the physical EOT is
reached. If the space on the destination is not sufficient to keep the whole original tape the copy has to
be restarted with a new tape.

After a copy operation both media are tracked in the media management database.

This enables also a listing of the copies for an original media as well as the listing of the original tape for
a copy. If amount request is issued during a restore session all tapes which contains the data will be
listed (original and copies).

After the operation copy both tapes become nonappendable.
A copy of a copy is not possible.

If the original media get obsolete in the database, which means it is overwritten or it is exported from
the cell, the first copy becomes automatically the original tape.

OPTIONS

-version

Displays the version of the omnimcopy command
-help

Displays the usage synopsis for the omnimcopy command
-copy BackupDevice [-slot Slot...]

Specifies the output backup device - the device used to create a copy of the medium (target
medium).

-from BackupDevice [-src_slot Slot...]

Specifies the input backup device — the device which is used as a source. You can specify only
one slot. The -src_slot parameter takes the barcode value of the source tape.

-pool PoolName

Specify the poolname to which the copy of the medium is added. By default the medium is added to
the source media poolname.

-location Location

Specifies the location of the media, when you keep them out of the library. Used for the vaulting
purposes.

-force

Overwrites the data on the target medium even if this data is still protected by the Data Protector
media management system. Note that this option must be used with an unprotected medium as
well.
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-size SpecSize

This option specifies the size of the target medium.
-encrypt

This option turns on hardware encryption on all destination drives.
-eject

Ejects the target medium from the drive after the medium is copied.
-permanent

This backup protection option provides permanent protection of backup media. This means that the
data is permanently protected from being overwritten.

-until Date

This backup protection option provides protection until a date of your choice. This means that the
data on the medium cannot be overwritten until the specified date. Protection for the data stops at
noon on the selected day.

-label UserLabel

Manually specify the medium label for the copy of the medium. A description can have a maximum
of 80 characters, including any keyboard character or space. If the Use barcode as medium
label on initialization optionis selected in the library properties, you have to specify also the
-no_barcode_as_1label option.

-autolabel

If this option is specified, the medium is labeled automatically by the Data Protector media
management system.

-barcode_as_1label

Data Protector uses barcode as a medium label during the initialization of the medium instead of
generating media labels based on the media pools names. This option is supported only on library
devices with enabled barcode support.

-no_barcode_as_label

Data Protector does not use barcodes as a medium label during the initialization of the medium, but
generates media labels based on the media pools names. This option can be used to override the
Use barcode as medium label on initialization option (if it is selected)in the library
properties in the Data Protector GUI.

SEE ALSO

omniamo(1), omnib2dinfo(1M), omnidownload(1), omniminit(1), omnimlist(1), omnimm(1), omnimnt(1),
omnimver(1), omniupload(1), sanconf(1M), uma(1M)
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omniminit — initializes a Data Protector medium
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omniminit -version|-help

omniminit -init BackupDevice [MediumLabel] [BasicOptions][SLotOptions][-no_barcode_as_
label]

omniminit -init BackupDevice [BasicOptions][SLotOptions][-barcode_as_label]
omniminit -init_magazine BackupDevice [MagazineDescription] [BasicOptions]
omniminit -init_mag_medium BackupDevice MagazineDescription [BasicOptions][SLotOptions]
omniminit -preerase BackupDevice [SLotOptions] [-eject]
BasicOptions

-force

-pool PoolName

-sizen

-location OffLinelLoc

-wipe_on_init

-eject
SlotOptions

-slot SlotID[Side]

DESCRIPTION

The omniminit command initializes a backup medium. During initialization, a medium is assigned a:

« Data Protector Medium Label: Depending on the selected options, the media labels can be user
defined or generated automatically. By default, Data Protector automatically generates media labels
from the media pool names, unless the Use barcode as media label during initialization
option is selected in the library properties. This behavior can be changed during the initialization of
media using -barcode_as_label, -no_barcode_as_label and MediumLabel options.

o Medium ID (system-assigned)
« Location

This information is added to the Data Protector Internal Database (IDB) and the medium is added to a
Data Protector media pool. Medium ID is its unique identifier. The Medium Label does not necessarily
have to be unique, but it is recommended. The medium location is optional, and can be used to define
an offline location for the medium.
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OPTIONS

-version

Displays the version of the omniminit command.
-help

Displays the usage synopsis for the omniminit command.
-init BackupDevice [MediumLabel]

Specifies two items: the name of the BackupDev1ice where the medium is mounted and the
MediumLabel which is assigned to the medium by Data Protector after initialization. The
MediumLabel can be up to 32 characters long. Any printable character, including spaces, can be
used. The text must be enclosed in quotation marks.

-init_magazine BackupDevice [MagazineDescription]

Specifies two items: the name of the BackupDevice where the magazine is mounted and the
MagazineDescription (optional) which is assigned to the magazine. Note that the
MagazineDescription must be unique for each magazine. The description is also used for
assigning MediumLabel to each medium.

-init_mag_medium BackupDevice MagazineDescription

Initializes single medium from magazine. BackupDev1ice specifies the device where the magazine
is mounted. MagazineDescription must also be specified to identify the magazine. Note that
single medium from the magazine can be initialized only if the magazine has been initialized before
and therefore has a unique MagazineDescription.

-preerase BackupDevice

Pre-erases the optical disk. Pre-erasing a medium enables backups which are twice as fast. This is
because the pre-erase step is removed from the backup process. For best performance, optical
disks should be pre-erased before each backup.

-force

Overrides the initialization safety checks. By default, a medium containing protected data or being
in a non-Data Protector format cannot be initialized.

-pool PoolName

Specifies the name of the media pool to which this medium will be added. If no PoolName is
specified, the medium is added to the default pool for the specified backup device.

-slot SLotID[Side]

Specifies the SLotID of the exchanger backup device where the medium is mounted. This option is
only valid for this backup device type, but must be given for magneto-optical devices. To specify
the side of the platter in this slot, use the additional Side parameter. Values of Side are A or B.

-sizen

Specifies the medium capacity in MB. If not specified, Data Protector uses the standard capacity of
the media class used with the backup device selected for initialization. The size is later used to
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calculate the free space remaining on the medium. (FreeSpace = Size - SpaceUsed)
-location OffSiteloc

Specifies the location of the medium. This information is useful if media is stored off-site. The
location can have maximum 32 characters. Any printable character, including spaces, can be used.
The text must be enclosed in quotation marks.

-wipe_on_init

Wipes the data on medium after it has been initialized. This is done by overwriting the data on
medium so it is impossible to restore the original data on medium after it has been wiped.

-barcode_as_1label

Data Protector uses barcode as a medium label during the initialization of the medium instead of
generating media labels based on the media pools nhames. This option is supported only on library
devices with enabled barcode support.

-no_barcode_as_label

Data Protector does not use barcodes as a medium label during the initialization of the medium, but
generates media labels based on the media pools names. This option can be used to override the
Use barcode as medium label on initializationoption (if it is selected)in the library
properties in the Data Protector GUI.

EXAMPLES

The following examples illustrate how the omniminit command works.

1. Toinitialize slot "4" of backup device "ADIC" with medium label "Label4", in location "Backup
Room", execute:

omniminit -init ADIC Label4 -slot 4 -location "Backup Room"
2. Topreerase slot "8" side "A" of magneto-optical tape library unit "MO_Changer", execute:

omniminit -preerase MO_Changer -slot 8 A

SEE ALSO

omniamo(1), omnib2dinfo(1M), omnidownload(1), omnimcopy(1), omnimlist(1), omnimm(1), omnimnt
(1), omnimver(1), omniupload(1), sanconf(1M), uma(1M)
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omnimlist — lists the contents of a Data Protector medium
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnimlist -version|-help

omnimlist -device BackupDevice [-slot SLotID[Side]] [-monitor] [-detail]

omnimlist -device BackupDevice [-slot SLotID[Side]] [-header][-monitor]

omnimlist -device BackupDevice -session[-slot SLotID[Side]][-monitor][-detail]
omnimlist -device BackupDevice -session SessionID[-slot SLotID[Side]][-monitor][-detail]
omnimlist -device BackupDevice -catalog[-slot SLotID[Side]][-monitor]

omnimlist -device BackupDevice -catalog DiskAgentID [-slot SLotID [Side]] [-monitor]

DESCRIPTION

The omnimlist command lists the contents of a Data Protector medium. The command scans the
catalog (index) of the medium and shows all objects and sessions on the medium.

The command can also be used to display the Data Protector medium tape header. If used for such
purpose, the command reads the first block of the tape and then displays the information.

OPTIONS

-version

Displays the version of the omnimlist command.
-help

Displays the usage synopsis for the omnimlist command.
-device BackupDevice

Specifies the BackupDevice where the medium is mounted. If no other option is specified the
command lists all sessions and all their objects.

-slot SlotID[Side]

Specifies the SLotID of the library where the medium is mounted. This option is only valid for this
backup device type, but must be given for magneto-optical devices. To specify the side of the
platter in this slot, use the additional Side parameter. Values of Side are A or B.

-session[SessionID]

Displays information about the sessions on the medium. If no SessionID is specified, all sessions
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are shown. This reports shows for each session: the SessionID, Session Type, Session Status.
For the user who initiated the session it shows: the UNIX Login, UNIX Group, and ClientName. If a
SessionIDis specified, the objects for that session are shown. The session report shows for each
object: the Client, Mountpoint, Object Label, Disk Agent ID and Object Status.

-catalog [DiskAgentID]

Displays the Detail Catalog for single or multiple objects. The catalog shows file information for all
the files included in the backup of the object in that session. The DiskAgentID is used to uniquely
identify the backup object-session combination. If not specified all found objects are processed.

-monitor

Displays information about the Medium (Pool, Medium ID, Medium Label, Location, and
Initialization date/time), the Session (Session ID, Owner, Datalist used, and Start date/time),
Objects (Type, Start date/time, Backup Mode), and Session (Client, Mountpoint, Object Label, Disk
Agent ID, and Object Status).

-header

The command first checks if the media header is in Data Protector format and if it is corrupted. If the
media header is not in Data Protector format or if it is corrupted, an appropriate message is
displayed. Otherwise the following information from the media header is displayed: medium ID,
medium label, medium location, initialization date, last access date, last write date, last overwrite
date, number of writes, number of overwrites, pool label, device information, device capacity, tape
format version, medium ID from original tape (for replicated media only), medium data format type
and medium data format subtype. For random access media, date and time information (last access
date, last write date and last overwrite date) is updated every time the medium is
accessed/written/overwritten. For all other media, header information is not updated except when
initializing the medium.

-detail

Displays detailed information about the selected query.

NOTES

For the -header option, the following limitation applies: the command displays the header information
stored on the medium, ignoring possible updates in the Data Protector Interal Database (IDB).

EXAMPLES

The following examples show how the omnimlist command works.
1. Tolist sessions and corresponding Disk Agents from device "DATZ2", execute:
omnimlist -device DAT2 -monitor

2. Tolist sessions on slot "43" side "B" of a magneto-optical tape library unit "MO_Changer",
execute:

omnimlist -device MO_Changer -slot 43 B -session
3. Tolist all Disk Agents for the session "2013/05/13-23" on the device "Exa8500", execute:
omnimlist -device Exa8500 -session 2013/05/13-23
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4. Tolist the catalog for the object-session combination with the DiskAgentID "774226832", from the
medium located in slot "7" of device "Herstal2", execute:

omnimlist -device Herstal2 -slot 7 -catalog 774226832
5. Todisplay media header for the medium in the backup device named "dev_1", execute:

omnimlist -device dev_1 -header

SEE ALSO

omniamo(1), omnib2dinfo(1M), omnidownload(1), omnimcopy(1), omniminit(1), omnimm(1), omnimnt
(1), omnimver(1), omniupload(1), sanconf(1M), uma(1M)
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omnimm — provides media management for Data Protector
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnimm -version | -help

omnimm -create_pool PoolName MediaType [Policy AgelLimit MaxOverWrites][-[no_Jalloc_
uninit_first][-[no_]free_pool [FreePoolName]] [-[no_]move_free_media]

omnimm -modify pool PoolNameNewPoolName [Policy AgelLimit MaxOverWrites][-[no_]alloc_
uninit_first][-[no_]free_pool [FreePoolName]] [-[no_]move_free_media]

omnimm -create_free_pool PoolName MediaType [AgeLimit MaxOverWrites]
omnimm -modify free_pool PoolName NewPoolName [AgeLimit MaxOverirites]
omnimm -create_mag_pool PoolName MediaType [Policy AgeLimit MaxOverirites]
omnimm -modify_mag_pool PoolName NewPoolName [Policy AgelLimit MaxOverWrites]
omnimm -remove_pool PoolName

omnimm -remove_mag_pool PoolName

omnimm -show_pools [PoolName]

omnimm -move_medium Medium ToPoolName

omnimm -move_magazine MagazineDescription NewPoolName

omnimm -modify_mediumMedium NewMediumLabel NewLocation

omnimm -modify magazine MagazineDescription NewlLocation [NewMagazineDescription)]
omnimm -reset_poor_medium Medium

omnimm -reset_wp_mediumMedium

omnimm -1ist_pool [PoolName] [-detail]

omnimm -show_pool_alloc PoolName

omnimm -1ist_scratch_media PoolName [-detail]

omnimm -show_repository alloc Library PoolName [-detail]

omnimm -1ist media Medium[-detail | -encryptioninfo]

omnimm -1ist_appendable_media PoolName

omnimm -1ist_copy Medium

omnimm -media_info Medium[-detail | -encryptioninfo]

omnimm -1ist_magazines_of pool PoolName [-detail]

omnimm -1ist_media_magazine MagazineDescription[-detail]
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omnimm -catalog Medium

omnimm -check_protection Medium

omnimm -recycle Medium

omnimm -recycle_magazine MagazineDescription

omnimm -export Medium

omnimm -export_magazine MagazineDescription

omnimm -copy_to_mcf {Mediuml [Medium2. . .]}[-output_directory Pathname]

omnimm -import LogicalDevice [-slot SLotID[Side]][-no_log|-log dirs|-log_file|-log][-
pool PoolName] [-import_as_original]

omnimm -import_catalog LogicalDevice [-slot SLotID [Side]][-no_log|-log dirs|-log file|
-log]

omnimm -import_magazine LogicalDevice [MagazineDescription] [-slot SLotID[Side]][-no_log
| -log dirs|-log_file|-log][-pool PoolName] [-import_as_original]

omnimm -import_from_mcf {File...}[[-pool_prefix PoolPrefix]|[-no_pool_prefix]] [-[no_]
orig pool][-import_as_original]

omnimm -disable_lockname LockName

omnimm -enable_lockname LockName

omnimm -disable_device DeviceName [-ignore_lockname]
omnimm -enable_device DeviceName [-ignore_lockname]
omnimm -repository LibraryName

omnimm -repository_barcode_scan LibraryName

omnimm -repository_update DriveName [-slot SLotID [Side]]
omnimm -add_slots LibraryName {SLot... | FromSlot-ToSlot...}
omnimm -remove_slots LibraryName {Slot... | FromSlLot-ToSLlot...}
omnimm -silo_query LibraryName [-range FromSlot-ToSlot]
omnimm -silo_enter LibraryName -cap CapID

omnimm -silo_eject LibraryNme {Volser... | FromVolser-ToVolser...} -cap CapID[-location
Location]

omnimm -enter LibraryName {Slot... | FromSlLot-ToSLlot...}

omnimm -eject LibraryName {Slot... | FromSLot-ToSLlot...}[-1location Location]
omnimm -group PoolName MagazineDescription Medium...

omnimm -ungroup MagazineDescription

omnimm -reload_serial_number DeviceName

omnimm -show_locked_devs [-all]

omnimm -delete_unprotected_media[Library|-all] [-force]

omnimm -merge_library sourcelLibrary destinationLibrary [-nofallback]
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Policy =

Loose |

Strict|
App+Loose |
App+Strict|
AppIncr+Loose |

AppIncr+Strict

Medium=
Medium_Label |
Barcode |

Medium ID

Basic Options =
-force

-pool PoolName
-sizen

-location OffLineloc

-eject

DESCRIPTION

The main purpose of media management is to protect valuable user data.

To achieve this goal Data Protector provides the following functionality: protecting data from being
overwritten, detecting and tracking bad or old media, utilizing and reporting space in auto changers, use
of media within pools, drive cleaning, detecting standard tape and magneto-optical format. All this
information is stored into the Data Protector Internal Database.

The omnimm command manages media pools, checks the protection of a medium, maintains and
updates the contents of the repository in the library.

Protecting data is more than just stopping Data Protector from overwriting the tape. The detection of an
old and poor media informs the administrator before data loss so that he can react before he needs to

restore the data and tape will never be used for backups again. This means protection of data which are
on Data Protector tapes and protection for data which is still on the system and needs to be backed up.

For the list of supported media classes, see the HPE Data Protector Product Announcements,
Software Notes, and References.

Data Protector has the concept of media pools to manage large numbers of cartridges. Pools are
logical collection of cartridges with same common media or data properties. One pool can only contain
media of one type. Data Protector support several media pool policies:
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« Loose (loose, non-appendable); When Data Protector prompts for a medium and loose policy is
selected, any medium in the defined pool will be accepted.

« Strict (strict, non-appendable); Data Protector decides which medium must be inserted for backup
and only this medium will be accepted.

o App+Loose (loose, appendable);

o App+Strict (strict,appendable);

o AppIncr+Loose (loose, appendable for incrementals);
o AppIncr+Strict (strict, appendable for incrementals).

OPTIONS

-version
Displays the version of the omnimm command
-help
Displays the usage synopsis for the omnimm command
-create_pool PoolName MediaType [Policy AgelLimit MaxOverWrites]

Creates a new pool with PooLName for the medium of MediaType with the policy defined by Policy.
For the list of supported media classes, see the HPE Data Protector Product Announcements,
Software Notes, and References. Supported policies are: Loose, Strict, App+Loose, App+Strict,
Applncr+Loose and Applncr+Strict. AgeLimit is set in months. The MaxOverirites is the
maximum number of times that the medium can be overwritten. The default is 250 overwrites.

-[no_Jalloc_uninit_first

Option -noalloc_uninit_first sets/resets "Use uninitialized media first" pool policy. This option
can be used with Loose policy only.

-[no_]free_pool [ FreePoolName]

If -free_pool is set, the pool is linked to the free pool specified with FreePoolName in order to
share free media. Condition factors are inherited from the free pool. If the -no_free_pool is set, the
pool is not linked. The default settingis -no_free_pool.

-[no_]move_free_media

The -move_free_pool option can only be set if the -free_pool option was set. If -move_free_
media is set, de-allocation of free media from a regular to a free pool is done automatically. If -no_
move_free_media is set, there is no automatic de-allocation of free media. The default setting is -
no_move_free_media.

-modify_pool PoolName NewPoolName [Policy AgelLimit MaxOverhrites]

Renames the pool Poo Name into NewPoolName. The Policy, AgeLimit and MaxOveriWrites can
also be changed. Supported policies are: Loose, Strict, App+Loose, App+Strict, Applncr+Loose
and Applincr+Strict. AgeLimit is set in months. The MaxOverirites is the maximum number of

times that the medium can be overwritten. The default is 250 overwrites.

-create_free_pool PoolName MediaType [AgeLimit MaxOverirites]

Creates a new free pool with PoolName for the medium of MediaType. The MaxOverirites is the
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maximum number of times that the medium can be overwritten. The default is 250 overwrites.
-modify free_pool PoolName NewPoolName [AgeLimit MaxOverWrites]

Renames the free pool PoolName into NewPoolName. The AgeLimit and MaxOverirites can also be
changed. AgeLimit is set in months. The MaxOverirites is the maximum number of times that the
medium can be overwritten. The default is 250 overwrites.

-create_mag_pool PoolName MediaType [Policy AgelLimit MaxOverWrites]
Creates pool PoolName with magazine support.
-modify_mag_pool PoolName NewPoolName [Policy AgelLimit MaxOverWrites]

Renames the magazine pool PoolName into NewPoolName. The Policy, AgeLimit and
MaxOverWrites can also be changed. AgeLimit is set in months. The MaxOverirites is the
maximum number of times that the medium can be overwritten. The default is 250 overwrites.

-remove_pool PoolName

Removes the pool specified by PoolName.
-remove_mag_pool PoolName

Removes the magazine pool specified by PoolName.
-show_pools [PoolName]

Shows media from the specified PooLName pool or from all pools if PoolName is omitted.
-move_medium Medium ToPoolName

Moves medium from the current pool to the pool specified by ToPoolName.
-move_magazine MagazineDescription NewPoolName

Moves magazine MagazineDescription from the current pool to the pool specified by
NewPoo LName.

-modify _mediumMedium NewMediumLabel NewLocation

Modifies medium with the specified Medium. Note that you should always enter the medium label
NewMediumLabel and location NewLocation in that sequence.

-modify magazine MagDescription NewLocation [NewMagDescription)]

Changes the location of the magazine MagDescription to NewLocation. If NewMagDescription is
specified, it is assigned to the magazine as a new MagazineDescription. Note that each magazine
must have a unique MagazineDescription.

-reset_poor_mediumMedium

Resets the media condition factors. Once the medium has expired (its maximum usage criteria), it
is marked as poor and can no longer be used for backup. This option resets the medium quality
status, thus enabling it to be used for backup. You have to be very cautious using this option,
because a backup stored on an expired medium might not be recoverable.

-reset_wp_medium Medium

Removes the write-protected flag for the specified medium from the MMDB, thus making the
medium available for writing.

-list_pool [PoolName] [-detail]
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Displays all the media from pool PoolLName. The report shows: medium label, status, location,
appendability and protection. Appendability is shown under item FULL. If displayed status under
FULL is "YES" then medium is unappendable, otherwise it is appendable. If PoolName is not
specified, the command lists all the configured media pools. This report shows: pool name, status,
media class, the number of media and free space in pool.

-detail
Displays information in a more detailed format.
-show_pool_alloc PoolName

Displays the sequence in which the media from the specified pool will be used for backup. The
report shows: sequence, medium label and location.

-list_scratch_media PoolName

Displays media from the specified pool which are not protected and can be used for backup. The
report shows sequence, medium label and location.

-show_repository_alloc Library PoolName

Displays the order in which the media in the repository of the specified Library and pool will be
used. The report shows: sequence, medium label, location and slot number.

-list _media Medium

Displays all the objects, their type and their protection status for the medium you specified. If an
object is spanned across more than one media, the returned Object size refers to the absolute size
of the Object, and not the size stored on a specific media.

The VADP feature provides enhanced reports for Virtual Machines. The reports display VMware
virtual machines in the same way as Data Protector clients called VADP clients. The object name
must use the VM name as reported from omnicellinfo -cell brief command, where object
name is <hostname>: /<vCenter>/<path>/<vmname>[<UUID>]. Here, <hostname> is DNS name
of the guest virtual machine. If the DNS name is unknown, the IP address or VM name is used.

-list_appendable_media PoolName

Displays all appendable media from the specified media pool.
-list_copy Medium

List all copies of the given medium.
-media_info Medium

Displays information on the given medium.
-encryptioninfo

Displays detailed encryption information for objects on the specified medium.
-list magazines_of_pool PoolName

Lists magazines of the pool PoolName.
-list_media_magazine MagazineDescription

Lists all the media in specified magazine.

-catalog Medium
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Lists catalog for all object versions located on the specified medium. Only files located on this
medium are displayed.

-recycle Medium

Resets the protection of data on medium. The present data can now be overwritten and medium can
be used to store new data.

-recycle_magazine MagazineDescription
Recycles all media of specified magazine.
-export Medium

Purges from the database all data associated with the medium and the object versions it contains.
This option is used when the medium will no longer be used for backup in this cell. A medium
containing protected data cannot be exported.

-export_magazine MagazineDescription
Exports all media of specified magazine.
-copy_to_mcf Medium

Copies media-related catalog data into media container format (MCF) files, which you can transfer
to another Cell Manager, thus enabling you to import all media-related information on another Cell
Manager where it is then available for browsing. The media-related catalog data are not removed
from the original Cell Manager. You can specify one or more media by either medium ID or medium
label.

-output_directory Pathname

Specifies the directory where MCF files are stored. You must specify a full path to the files. If not
specified, the files are by default copied on the Cell Manager to the directory Data_Protector_
program_data\Config\Server\export\mcf (Windows systems) or
/var/opt/omni/server/export/mcf (UNIX systems).

-import LogicalDevice

Imports a medium from a different cell. The medium is put in the default pool of the specified backup
device. Information about the new medium is added to the database. Slot side must be specified for
magneto-optical devices.

-no_log
Used with the -import option, this option omits the detail part of the catalog from the import.
-log

Used with the -import option, this option logs all detailed information of the backed up directory
such as versions, numbers, and attributes.

-log dirs

Used with the -import option, this option imports only the detail part of the directories.
-pool PoolName

Specifies the name of the pool.
-import_catalog LogicalDevice

Rereads the Detail Catalog from the specified device into the database, in case this information has
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been deleted. If the Detail Catalog for the specified medium already exists in the database, import
will fail.

-import_magazine LogicalDevice [MagazineDescription]

Imports a magazine from a different cell. The magazine is put in the default pool of the specified
backup device. Information about the new magazine and its media is added to the database.

-import_from_mcf File...

Imports one or more MCF files that contain copies of media-related catalog data from the original
Cell Manager. You must specify full paths to the files on the current Cell Manager.

-pool prefix

Specifies an optional prefix for a media pool to which you want to import MCF files with media-
related catalog data copies. If this option is not specified, the default prefix IMPORTED is used.

If the -no_pool_prefix optionis set, no prefix is generated for a pool.
-[no_Jorig pool

Specifies a media pool for import. By default, the -orig_pool option is set.

It can be disabled with the -[no_Jorig pool option.
-import_as_original

Imports a medium copy or a medium-related catalog data copy as original if an original medium does
not exist in a database.

-disable_lockname LockName

Disables devices with the LockName for any operation. The LockName must be defined using the
Data Protector GUI or using the omniupload command.

-enable_lockname LockName

Enables devices with the LockName. The LockName must be defined using the Data Protector GUI
or using the omniupload command.

-disable_device DeviceName [-ignore_lockname]

Disables the device with the DeviceName for any operation. The DeviceName must be defined using
the Data Protector GUI or using the omniupload command. Unless the option -ignore_lockname
is specified, if the device has a lockname defined, all devices with the same lockname are also
disabled.

-enable_device DeviceName [-ignore_lockname]

Enables the device with the DeviceName. The DeviceName must be defined using the Data
Protector GUI or using the omniupload command. Unless the option -ignore_lockname is
specified, if the device has a lockname defined, all devices with the same lockname are also
enabled.

-repository LibraryName

This option is used to specify the repository backup device that you want to check. This information
is then used to update the database.

-repository_barcode_scan LibraryName

If this option is used then barcode reader is used to update the database. This option should be used
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only with devices that have enabled barcode reader.
-repository_update DriveName

Updates the database by reading all the slots (loads media in drive) in the device repository. If you
additionally specify the slot number of the slot that is defined for a CL cartridge, then a cleaning
operation is performed on the specified drive.

-slot SLotID[Side]

Specifies the SLotID of the library where the medium is mounted. This option is only valid for this
backup device type. To specify the side of the platter in this slot, use the additional Side parameter.
Slot SLotID must be specified for magneto-optical devices. Values of Side are A or B.

-add_slots LibraryName {SLot... | FromSLot-ToSlot...}

Adds slots to the selected library. With ADIC/GRAU DAS or StorageTek ACS libraries, this option
adds volsers to the selected library. Make sure you use a format supported by your library. For
example, when adding slots to a SCSI library, do not use letters or leading zeros.

-remove_slots LibraryName {Slot... | FromSLot-ToSlot...}
Removes slots from the selected library.
-silo_query LibraryName

Queries ACS/DAS server for the list of currently resident volsers and updates the Data Protector
repository of specified library. This option is not recommended to be used with an ACS/DAS Server
when querying logical libraries configured for the same physical library. In such a case, use the -
add_slots option to add volsers manually.

With DAS Server, however, when logical libraries are not configured using Data Protector, but using
the DAS utilities, the Data Protector query operation can safely be used on such libraries instead of
adding volsers manually.

-silo_enter LibraryName

Moves ACS/DAS media from the CAP (ACS) or insert/eject area (DAS) to the repository.
-cap CapID

ID of Control Access Port of ACS orinsert/eject area of DAS library.
-silo_eject LibraryName {Volser... | FromVolser-ToVolser...}

Moves media from the ACS/DAS repository into the CAP.
-location Location

Specifies the new location for the ejected media. Only media with barcode will be updated.
-enter LibraryName {Slot... | FromSLot-ToSlot...}

Moves media from the mail slots to the repository slots. This option is available only for SCSI
libraries.

-eject LibraryName {Slot... | FromSlLot-ToSlot...}

Moves media from the repository slots into the mail slots. This option is available only for SCSI
libraries.

-group PoolName MagazineDescription Medium...
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Creates a magazine MagazineDescription out of the specified non-magazine media. Note that all
specified media must be resident in the same SCSiI library at the time. The magazine is added to
the pool PoolName which must be configured to support magazines.

-ungroup MagazineDescription

Splits the magazine MagazineDescription so that the magazine media become non-magazine
media.

-reload_serial_number DeviceName

Reloads the device serial number and overwrites the serial number stored in the Internal Database.
A physical device can therefore be replaced without changing the logical device properties.

-show_locked_devs [-all]

Lists all locked devices, target volumes, media, and slots in the Data Protector cell. The -all
option applies only when you execute the command on a MoM system, in which case locked
devices, target volumes, media, and slots from all cells are listed.

-delete_unprotected_media[Library|-all][-force]

This option is used for deleting unprotected media. This process is automatically carried out by
HPE Data Protector during its maintenance window. To trigger it when required, use the command
with the options shown here.

Library - This option deletes all unprotected media for a specific B2D library.
all - This option deletes all unprotected media belonging to all the B2D devices.

force - This option makes HPE Data Protector delete a medium from the IDB, even if the deletion
process reports an error for that entry.

-merge_library sourcelLibrary destinationLibrary [-nofallback]

This option is used to merge gateways of StoreOnce Backup system or Data Domain Boost
devices (configured using FC identifiers) to IP- based devices. This enables the gateways to
support multi-interface access.

After migration is complete, all gateways from the source library are, by default, set to use the FC
paths, with an option to fall back to an IP path.

Note that you can only merge from DDBoost to DDBoost or StoreOnce to StoreOnce and only from
FC to IP. Also, the media pools for the migrated gateways are not changed. If required, you can
change the gateway pools using the DP GUI.

sourcelibrary - The library configured with an FC interface (DDBoost or StoreOnce System).
destinationLibrary - The library configured with an IP interface (DDBoost or StoreOnce System).

nofallback - This option can be specified to prevent migrated gateways from falling back to IP paths
in case of errors.

RETURN VALUES

See the man page omniintro for return values.

Additional return values of the omnimm command are:
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1 - Program failed, user error.

2 - Program failed, environmental malfunction.

3 - Program failed, internal malfunction.

4 - Program failed, reason unknown.

NOTES

Make sure that the PoolName does not exceed a limit of 32 characters.

The omnimm command displays the virtual machine object and its associated disk objects. Other
commands will not display the same.

EXAMPLES

The following examples illustrate how the omnimm command works.

1.

To create pool "DDS_Pool" of the class "DDS", with policy "App+Loose". Media in the pool will be
usable for 12 months or for 100 overwrites., execute:

omnimm -create_pool DDS_Pool "DDS" App+Loose 12 100

To modify the medium with label "Label23" changing the label to "LABEL23" and location to
"Backup Room", execute:

omnimm -modify medium Label23 LABEL23 "Backup Room"

To list detailed information for medium "dat1", execute:

omnimm -list media datl -detail

To list the virtual machine objects and disk objects for medium "medId", execute:
omnimm -list media medId -detail

To list encryption information for medium "MediaPool1_10", execute:

omnimm -list media MediaPooll 10 -encryptioninfo

To import a medium in the backup device "Pool1" into pool "Default DDS", execute:
omnimm -import Pooll -pool "Default DDS"

To copy media catalogs of media "DefaultFile_1"and "MyDLT_35" to the MCF directory on a
UNIX system, execute:

omnimm -copy_to _mcf "DefaultFile 1" "MyDLT 35" -output_directory /tmp/mcf

To import media-related catalog data copies "2401110a_47d7f516_0aa0_0001.mcf" and
"2401110a_47e26bc2_0a74_0002.mcf" from the default MCF directory on Windows Server 2008
into a new media pool with prefix "MCF_" located on another Cell Manager, execute:

omnimm -import_from_mcf "C:\Program Files\OmniBack\Config\
Server\import\mcf\2401110a_47d7f516_0aa®_0001.mcf" "C:\Program
Files\OmniBack\Config\Server\import\mcf\ 2401110a_47e26bc2_0a74 0002 .mcf" -
pool prefix "MCF_" -no_orig pool
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SEE ALSO

omniamo(1), omnib2dinfo(1M), omnidownload(1), omnimcopy(1), omniminit(1), omnimlist(1), omnimnt
(1), omnimver(1), omniupload(1), sanconf(1M), uma(1M)
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omnimnt — responds to a Data Protector mount requests for a medium
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnimnt -version| -help

omnimnt -device BackupDevice -session SessionID [-cancel]

DESCRIPTION

The omnimnt command satisfies or aborts a Data Protector mount request. A mount request is issued
by a backup device once it has filled all the available media. A mount request is a prompt to mount a
new medium. Once the requested medium is inserted in the device drive, the omnimnt command
should be used to confirm that the correct medium is inserted. The mount request can also be canceled
which is done by canceling device. If you cancel device, all data objects associated with the backup
device that issued the mount request will not be processed any further. To view information on currently
active sessions, use the omnistat command.

OPTIONS

-version

Displays the version of the omnimnt command
-help

Displays the usage synopsis for the omnimnt command
-cancel

Cancels the device. This will terminate processing of all objects that are associated with the
backup device which issued the request.

-device BackupDevice

References the backup device BackupDevice which issued the mount request, in order to confirm
mount request or cancel the device.

-session SessionID

Specifies the session using the backup device which issued the mount request.

EXAMPLES

The following examples illustrate how the omnimnt command works.

1. To satisfy a mount request issued by device "DAT1" in a session with SessionID "R-2013/05/05-
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275", execute:
omnimnt -device DAT1 -session R-2013/05/05-275

2. Tocancel device for the backup device "Juke" in the session with SessionID "R-2013/05/25-3",
execute:

omnimnt -device Juke -session R-2013/05/25-3 -cancel

SEE ALSO

omniamo(1), omnib2dinfo(1M), omnidownload(1), omnimcopy(1), omniminit(1), omnimlist(1), omnimm
(1), omnimver(1), omniupload(1), sanconf(1M), uma(1M)
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omnimver — verifies data on a medium
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnimver -version | -help

omnimver -device BackupDevice [-slot SLotID [Side]] [-eject]

DESCRIPTION

The omnimver command is used to verify the contents of a Data Protector backup medium. It reads the
data and verifies that data is written in the Data Protector format. If the -crc option was used to back
up the data, it also checks the CRC for each block.

OPTIONS

-version
Displays the version of the omnimver command
-help
Displays an extended usage synopsis for the omnimver command
-device BackupDevice
Specifies the backup device where medium is located.
-slot SlotID[Side]

Specifies the SLotID of the Exchanger backup device where the medium is mounted. This option is
only valid for this backup device type. To specify the side of the platter in this slot, use the
additional Side parameter. Slot Side must be specified for magneto-optical devices.

-eject

Ejects the medium from the drive after the verification.

EXAMPLES

1. To verify slot 32 of backup device "Spectra60", execute:

omnimver -device Spectra6@ -slot 32

HPE Data Protector (10.02) Page 151 of 416



Command Line Interface Reference
omnimver(1)

SEE ALSO

omniamo(1), omnib2dinfo(1M), omnidownload(1), omnimcopy(1), omniminit(1), omnimlist(1), omnimm
(1), omnimnt(1), omniupload(1), sanconf(1M), uma(1M)
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omniobjconsolidate — consolidates Data Protector backup objects into synthetic full backups
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omniobjconsolidate -version|-help

omniobjconsolidate -consolidationlist ConsolidationSpecificationName -scheduled
[GeneralOptions]

omniobjconsolidate -consolidationlist ConsolidationSpecificationName -postbackup -
session SessionID [GeneralOptions]

omniobjconsolidate [GeneralOptions] [Device...] Object [Object...]

GeneralOptions

[-dynamic min max]

[-protect {none | weeks n | days n|until Date | permanent}]
[-keepcatalog {weeks n|days n|until Date | same_as_data_protection}]
[-[no_]Jlog|-log dirs|-log_file]

[-recycle]

[-locationpriority MediumLocation [MediumLocation...]]

[-no_monitor]

[-priority NumValue]

MediumLocation

="=MediumLocation" |"<MediumLocation"

oL
Device

-targetdevice LogicalDevice [DeviceOptions]
DeviceOptions

[-concurrency ConcurrencyNumber)

[-crc]

[-encrypt]

[-pool PoolName]
[-prealloc MediumID [MediumID...]]

Object

{-filesystem| -winfs}Client:MountPoint Label
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-session SessionID

[-copy CopyID]

[-sourcedevice BackupDevice]

-consolidationdevice LogicalDevice

[-targetdevice LogicalDevice]

[-protect {none |weeks n | days n|until Date | permanent}]
[-keepcatalog {weeks n|days n|until Date | same_as_data_protection}]
[-[no_]log| -log _dirs|-log file]

[-[no_]recycle]

OtherOptions

Date= [YY]YY/MM/DD (1969 < [YY]YY < 2038)

DESCRIPTION

The omniobjconsolidate command creates synthetic full backups from full and incremental backups.
It can be used to:

« consolidate objects that you specify
« start a post-backup object consolidation specification
« start a scheduled object consolidation specification

To consolidate an object to a specific point in time, specify only the incremental version of that point in
time. The restore chain is retrieved automatically.

To obtain the information about all backed up objects or sessions containing the objects you want to
consolidate, use the omnidb command.

OPTIONS

-version

Displays the version of the omniobjconsolidate command.
-help

Displays the usage synopsis of the omniobjconsolidate command.
-consolidationlist ConsolidationSpecificationName

Specifies the object consolidation specification identified by ConsolidationSpecificationName
for object consolidation.

-scheduled
Immediately starts a scheduled object consolidation specification.
-postbackup

Immediately starts a post-backup object consolidation specification specified by the -session

HPE Data Protector (10.02) Page 154 of 416



Command Line Interface Reference
omniobjconsolidate(1)

SessionID option.
-session SessionID

If specified with the -postbackup option, provides the session ID for the post-backup object
consolidation session.

If specified as part of the object definition, selects the point in time for object consolidation.
-dynamic min max

Specifies how many devices are locked prior to starting a session. Devices that are specified per
object through the -targetdevice option are locked in any case. The max value is increased by
Data Protector if the number of statically assigned devices is higher than the specified max value.

Min specifies the minimum number of available devices (devices that are not being used by another
Data Protector session and have the license to be started) required for starting the session. If fewer
devices are available than specified here, the session will queue. The default is 1.

Max specifies the maximum number of available devices that Data Protector will use in the session.
The highest number you can specify is 32. The default is 5. Data Protector will lock the number of
devices that you specify using this parameter if so many devices are available. If this option is not
specified, the default value for max is the number of specified devices.

-protect {none | weeks n|days n|until Date | permanent}

Sets a period of protection for the consolidated data on the backup medium to prevent the data from
being overwritten. If this option is not specified, the data protection of the consolidated objects is
the same as the protection of the full backup of the objects. If a relative period of protection was set
for the full backup, such as n days or weeks, the same protection period is counted from the
creation time of the synthetic full backup.

-keepcatalog {weeks n|days n|until Date | same_as_data_protection}

Specifies file catalog retention time. If you do not want to save the file catalog, use the -no_log
option. If this option is not specified, the catalog protection of the consolidated objects is the same
as the catalog protection of the full backup of the objects. If a relative period of catalog protection
was set for the full backup, such as n days or weeks, the same protection period is counted from
the creation time of the synthetic full backup.

-log

Specifies the logging level of the object consolidation session. All detailed information about backed
up files and directories (filenames, file versions, and attributes) are logged to the IDB. You can
browse directories and files before restoring and in addition look at file attributes. Data Protector can
fast position on the tape when restoring a specific file or directory.

If the logging level is not specified, the logging level of the source object is used.
-no_log

Specifies the logging level of the object consolidation session. No information about backed up files
and directories is logged to the IDB. You will not be able to search and browse files and directories
before restoring.

-log_dirs

Specifies the logging level of the object consolidation session. All detailed information about backed
up directories (names, versions, and attributes) is logged to the IDB. You can browse only
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directories before restoring.
-log_file

Specifies the logging level of the object consolidation session. All detailed information about backed
up files and directories (filenames and file versions) is logged to the IDB. You can browse
directories and files before restoring, and Data Protector can fast position on the tape when
restoring a specific file or directory. The information does not occupy much space, since not all file
details (file attributes) are logged to the database.

-[no_]Jrecycle

The -recycle option removes data and catalog protection of the objects on the source media.
When there are no more protected objects on the media, the media can be overwritten. The -no_
recycle option is available as part of the object definition if the -recycle option is specified as part
of GENERAL_OPTIONS.

IMPORTANT: If you recycle data protection of source objects, the recycled points in time will no
longer be available. Unless copies of these points in time exist, you will be able to restore only to
the latest (consolidated) point in time.

-locationpriority MediumLocation [MediumLocation]

The order in which media are selected for object consolidation in case copies of the same object
version exist in more than one location. By default, Data Protector automatically selects the most
appropriate media set. Media location priority is considered if more than one media set equally
matches the conditions of the media set selection algorithm.

The priority must be specified in the form "=MediumLocation" (equal to) or "<MediumLocation"
(lower priority than).

If you specify -locationpriority "=Locl" "<Loc2" "=Loc3" "<Loc4", than Locl has the
highest priority, Loc2 and Loc3 have a lower priority, and Loc4 has the lowest priority.

-no_monitor

If this option is used, the command displays only the session ID. By default, the command monitors
the session and displays all messages.

-priority NumValue

In case multiple running sessions request access to a specific device at the same time, this option
determines the order in which the sessions will be queued. The NumValue can be any value from 1
(the highest priority) to 6000 (the lowest priority). In case the option is not specified, the default
value of 3000 is set. If a low priority session is running when a high priority session starts queuing,
the currently running session is allowed to finish. When more sessions request access to a device
with the same priority, any of these sessions might acquire access first.

-filesystem Client:MountPoint Label
Selects the filesystem identified with CLient :MountPoint Label for object consolidation.
-winfs Client:MountPoint Label

Selects the Windows filesystem identified with CLient :MountPoint Label for object
consolidation.

-copy CopyID

Selects the copy identified with CopyID. If not specified, Data Protector automatically selects the
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most appropriate copy as the source for object consolidation.
-sourcedevice LogicalDevice

Specifies a logical device to be used for reading full object versions from the source media. If this
option is not specified, Data Protector uses the logical device that was used for writing the objects.

-consolidationdevice LogicalDevice

Specifies a logical device that will read incremental object versions and perform object
consolidation.

-targetdevice LogicalDevice

Specifies alogical device that will be used for writing consolidated object versions to the target
media. If specified as a part of GeneralOptions, the device is used for all objects. In this case, you
can also specify device options. If you specify several devices, the devices will be dynamically
assigned to objects.

If specified as part of Object, the device is used only for this object.

You can combine static and dynamic assignment of devices by specifying some devices as part of
GeneralOptions, and for some objects, specifying a device per object.

-concurrency ConcurrencyNumber
Specifies the number of restore Media Agents that can send data to a device concurrently.
The maximum concurrency value is 32.

-crc

The CRC check is an enhanced checksum function. When this option is selected, cyclic
redundancy check sums (CRC) are written to the media during object consolidation. The CRC
checks enables you to verify the media after the operation. Data Protector re-calculates the CRC
during a restore and compares it to the CRC on the medium. It is also used while verifying and
copying the media.

-encrypt

If this option is used, the backup Media Agent enables hardware encryption on the device.
Consolidated data is encrypted and written to media.

-pool PoolName

Selects a specific media pool for object consolidation. If not defined, a default media pool from the
device definition will be used.

-prealloc MediumID [MediumID]...

Defines the prealloc list. This is a subset of media used for object consolidation in the specified
sequence.

When using the prealloc list and the strict media allocation policy with the backup device, Data
Protector expects the sequence of the media in the device to correspond with that specified in the
prealloc list. If the media are not available in this sequence, Data Protector issues a mount request.
If no media are specified in this list, the Data Protector allocation procedure is used to allocate
media.
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NOTES

All options specified before the first Object are applied to all objects. Options specified as a part of an
Object are applied only to that object and may override general options.

RETURN VALUES

See the man page omniintro for return values.

Additional return values of the omniobjconsolidate command are:

10 - There was an error while consolidating some files. All agents completed successfully.

11 - One or more agents failed, or there was a database error.

12 - None of the agents completed the operation.

13 - Session was aborted.

EXAMPLES

1.

To start an object consolidation session that consolidates the WinFS object versions for
"OBJECT1" on the host "system1.company.com" to the point in time defined with the session ID
"2013/05/06-1", using the device "LTO3" as the source device and the file library "FILEDEV1" as
the consolidation device, and writes the consolidated objects to the device "LTO4", use:

omniobjconsolidate -winfs systeml.company.com:/C 'OBJECT1' -session 2013/05/06-
1 -sourcedevice 'LTO3' -consolidationdevice 'FILEDEV1' -targetdevice 'LTO4'

To start an interactive object consolidation session for the filesystem object
"system1.company.com:/ 'Label42" from the session "2013/05/01-2", using the device "DEV1" to
read the source object and the device "DEV2" to consolidate the object, and write the consolidated
object to the device "DEV3", use:

omniobjconsolidate -filesystem systeml.company.com:/ 'Labeld2' -session
2013/05/01-2 -sourcedevice 'DEV1' -consolidationdevice 'DEV2' -targetdevice
'DEV3’

To immediately start a post-backup object consolidation specification named "post_ BU1" for the
session "2013/05/03-1", execute:

omniobjconsolidate -consolidationlist post BUl -postbackup -session 2013/05/03-
1

To immediately start a scheduled object consolidation specification named "Consolidation_16_
Spec", execute:

omniobjconsolidate -consolidationlist Consolidation_16_Spec -scheduled

SEE ALSO

omnib(1), omnikeytool(1M), omniobjcopy(1), omniobjverify(1), omnir(1)
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omniobjcopy — creates additional copies of objects backed up with Data Protector on a different media
set
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omniobjcopy -version|-help
omniobjcopy -copylist CopySpecificationName -scheduled [[GENERAL _OPTIONS]

omniobjcopy -copylist CopySpecificationName -postbackup -session SessionID [[GENERAL_
OPTIONS]

omniobjcopy -replist ReplicationSpecificationName -scheduled [[GENERAL_OPTIONS]

omniobjcopy -replist ReplicationSpecificationName -postbackup -session SessionID
[[GENERAL_OPTIONS]

omniobjcopy -restart SessionID

omniobjcopy [GENERAL_OPTIONS] Device ... Object [Object]...

GENERAL_OPTIONS
[-replication]
[-dynamic min max]
[-targetprotect {none |weeks n|days n|until Date | permanent}]
[-keepcatalog {weeks n|days n|until Date | same_as_data_protection}]
[-[no_]Jlog]|-log dirs|-log_file]
[-sourceprotect {none | weeks n | days n | until Date | permanent}]
[-locationpriority MediumLocation [MediumLocation...]]
[-no_monitor]
[-no_auto_device selection]
[-session Session ID]

-replication

-targetcs HostName

-targetcsdevice DeviceName
[-priorityNumValue]
MediumLocation

="=MediumLocation" |"<MediumLocation
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Device
=-targetdevice LogicalDevice [DeviceOptions]
DeviceOptions
[-concurrency ConcurrencyNumber)
[-crc]
[-encrypt]
[-pool PoolName]
[-prealloc MediumID [MediumID...]]
Object
{-filesystem| -winfs}Client:MountPoint Label
-session SessionID
[-copyid N [-fixedcopy...]]
[-sourcedevice LogicalDevice]
[-targetdevice LogicalDevice]
[-targetprotect {none |weeks n|days n|until Date | permanent}]
[-keepcatalog {weeks n|days n|until Date | same_as_data_protection}]
[[-no_]Jlog]|-log_dirs|-log_file]
[-sourceprotect {none | weeks n | days n|until Date | permanent | keep}]
[-full]
Object
-rawdisk Client Label
-session SessionID
[-copyid N[-fixedcopy...]]
[-sourcedevice LogicalDevice]
[-targetdevice LogicalDevice]
[-targetprotect {none | weeks n|days n|until Date | permanent}]
[-sourceprotect {none | weeks n | days n|until Date | permanent | keep}]
Object

{-sap|-oracle8|-integ {MySQL | PostgreSQL}|-informix |-msese|-e2010|-mssql|-lotus |
-mbx | -sapdb | -saphana | -msvssw | -db2 | -sybase | -mssharepoint | -veagent | -idb} CLlient:Set

-session SessionID

[-copyid N[-fixedcopy...]]
[-sourcedevice LogicalDevice]
[-targetdevice LogicalDevice]

[-targetprotect {none | weeks n|days n|until Date | permanent}]

HPE Data Protector (10.02) Page 160 of 416



Command Line Interface Reference
omniobjcopy(1)

[-sourceprotect {none |weeks n | days n|until Date | permanent | keep}]
OtherOptions
Date= [YY]YY/MM/DD (1969 < [YY]YY < 2038)

DESCRIPTION

The omniobjcopy command creates additional copies of objects backed up using Data Protector. You
can use the omniobjcopy command to copy objects such as filesystems (UNIX or Windows), very big
file systems, disk image sections, and Data Protector Internal Database (IDB) to an additional media
set. The command can be also used for copying the integration objects (SAP R/3, Oracle, Informix
Server, VMware vSphere, Microsoft Hyper-V, Microsoft Exchange Server 2010/2013, Microsoft
Exchange Server single mailboxes, Microsoft SharePoint Server 2010/2013, Microsoft SQL Server,
Lotus, Sybase, DB2, Microsoft Volume Shadow Copy Service, SAP MaxDB, and SAP HANA
Appliance).

To obtain the information about all backed up objects or sessions containing the objects you want to
copy, use the omnidb command.

This command starts an interactive or automated object copy session. Use this command to
immediately start an automated (scheduled or post-backup) object copy specification.

From Data Protector 9.05 onwards for VMware integrations, the virtual machine disks are considered
as objects that run in parallel. When the virtual machine object is selected for object copy operations,
its associated disk objects are also considered for these copy operations.

OPTIONS

-version

Displays the version of the omniobjcopy command.
-help

Displays the usage synopsis for the omniobjcopy command.
-copylist CopySpecificationName

Specifies the name of the object copy specification identified by CopySpecificationName for
object copying.

-replist ReplicationSpecificationName

Specifies the name of the replication specification identified by ReplicationSpecificationName
for replication.

-scheduled
Immediately starts a scheduled object copy specification.
-postbackup

Immediately starts a post-backup object copy specification specified by the -session SessionID
option.

-replication
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Enables replication for supported B2D devices in interactive sessions.
-session SessionID

Selects the session ID for the -postbackup option or for the object definition.
-restart SessionID

Tries to restart a failed non-interactive object copy session, specified by its session ID.
-dynamic min max

Specifies how many devices are locked prior to starting a session. Devices that are specified per
object through the -targetdevice option are locked in any case. The max value is increased by
Data Protector if the number of statically assigned devices is higher than the specified max value.

Min specifies the minimum number of available devices (devices that are not being used by another
Data Protector session and have the license to be started) required for starting the session. If fewer
devices are available than specified here, the session will queue. The default is 1.

Max specifies the maximum number of available devices that Data Protector will use in the session.
The highest number you can specify is 32. The default is 5. Data Protector will lock the number of
devices that you specify using this parameter if so many devices are available. If this option is not
specified, the default value for max is the number of specified devices.

-targetprotect {none |weeks n|days n|until Date |permanent}

Sets the level of protection for the copy object. The media containing this object copy session
cannot be overwritten until the protection expires. By default (if this option is not specified), the
protection is the same as the original protection for the source object.

-keepcatalog {weeks n|days n|until Date | same_as_data_protection}

Specifies file catalog retention time. If you do not want to save the file catalog at all, use the -no_
log option. By default (if this option is not specified), the protection is the same as for the source
object.

-log

Specifies the logging level of the object copy session. All detailed information about backed up files
and directories (filenames, file versions, and attributes) are logged to the Data Protector Internal
Database (IDB). This allows you to browse directories and files before restore and in addition look
at the file attributes. Data Protector can fast position on the tape when restoring a specific file.

If the logging level is not specified, it is set to the same logging level as for the source object.
-no_log

Specifies the logging level of the object copy session. Disables the logging of backed up files to the
catalog database. By default, the filename and backup history of each backed up file is written to
the catalog database.

-log_dirs

Specifies the logging level of the object copy session. If this option is specified, only the directories
are logged into the database. By default, the filename and backup history of each backed up file is
written to the catalog database.

-log_file

Specifies the logging level of the object copy session. All detailed information about backed up files
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and directories (filenames and file versions) is logged to the Data Protector Internal Database (IDB).
This information allows you to search for backed up files and allows Data Protector to fast position
the tape. It also does not take much space since some information on file details (file attributes) is
not logged to the database.

-sourceprotect {none |weeks n|days n|until Date | permanent | keep}

Sets the level of protection for the source object after a successful copy. The media containing this
source object cannot be overwritten until the protection expires. By default (if this option is not
specified), the protection is not changed.

The none option specifies that protection is removed from the source object immediately, allowing
recycling.

The keep option can only be specified at the object level and specifies that the protection for that
source object should not be changed.

-locationpriority MediumLocation [MediumLocation]

The order in which media are selected for the object copy in case that the same object version exist
in more than one location. By default, Data Protector automatically selects the most appropriate
media set. Media location priority is considered if more than one media set equally matches the
conditions of the media set selection algorithm.

The priority must be specified in the form "=MediumLocation" (equal to) or "<MediumLocation"
(lower priority than).

If you specify -locationpriority "=Locl" "<Loc2" "=Loc3" "<Loc4", than Loc1l has the
highest priority, Loc2 and Loc3 have a lower priority, and Loc4 has the lowest priority.

-no_monitor

If this option is used, the command displays only the session ID. By default, the command monitors
the session and displays all messages.

-no_auto_device _selection

If this option is specified, Data Protector does not automatically replace unavailable devices with
available devices of the same device tag.

-priority NumValue

In case multiple running sessions request access to a specific device at the same time, this option
determines the order in which the sessions will be queued. The NumValue can be any value from 1
(the highest priority) to 6000 (the lowest priority). In case the option is not specified, the default
value of 3000 is set. If a low priority session is running when a high priority session starts queuing,
the currently running session is allowed to finish. When more sessions request access to a device
with the same priority, any of these sessions might acquire access first.

-concurrency ConcurrencyNumber
Specifies the number of restore Media Agents that can send data to a device concurrently.
The maximum concurrency value is 32.

-crc

The CRC check is an enhanced checksum function. When this option is selected, cyclic
redundancy check sums (CRC) are written to the media during an object copy. The CRC checks
enables you to verify the media after the operation. Data Protector re-calculates the CRC during a
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restore and compares it to the CRC on the medium. It is also used while verifying and the media.
-encrypt

If this option is used, the backup Media Agent enables hardware encryption on the device. Data is
encrypted and copied.

-pool PoolName

Selects a specific media pool for object copy. If not defined, a default media pool from the device
definition will be used.

-prealloc MediumID [MediumID]...
Defines the prealloc list. This is a subset of media used for object copy in the specified sequence.

When using the prealloc list and the strict media allocation policy with the backup device, Data
Protector expects the sequence of the media in the device to correspond with that specified in the
prealloc list. If the media are not available in this sequence, Data Protector issues a mount request.
If no media are specified in this list, the Data Protector allocation procedure is used to allocate
media.

-filesystem Client:MountPoint Label
Selects the filesystem identified by the CLient:MountPoint Label string for object copying.
-winfs Client:MountPoint Label

Selects the Windows filesystem identified by the CLient :MountPoint Label string for object
copying.

-copyid N [-fixedcopy]
Selects the specified object copy as a source for object copying.

If -fixedcopy option is not specified, Data Protector selects the needed media set automatically. If
several copies of the same object exist in one session as a result of the object copy or object mirror
operation, this option is obligatory.

-sourcedevice LogicalDevice

Specifies alogical device different from the one used for the backup to be used for reading backed
up objects from the source media. By default (if this option is not specified), the same backup
device is used for backing up and reading backed up objects from the source media.

-targetdevice LogicalDevice
Specifies a backup device that will be used for writing object copies to the target media.
-full

Selects the whole restore chain of full and incremental backups for the object copy operation. This
option is not supported for Data Protector application integrations.

-sap Client:Set

Selects the SAP R/3 object identified by the CLient : Set string for object copying.
-informix Client:Set

Selects the Informix Server object identified by the CLient: Set string for object copying.

-e2010 Client:Set
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Selects the Microsoft Exchange Server 2010/2013 object identified by the CLient : Set string for
object copying.

-mssql Client:Set
Selects the Microsoft SQL Server object identified by the CLient : Set string for object copying.
-lotus Client:Set

Selects the Lotus Notes/Domino Server object identified by the CLient : Set string for object
copying.
-mbx Client:Set

Selects the Microsoft Exchange Server single mailbox object identified by the CLient: Set string for
object copying.

-sapdb Client:Set
Selects the SAP MaxDB object identified by the CLient: Set string for object copying.
-msvssw Client:Set

Selects the Microsoft Volume Shadow Copy Service object identified by the CLient:Set string for
object copying.

-db2 Client:Set

Selects the DB2 object identified by the CLient: Set string for object copying.
-sybase Client:Set

Selects the Sybase object identified by the CLient:Set string for object copying.
-mssharepoint Client:Set

Selects the Microsoft SharePoint Server 2010 object identified by the CLient: Set for object
copying.

-veagent Client:Set

Selects the virtual environment object identified by the CLient: Set string for object copying.
-idb Client:Set

Selects the Internal Database backup object identified by the CLient : Set string for object copying.
-saphana Client:Set

Selects the SAP HANA backup object identified by the CLient: Set string for object copying.

-integ {MySQL | PostgreSQL} Client:Set
Selects the MySQL or PostgreSQL backup object identified by the CLient:Set string for object
copying.

RETURN VALUES

For common return values, see the omniintro man page.
Additional return values of the omniobjcopy command are:

10 - There was an error while copying some files. All agents completed successfully.

HPE Data Protector (10.02) Page 165 of 416



Command Line Interface Reference
omniobjcopy(1)

11 - One or more agents failed, or there was a database error.

12 - None of the agents completed the operation.

13 - Session was aborted.

EXAMPLES

1.

To start an interactive object copy session for copying two WinFS objects
"system.company.com:/C 'Object1™ and "system.company.com:/C 'Object1" from two different
sessions to the device "DEV1", so that the source object version for "Object1" is then recycled,
execute:

omniobjcopy -winfs system.company.com:/C 'Objectl’ -session 2013/04/01-3 -
targetdevice 'DEV1' -recycle -winfs systems.company.com:/C 'Object2' -session
2013/04/25-9 -targetdevice 'DEV1’

To start an interactive object copy session for copying the whole restore chain of full and
incremental backups for the filesystem object "system1.company.com:/ 'Label42" from the
session "2013/05/01-2", using the device "DEV1" to read the source objects and the device
"DEV2" copy the objects, execute:

omniobjcopy -filesystem systeml.company.com:/ 'Labeld42' -session 2013/05/01-2 -
sourcedevice 'DEV1' -targetdevice 'DEV2' -full

To start an interactive replication session for copying the whole restore chain of full and
incremental backups from the session "2013/05/01-2", using the device "B2D1" as the source and
the device "B2D2" as the target device, execute:

omniobjcopy -replication -session 2013/05/01-2 -sourcedevice 'B2D1' -
targetdevice 'B2D2' -full

To immediately start a post-backup object copy specification named "post_BU1" for the session
"2013/05/03-1", and to make the devices available to this session with the highest priority in case
of resource conflicts, execute:

omniobjcopy -copylist post_BUl -postbackup -session 2013/05/03-1 -priority 1
To immediately start a scheduled object copy specification named "CopySpec", use:
omniobjcopy -copylist CopySpec -scheduled

To immediately start a scheduled replication specification named "ReplicSpec", use:
omniobjcopy -replist ReplicSpec -scheduled

To restart a failed post-backup object copy specification "2013/03/16-10", use:

omniobjcopy -restart "2013/03/16-10"

To start an interactive object copying session for the MySQL object "
mysqlsys.company.com:MYSQLS56.1408541577" from the session "2014/11/20-21", setting the
level of protection for the object copy to five weeks, and suppressing messages from the
command output, execute:

omniobjcopy -no_monitor -integ MySQL mysqlsys.company.com:MYSQL56.1408541577 -
session 2014/11/20-21 -targetproctect weeks 5
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SEE ALSO

omnib(1), omnikeytool(1M), omniobjconsolidate(1), omniobjverify(1), omnir(1)
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omniobjverify — verifies Data Protector backup objects, either interactively or using pre-configured
post-backup, or scheduled verification specifications
(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omniobjverify -version|-help

omniobjverify -verificationlist VerificationSpecificationName -scheduled [GENERAL
OPTIONS]

omniobjverify -verificationlist VerificationSpecificationName -postbackup -session
SessionID [GENERAL_OPTIONS]

omniobjverify [GENERAL_OPTIONS] Object[[Object]...]

GENERAL_OPTIONS

[ -verify_on_source|-verify _on_mahost | -verify on_host hostname ]
[-locationpriority MediumLocation [MediumLocation]...]
[-no_monitor]

[-priorityNumValue]
MediumLocation

="=MediumLocation" | "<MediumLocation"

"
Object

{-filesystem| -winfs | -rawdisk} Client:0ObjectName Label
-session SessionID

[-copyid N[-fixedcopy...]]

[-sourcedevice LogicalDevice]

Object

{-sap|-oracle8|-integ {MySQL | PostgreSQL}|-informix |-msese|-€2010|-mssql|-lotus |
-mbx | -sapdb | -saphana | -msvssw| -db2 | -sybase | -mssharepoint | -veagent | -idb}
Client:0bjectName

-session SessionID
[-copyid N [-fixedcopy...]]

[-sourcedevice LogicalDevice]
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DESCRIPTION

The omniobjverify command verifies backup objects that have been created by Data Protector
backup, object copy, or object consolidation sessions. You can use the omniobjverify command to
verify objects such as filesystems (UNIX or Windows), very big file systems, disk image sections, and
the Data Protector Internal Database (IDB).

The command can be also used to verify integration objects (SAP R/3, Oracle, MySQL, PostgreSQL,
Informix Server, VMware vSphere, Microsoft Hyper-V, Microsoft Exchange Server 2010/2013,
Microsoft Exchange Server single mailboxes, Microsoft SharePoint Server 2010/2013, Microsoft SQL
Server, Lotus, Sybase, DB2, Microsoft Volume Shadow Copy Service, SAP MaxDB, and SAP HANA
Appliance). It verifies the data integrity of the objects and the ability of Data Protector to deliver them to
the application integration, not the application integration's ability to restore them.

To obtain the information about all backed up objects or sessions containing the objects you want to
verify, use the omnidb command.

This command can be used to start an interactive object verification session orimmediately start an
automated (scheduled or post-backup) object verification specification.

From Data Protector 9.05 onwards for VMware integrations, the virtual machine disks are considered
as objects that run in parallel. When the virtual machine object is selected for object copy operations,
its associated disk objects are also considered for these copy operations.

OPTIONS

-version

Displays the version of the omniobjverify command.
-help

Displays the usage synopsis for the omniobjverify command.
-verificationlist VerificationSpecificationName

Specifies the name of the verification specification, identified by
VerificationSpecificationName, for object verification.

-scheduled
Immediately starts a scheduled verification specification.
-postbackup

Immediately starts a post-backup verification specification specified by the -sessionSessionID
option.

-session SessionID
Selects the session ID for the -postbackup option or for the object definition.
-verify _on_source

Specifies the original backup object source host as the host on which the object verification process
will be performed.
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-verify on_mahost

Specifies the Media Agent host as the host on which the object verification process will be
performed.

-verify_on_host hostname

Specifies the host identified by hostname as the host on which the object verification process will
be performed.

-locationpriority MediumLocation [MediumLocation]

The order in which media are selected for object verification if the same object version exists in
more than one location. By default, Data Protector automatically selects the most appropriate
media set. Media location priority is considered if more than one media set equally match the
conditions of the media set selection algorithm.

The priority must be specified in the form "=MediumLocation" (equal to) or "<MediumLocation"
(lower priority than).

If you specify -locationpriority "=Locl" "<Loc2" "=Loc3" "<Loc4",then Locl has the
highest priority, Loc2 and Loc3 have a lower priority, and Loc4 has the lowest priority.

-no_monitor

If this option is used, the command displays only the session ID. By default, the command monitors
the session and displays all messages.

-priority NumValue

In case multiple running sessions request access to a specific device at the same time, this option
determines the order in which the sessions will be queued. The NumValue can be any value from 1
(the highest priority) to 6000 (the lowest priority). In case the option is not specified, the default
value of 3000 is set. If a low priority session is running when a high priority session starts queuing,
the currently running session is allowed to finish. When more sessions request access to a device
with the same priority, any of these sessions might acquire access first.

-filesystem Client:0bjectName Label
Selects the filesystem identified by CLlient :ObjectName Label for object verification.
-winfs Client:0bjectName Label

Selects the Windows filesystem identified by the CLient:0bjectName Label string for object
verification.

-rawdisk Client:0bjectName Label

Selects the disk image identified by the CLient: Label string for object verification. ObjectName is
blank in this case

-copyid N[-fixedcopy]
Selects the specified copy of an object version as a source for object verification.

If -fixedcopy option is not specified, Data Protector selects the needed media set automatically. If
several copies of the same object version exist in one session as a result of the object copy or
object mirror operation, this option is obligatory.

-sourcedevice LogicalDevice
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Specifies alogical device different from the one used for the backup to be used for reading backed
up objects from the source media. By default (if this option is not specified), the original backup
device is used for reading backed-up objects from the source media.

-sap Client:0ObjectName

Selects the SAP R/3 object identified by the CLient:0bjectName string for object verification.
-oracle8 Client:0bjectName

Selects the Oracle object identified by the CLient :ObjectName string for object verification.
-informix Client:0bjectName

Selects the Informix Server object identified by the CLient :0bjectName string for object
verification.

-e2010 Client:0bjectName

Selects the Microsoft Exchange Server 2010/2013 object identified by the CLient:0bjectName
string for object verification.

-mssql Client:0bjectName

Selects the Microsoft SQL Server object identified by the CLient :0bjectName string for object
verification.

-lotus Client:0bjectName

Selects the Lotus Notes/Domino Server object identified by the CLient :ObjectName string for
object verification.

-mbx Client:0bjectName

Selects the Microsoft Exchange Server single mailbox object identified by the CLient:0bjectName
string for object verification.

-sapdb Client:0bjectName
Selects the SAP MaxDB object identified by the CLient :ObjectName string for object copying.
-msvssw Client:0bjectName

Selects the Microsoft Volume Shadow Copy Service object identified by the CLient :0bjectName
string for object verification.

-db2 Client:0ObjectName

Selects the DB2 object identified by the CLient : ObjectName string for object verification.
-sybase Client:0bjectName

Selects the Sybase object identified by the CLient :0bjectName string for object verification.
-mssps Client:0bjectName

Selects the Microsoft SharePoint Portal Server object identified by the CLient :0bjectName string
for object verification.

-mssharepoint Client:0bjectName

Selects the Microsoft SharePoint 2010 Server object identified by CLient:0bjectName string for
object verification.
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-veagent Client:0bjectName

Selects the virtual environment object identified by the CLient :0bjectName string for object
verification.

-idb Client:Set

Selects the Internal Database backup object identified by the CLient: Set string for object
verification.

-saphana Client:Set
Selects the SAP HANA backup object identified by the CLient: Set string for object verification.
-integ {MySQL | PostgreSQL} Client:Set

Selects the MySQL or PostgreSQL backup object identified by the CLient: Set string for object
verification.

RETURN VALUES

For common return values, see the omniintro man page.

Additional return values of the omniobjverify command are:

10 - There was an error while copying some files. All agents completed successfully.
11 - One or more agents failed, or there was a database error.

12 - None of the agents completed the operation.

13 - Session was aborted.

EXAMPLES

1. Tostart an interactive object verification session for verifying one WinFS object
"system.company.com:/C 'Object1" from session 2013/02/06-1, using the original host as the
verification host, execute:

omniobjverify -winfs system.company.com:/C 'Objectl' -session 2013/02/06-1

2. Tostart an interactive verification session for verifying two filesystem objects
"system1.company.com:/ 'Label1™ and "system1.company.com:/ 'Label2" from session
2013/03/01-2, on host "system2.company.com", execute:

omniobjverify -verify_on_host system2.company.com -filesystem
systeml.company.com:/ 'Labell' -session 2013/03/01-2 -filesystem
systeml.company.com:/ 'Label2' -session 2013/03/01-2

3. Toimmediately start a post-backup verification specification named "post_bu_verify1" for the
session "2013/01/03-1", execute:

omniobjverify -verificationlist post_bu_verifyl -postbackup -session
2013/01/03-1

4. Toimmediately start a scheduled verification specification named "sched_verify1", execute:

omniobjverify -verificationlist sched_verifyl -scheduled
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5. To start an object verification session for the MySQL object "
mysqlsys.company.com:MYSQL58.1411047241" from the session "2014/11/21-5", using the
backup device "FastestDriveOfAll ",execute:

omniobjverify -integ MySQL mysqlsys.company.com:MYSQL58.1411047241 -session
2014/08/21-5 -sourcedevice FastestDriveOfAll

SEE ALSO

omnib(1), omnidb(1), omnikeytool(1M), omniobjconsolidate(1), omniobjcopy(1), omnir(1)
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omnir — restores filesystems, disk images, the Data Protector Internal Database (IDB), Microsoft
Exchange Server single mailboxes and Public Folders, Microsoft Exchange Server 2010/2013,
Microsoft SQL Server, Microsoft SharePoint Server 2010/2013, MySQL, PostgreSQL, SAP R/3, SAP
MaxDB, Informix Server, VMware vSphere, VMware vCloud Director, Microsoft Hyper-V, Lotus, IBM
DB2 UDB, and NDMP objects backed up with Data Protector. The command is also used to start the
instant recovery process. To restore a Sybase database, see the syb_tool man page.

(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnir SESSION OPTIONS [-noexpand] Object [Object ...]

SESSION_OPTIONS
-[no_]preview

-report {warning | minor |major | critical}
omnir -resume SessionID[-no_monitor]

FILESYSTEM RESTORE
Object
{-filesystem| -winfs} Client:MountPoint Label
-session SessionID [-copyid CopyID]
-tree TreeName...
[DATA_OPTIONS]
[FILESYSTEM_OPTIONS]
[SPLIT_MIRROR_OPTIONS]
[GENERAL_OPTIONS]
Object
{-filesystem| -winfs} Client:MountPoint Label
-full [-session SessionID]
-tree TreeName...
[DATA_OPTIONS]
[FILESYSTEM_OPTIONS]
[SPLIT_MIRROR_OPTIONS]
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[GENERAL_OPTIONS]
Object
{-filesystem| -winfs}Client:MountPoint Label
-omit_deleted files[-session SessionID [-copyid CopyID]]
-overwrite
-treeTreeName...
[DATA_OPTIONS]
[FILESYSTEM OPTIONS]
[SPLIT_MIRROR_OPTIONS]
[GENERAL_OPTIONS]
Object
{-filesystem| -winfs} Client:MountPoint Label
-tree TreeName...
MEDIUM_OPTIONS
[DATA_OPTIONS]
[FILESYSTEM OPTIONS]
[GENERAL_OPTIONS]
Object
-host Clientname
-session SessionID
[-full| -omit_deleted_files -overwrite]
[FILESYSTEM_OPTIONS]
[GENERAL_OPTIONS]

DISK IMAGE RESTORE

Object

-rawdisk Host Label

-session SessionID [-copyid CopyID]
-section[ToSectionl=]Sectionl [-section ToSection2=Section2...]
[SPLIT_MIRROR OPTIONS]

[GENERAL_OPTIONS]

Object

-rawdisk Host Label

-section [ToSectionl=]Sectionl [-section ToSection2=Section2...]
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MEDIUM_OPTIONS
[GENERAL_OPTIONS]

INSTANT RECOVERY
omnir -host ClientName
-session SessionID
-instant_restore

[P9000_DISK ARRAY XP_OPTIONS | P6060_ENTERPRISE VIRTUAL_ARRAY OPTIONS | 3PAR_DISK_
ARRAY_OPTIONS]

[ORACLE_SPECIFIC OPTIONS]
[SAP_SPECIFIC OPTIONS)

P9000_DISK ARRAY_XP_OPTIONS
-keep_version

-check_config

P600O _ENTERPRISE VIRTUAL_ARRAY_OPTIONS
{-copyback wait_clonecopy Minutes | -switch}
{-leave_source | -no_leave_source}
{-check_config|-no_check_config}

[-force_prp_replica]

3PAR_DISK_ARRAY_OPTIONS
{-copyback wait_clonecopy Minutes}
{-check_config| -no_check_config}
[-force_prp_replical

[-force_restore_volset]

SAP_SPECIFIC_OPTIONS
-sap
-user UserName -group GroupName

-recover {now | time MM/DD/YY hh:mm:ss | logseq LogSeqNumber thread ThreadNumber | SCN
Number} [-open [-resetlogs]]

-appname ApplicationDatabaseName
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ORACLE_SPECIFIC _OPTIONS
-oracle
-user UserName -group GroupName

-recover {now | time MM/DD/YY hh:mm:ss | logseq LogSeqNum thread ThreadNum|SCN Number} |-
open [-resetlogs]]

-appname ApplicationDatabaseName

-parallelism Number

NDMP RESTORE

Object
-filesystemHost:MountPoint Label
-full [-session SessionID]

-device BackupDevice

-tree TreeName...
[NDMP_DATA_OPTIONS]
[NDMP_GENERAL_OPTIONS]

Object
-filesystemHost:MountPoint Label
-session SessionID [-full]

-device BackupDevice

-tree TreeName...
[NDMP_DATA_OPTIONS]
[NDMP_GENERAL_OPTIONS]

NDMP_DATA_OPTIONS
-into PathName
-ndmp_env FileName
-ndmp_user UserName

-ndmp_passwd Password

NDMP_GENERAL_OPTIONS
-server ServerName
-no_monitor

-variable VariableName VariableValue
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SAP R/3 FILE RESTORE
Object

-sap Client:Set

-session SessionID [-copyid CopyID]
-tree FileName...

[DATA_OPTIONS]

[FILESYSTEM_ OPTIONS]
[GENERAL_OPTIONS]

VIRTUAL ENVIRONMENT RESTORE

omnir -veagent

-virtual-environment {vmware | hyperv | vcd}
-barhost BackupHost

-apphost OriginalAppHost

-instance OriginalDatacenter

-method {vStorageImage | vCDvStorageImage | vStorageImageOpenStack}
[-session BackupID|

-fromsession BackupID -untilsession BackupID]
VirtualMachine [VirtualMachine ...]
[NewInstance | Directory | NewOrganization]

[RESTORE_OPTIONS]

VirtualMachine

-vm vmpath -instanceUUID vmInstanceUUID [-versionID VersionID -new_name
NewVirtualMachineName] [-disk DiskName ...]

NewInstance

-newinstance TargetDatacenter

[-store TargetDatastore]

[-network_name TargetNetwork]

[-destination RestoreClient]

[-host/cluster HostOrCluster]

[-resourcePool ResourcePool]

[-specificHost SpecificHost]

[-targetstoragepath TargetStoragePathOfALLHyper-V-VMs]
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NewOrganization

-neworganization TargetOrganization
[[-virtual_datacenter_path|-virtual datacenter_uuid] TargetVDC]
[[-vapp_path | -vapp_uuid] TargetVApp]
[[-vcenter_path | -vcenter_uuid] TargetVCenter]

[[-network_name | -network_uuid] TargetNetwork]

Directory
-directory RestoreDirectory

[-overwrite | -skip | -latest]

RESTORE_OPTIONS

[-consolidate]

[-register]

[-poweron]

[-deletebefore | -deleteafter | -skip | -keep_for_forensics]

[-removeSnapshots]

SAP MAXDB RESTORE

omnir -sapdb

-barhost ClientName

[-user user:group]

[-instance InstanceName]

[-destination ClientName ]
[-newinstance DestinationInstanceName ]
[-session BackupID ]

[-recover [ -endlogs | -time: YYYY-MM-DD.hh.mm.ss ] [ -from_disk ]]
[-nochain ]

[-from_disk]

[-force]

[-config]

[GENERAL_OPTIONS]
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INFORMIX SERVER RESTORE
omnir -informix

-barhost ClLientName

-barcmnd PathName

-user User:Group

-appname ApplicationDatabaseName
-bararg OnBarRestoreArguments
[SESSION_OPTIONS]
[GENERAL_OPTIONS]

SESSION_OPTIONS
-report {warning | minor | major | critical}
-load {low | medium | high}

-no_monitor

MICROSOFT EXCHANGE SERVER 2010/2013 RESTORE

STANDARD RESTORE
omnir -e2010

-barhost ClLientName

Database [Database ...]

[-user User:Domain]
[VSS_EXCHANGE_SPECIFIC OPTIONS]
[GENERAL_OPTIONS]

INSTANT RECOVERY
omnir -e2010

-barhost ClLientName
-instant_restore

Database [Database ...]

[-user User:Domain]
[VSS_INSTANT_RECOVERY OPTIONS]
[VSS_EXCHANGE_SPECIFIC_OPTIONS]
[GENERAL_OPTIONS]
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Database
{-db_name SourceDatabaseName | -db_guid SourceDatabaseGUID}
[-source SourceClientName]

{-repair|-latest|-pit|-new|-temp}E2016 METHOD_ OPTIONS

E2010 REPAIR METHOD_OPTIONS

[-no_resume_replication]

E2010 LATEST_METHOD_OPTIONS
[-node TargetNode. . . | -all]
[-no_resume_replication]
[-no_recover]

[-no_mount]

[E2010_IR SPECIFIC_OPTIONS]

E2016 PIT _METHOD OPTIONS
-session ID

[-node TargetNode. .. | -all]
[-no_resume_replication]
[-no_recover]

[-no_mount]

[E2010_IR SPECIFIC_OPTIONS]

E2016 NEW METHOD OPTIONS
-session ID

-client TargetClientName
-location TargetDatabasePath
-name TargetDatabaseName
[-recoverydb]

[-no_recover]

[-no_mount]

[E2010_IR SPECIFIC_OPTIONS]
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E2010 TEMP_METHOD _OPTIONS
-session ID

-client TargetClientName
-location TargetDatabasePath
[-no_chain]

[-edb_only]

[-no_recover]

[E2010_IR SPECIFIC_OPTIONS]

E2010 IR SPECIFIC_OPTIONS

[-from_session SessionID]

MICROSOFT EXCHANGE SINGLE MAILBOX RESTORE
omnir -mbx

-barhost HostName

[-destination HostName]

-mailbox MailboxName -session BackupID [MAILBOX_ OPTIONS]...
-public -session BackupID [PUBLIC FOLDERS_OPTIONS]
[GENERAL_OPTIONS]

MAILBOX_OPTIONS

-folder FolderName

-exclude FolderName

-originalfolder {-keep_msg| -overwrite msg}
-destmailbox DestMatilboxName

-chain

PUBLIC _FOLDERS_OPTIONS

-folder FolderName

-exclude FolderName

-originalfolder {-keep_msg| -overwrite _msg}

-chain

MICROSOFT SQL SERVER RESTORE
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omnir -mssql

-barhost ClientName

[-destination ClientName]

[-instance SourceInstanceName]
[-destinstance DestinationInstanceName]

{ -base DBName -session BackupID [MSSQL_OPTIONS]... | -base DBName -datafile
GroupName/DataF1ileName -session BackupID [DATAFILE_OPTIONS...]}

[GENERAL_OPTIONS]

MSSQL_OPTIONS

-asbase NewDBName {-file LogicalFileNamel PhysicalFileNamel [-file LogicalFileName2
PhysicalFileName?2 ...]}

-replace

-singleuser

-nochain
-recovery {rec | norec}
-stopat yyyy/mm/dd.hh:mm:ss
-standby File

-tail_log BackupSpecificationName

DATAFILE OPTIONS
-replace
-singleuser
-nochain

-recovery {rec | norec}

MICROSOFT SHAREPOINT SERVER 2010/2013 RESTORE
omnir -mssharepoint

-barhost HostName

[-destination RestoreClientName]

-user User:Group

[-session BackupID]

[-replace]

[-byserver ServerName [-byserver ServeriName...]]

-farmname FarmName
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[Component [Component...]]

[GENERAL_OPTIONS]

Component
-configdb |

-webapplication WebApplicationName [WEB_APPLICATION_OPTIONS] [ContentDatabase
[ContentDatabase...]] |

-ssp SSPName [SSP_OPTIONS] [-index INDEX OPTIONS] [Database [Database...]]

[-webapp WebApplicationName [WEB_APPLICATION_OPTIONS] [ContentDatabase
[ContentDatabase...]l]

-wsssearch [Database] |

-ssodb [DB_OPTIONS]

ContentDatabase

-db DBName -host DBHostName [-unlink] [DB_OPTIONS]

Database

-db DBName -host DBHostName [DB_OPTIONS]

WEB_APPLICATION_OPTIONS

-as WebApplicationName

-url WebApplicationURL

-poolusername Username [-poolpassword Password)]

-replace

DB_OPTIONS

-sqllogin Username [-sqlpassword Password]
-instance SourceInstanceName

-as NewDBName

-tohost DBHostName

-newinstance DestinationInstanceName
-todir NewDirectoryName

-replace

SSP_OPTIONS
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-ssplogin Username [-sspassword Password)]
-as SSPName

-mysiteurl MySiteWebAppUrl

INDEX_OPTIONS
-tohost IndexServerHostName

-todir NewDirectoryName

LOTUS RESTORE
omnir -lotus
-barhost ClLientName
[-user User:Group]
[-destination CLientName]
[-parallelismn]
-domino_server srv_name
-appname
-db db1 [-db db2...]
[-NSF] [-NTF] [-BOX] [-ALL]
[-direx direxl[-direx direx2...]]
[-r_dest restore_dir]
[ -recover | recovery time yyyy/mm/dd.hh:mm:ss]
[-reset_replica]

[-session BackupID]

MICROSOFT VOLUME SHADOW COPY SERVICE RESTORE

STANDARD RESTORE
omnir -vss

-barhost CLientName

-session BackupID1 {Tree [Tree...]}
[-session BackupID2 {Tree [Tree...]}...]
[-no_recovery]

[-into PathName]

[-destination ClientName]
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[VSS_EXCHANGE_SPECIFIC_OPTIONS]
[GENERAL_OPTIONS]

INSTANT RECOVERY
omnir -vss
-instant_restore
-barhost CLientName
-session SessionID1{Tree [Tree...]}
[-session SessionID2{Tree [Tree...]}...]
[-no_recovery]
[-destination ClientName]
[VSS_INSTANT_RECOVERY OPTIONS]
[VSS_EXCHANGE_SPECIFIC _OPTIONS]
[GENERAL_OPTIONS]

Tree

-tree TreeName [VSS_EXCHANGE_2007 SPECIFIC_OPTIONS]

VSS_INSTANT_RECOVERY_OPTIONS
[-conf_check {strict|non-strict|disabled}]
[-no_retain_source]

[-use_vds | -use_vss | VSS_P60008_ENTERPRISE_VIRTUAL_ARRAY OPTIONS | VSS_P9060_DISK
ARRAY_XP_OPTIONS | VSS_P16060_OPTIONS | VSS_P4060_OPTIONS]

VSS _P6000 ENTERPRISE VIRTUAL_ARRAY_OPTIONS
[-no_copy_back | -copy_back [-diskarray wait Minutes|-no_diskarray_wait]]

[-no_retain_source]

VSS_P9000_DISK_ARRAY XP_OPTIONS

-copy_back -no_retain_source[-no_diskarray_wait]

VSS_P166066 OPTIONS

-copy_back

VSS_P4606_OPTIONS
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-copy_back

VSS_EXCHANGE_SPECIFIC_OPTIONS

[-exch_check [-exch_throttle Value] | -exch_checklogs]

VSS_EXCHANGE_26007 _SPECIFIC_OPTIONS

[[-target_tree TargetStoreName | -exch_RSG LinkedStoreName] -target_dir Directory]

DB2 RESTORE
omnir -db2
-barhost ClLientName

-instance InstName

{[-dbname DBName [-session BackupID] [-newdbname NewDBName...]] [-tsname DBName*TSName [ -
session BackupID] [-offline...]][-logfile DBName*LogF1ileName [-session BackupID...]]}

[DB2_OPTIONS]

DB2_OPTIONS
-destination ClientName
-rollforward [-time YYYY-MM-DD. hh.mm. ss]

-frominstance InstName

MYSQL RESTORE

omnir SESSION_OPTIONS

-integ MySQL

-barhost TargetMySQLHostname
-appname TargetInstanceName
-user Username : GroupName
-options MYSQL_OPTIONS

[ GENERAL_OPTIONS]

SESSION_OPTIONS

[-report {warning | minor | major | critical}]

MYSQL_OPTIONS

-source_client SourceMySQLHostname
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-source_instance SourceInstanceName

-database DATABASE_OPTIONS | -binary log BINARY LOG_OPTIONS

DATABASE_OPTIONS

-sessionSessionID

{-staging [CustomStagePath]

[-copy _back [-target_dir NonOriginalTargetPath]
—import] |

-inplace [-target_dir NonOriginalTargetPath]}
[-include {DatabaseName | DatabaseName.TableName}] ...

[-roll_forward [YYYY-MM-DD hh:mm:ss]]

BINARY_LOG_OPTIONS
-include BinaryLogFilename [-include BinarylLogFilename] ...

[-target_dir NonOriginalTargetPath]

POSTGRESQL RESTORE

omnir SESSION_OPTIONS

-integ PostgreSQL

-barhost TargetPostgreSQLHostname
-appname TargetInstanceName

-user Username : GroupName

-options POSTGRESQL_OPTIONS
[GENERAL_OPTIONS]

SESSION_OPTIONS

[-report {warning | minor | major | critical}]

POSTGRESQL_OPTIONS

-source_client SourcePostgreSQLHostname
-source_instance SourceInstanceName
-target_dir NonOriginalTargetPath
[-session SessionID] |

[-roll_forward [YYYY-MM-DD hh:mm:ss]]
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DATA_OPTIONS
-exclude PathName ...
-skip MatchPattern ...
-only MatchPattern ...
-as Pathname

-into Pathname

MEDIUM_OPTIONS
-device BackupDevice
-medium MediumID
-id DiskAgentID
[-slot SLotID[Side]]

FILESYSTEM_OPTIONS

-touch

-lock

-no_protection
-[no_Joverwrite | -merge

-catalog

-sparse

-move_busy

-no_share[_info]
-omit_unrequired_object_versions

-[no_]resumable

IDB RESTORE

-idb

-barhost CLientName

[-restoredb [RESTORE_DB_OPTIONS]]
[-restoreconf [RESTORE_CONF_OPTIONS]]
[-restoredcbf [RESTORE_DCBF_OPTIONS]]
[-client SourceClientName]

[-until YYYY-MM-DD[hh.mm.ss]]
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[-pre PathName]
[-post PathName]
[GENERAL_OPTIONS]

RESTORE_DB_OPTIONS
-targetdir TargetDataFolderPath
-port TargetDatabasePort

[-nodbrecover | -nouseasnewidb]

RESTORE_CONF_OPTIONS

[-keeprecent | -nooverwrite | -overwrite]
[-session SessionID]

[-targetdir TargetConfFolderPath]

[-name FileOrFolderName...]

RESTORE_DCBF_OPTIONS
[-targetdir TargetDCBFFolderPath]

GENERAL_OPTIONS
-device BackupDevice
-no_auto_device_selection
-server ServerName
-target Client
-profile
-load {low | medium | high}
-pre_exec PathName
-post_exec PathName
-variable VariableName VariableValue
-no_monitor

[-priorityNumValue]

SPLIT_MIRROR_OPTIONS

-sse| -symmetrix
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-remote ApplicationSystem BackupSystem|-local ApplicationSystem BackupSystem| -
combined ApplicationSystem BackupSystem

[-quiesce cmd]

[-restart cmd]

[-mirrors List]

[-discovery]
[-re_establish_links_before_restore]
[-disable disks]

[-restore links_after restore]

DESCRIPTION

The omnir command restores objects backed up using Data Protector. You can use the omnir
command to restore filesystems, very big file systems, disk image sections, NDMP objects, and Data
Protector Internal Database (IDB) to their original or different location. It can also be used for restoring
application integration objects (SAP R/3, Microsoft Exchange Server 2010/2013, Microsoft Exchange
Server single mailboxes, Microsoft SQL Server, Microsoft SharePoint Server 2007/2010/2013, Lotus,
Informix Server, VMware vSphere, VMware vCloud Director, Microsoft Hyper-V, IBM DB2 UDB,
MySQL, or SAP MaxDB), or to start the instant recovery process. To restore a Sybase database, see
the syb_tool man pages.

If several copies of the same object version exist, you can let Data Protector select which media set
will be used for the restore. You can also specify the media set from which you want to restore the data,
except when restoring the IDB or an integration object. It is not possible to specify the media set
created as a result of the media copy operation.

The omnir command also supports parallel restore. You can achieve this by specifying more than one
object using the command line options. It is not possible to use the -medium option when performing a
parallel restore. The number of objects for parallel restore is limited by the MaxSessions global option.

NOTE:

It is not allowed to specify the same object more than once within the same omnir command.
To differentiate options for the same object (for example, the -tree option) specify these
options for the same object as many times as needed.

Information about all backed up objects can be obtained from the IDB by using omnidb command or, in
the case of the instant recovery, from a ZDB database or VSS database by using the omnidbxp,
omnidbsmis, or omnidbvss command. For more information on these commands, see the related man
pages. For most restore actions you need to specify the SessionID of the session containing the object
you want to restore, which can be obtained by the omnidb command.

NOTE:

When restoring integration objects, provide the SessionID of the backup session. In case of
object copies, do not use the object copy session ID, but the object's BackupID, which equals
the original object's backup session ID. If imported backup media are used for restoring an
object, do not specify the new session ID which is assigned to the imported backup session,
but the object's BackupID which is the original backup session ID for that object.
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To restore objects from a medium that is not in the IDB, use the -medium MediumID option, instead of
the SessionID.

NOTE:
The -medium option is not possible when performing a parallel restore.

To get the MediumID and DiskAgentID from the medium, use the omnimlist command to read the
medium. See the omnimlist man page for more information on this command.

NOTE:
When restoring a Microsoft SQL Server with the -tail_log option specified, a tail log backup
session is performed before the actual restore session starts.

SAP specific global option

With Data Protector 10.01, a new global option SessSuccessfulWhenSAPNoArchivelogsBackedUp is
added. By enabling this option, the SAP backup session is marked as successful, even if 0 archive
logs were backed up.

OPTIONS

-version

Displays the version of the omnir command.
-help

Displays the usage synopsis of the omnir command.
-resume SessionID

Starts a new session that continues with the restore from where the failed session SessionID left
off, using the same options as used in the failed session. This functionality is supported for
filesystem restore sessions and Data Protector Oracle Server integration restore sessions.

FILESYSTEM RESTORE
-filesystem Client:MountPoint Label
Selects the filesystem identified with CLient :MountPoint Label for restore.
-winfs Client:MountPoint Label
Selects the Windows filesystem identified with CLient :MountPoint Label for restore.
-session SessionID
Specifies the session to be used for restore.
-copyid CopyID

If several copies of the same object exist in one session as a result of the object copy or object
mirror operation, this option identifies the specific object copy (object mirror or object copy) to be
used for restore. By default (if this option is not specified), Data Protector selects the media set to
restore from automatically. When using this option, it is necessary to specify both the object and
the session.
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-tree TreeName

Specifies the file, component, or tree to restore. Note that when specifying trees on UNIX systems,
complete trees must be specified including the mount points, whereas on Windows systems, trees
must be specified without volumes (drives). For example: -tree /usr/temp (UNIX systems)and -
tree /temp/Filesystem/E (Windows systems).

-full

Specifies that the selected object will be restored from the last full backup and all incremental
backups related to this full backup.

-omit_deleted files

This option can only be used in combination with the -overwrite option. For this option to function
properly, the time on the Cell Manager and the time on the system where data is restored must be
synchronized.

If this option is specified, Data Protector recreates the state of the backed up directory tree at the
time of the chosen incremental backup session while preserving files that were created or modified
afterwards. Files that were removed between the full backup (the initial session defining the restore
chain) and the chosen incremental backup are not restored.

If this option is not specified, Data Protector also restores files that were included in the full backup
image and were removed between the full backup (the initial session defining the restore chain) and
the chosen incremental backup.

If you use this option in combination with the -as or -into option, carefully choose the restore
location to prevent accidental removal of existing files.

-host ClLientName

Restores all objects of the specified client that were backed up in the specified session. This option
is only valid for the filesystem restore.

DISK IMAGE RESTORE
-rawdisk Client Label
Selects the disk image identified by CLient and Label for restore.
-session SessionID
Specifies the session to be used for restore.
-copyid CopyID

If several copies of the same object exist in one session as a result of the object copy or object
mirror operation, this option identifies the specific object copy (object mirror or object copy) to be
used for restore. By default (if this option is not specified), Data Protector selects the media set to
restore from automatically. When using this option, it is necessary to specify both the object and
the session.

-section [ToSection=]Section

Specifies the disk image section to be restored. To restore the section to a new section, include
both the source and destination section.
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NDMP RESTORE
-full

Specifies that the selected object will be restored from the last full backup and all incremental
backups related to this full backup.

-filesystem Client:MountPoint Label

Selects the filesystem identified with CLient :MountPoint Label for restore.
-session SessionID

Specifies the session to be used for restore.
-tree TreeName

Specifies the file, component, or tree to restore. Note that when specifying trees on UNIX systems,
complete trees must be specified including the mount points, whereas on Windows systems, trees
must be specified without volumes (drives). For example: -tree /usr/temp (UNIX system)and -

tree /temp/Filesystem/E (Windows system).

-into Pathname

Restores the selected fileset into the given directory.
-ndmp_user UserName

Sets the username that is used by Data Protector to establish the connection to the NDMP server.
-ndmp_passwd Password

Sets the password for the username that is used by Data Protector to establish the connection to
the NDMP server.

-ndmp_env FileName

Specifies the filename of file with NDMP environment variables for specific NDMP
implementations.

SAP R/3 FILE RESTORE
-sap Client:Set
Selects the SAP R/3 object identified by CLient : Set for restore.
-session SessionID
Specifies the session to be used for restore.
-copyid CopyID

If several copies of the same object exist in one session as a result of the object copy or object
mirror operation, this option identifies the specific object copy (object mirror or object copy) to be
used for restore. By default (if this option is not specified), Data Protector selects the media set to
restore from automatically. When using this option, it is necessary to specify both the object and
the session.

-tree TreeName

Specifies the file, component, or tree to restore. Note that when specifying trees on UNIX systems,
complete trees must be specified including the mount points, whereas on Windows systems, trees
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must be specified without volumes (drives). For example: -tree /usr/temp (UNIX system)and -
tree /temp/Filesystem/E (Windows system).

INFORMIX SERVER RESTORE
-informix

Selects the Informix Server object for restore.
-barhost CLientName

Specifies the Informix Server client from which the data was backed up.
-barcmnd PathName

The value of the barcmnd option has to be set to ob2onbar.pl.
-user UserName : GroupName

Specifies Username and GroupName that started the script specified by the -barcmnd option.
-appname ApplicationDatabaseName

Specifies the database server name of Informix Server to be restored.
-bararg OnBarRestoreArguments

Specifies the onbar restore arguments. Each onbar restore argument has to be put in double quotes.

MICROSOFT EXCHANGE SERVER 2007 RESTORE
-msese
Selects the Microsoft Exchange Server object for restore.
-barhost CLientName
Specifies the Microsoft Exchange Server client from which the data was backed up.
-destination ClientName

Specifies the target client for restore. Use this option only when you restore to some other instance
than the one that was backed up.

-appname full _application_name

Specifies a Microsoft Exchange Server Information Store, Site Replication Service or Key
Management Service for the restore. The name of the Store/Service (full _application _name)
must be provided in double quotes as follows:

« Forthe Information Store: Microsoft Exchange Server (Microsoft Information Store)

« Forthe Site Replication Service: Microsoft Exchange Server (Microsoft Site
Replication Service)

« Forthe Key Management Service: Microsoft Exchange Server (Microsoft Key
Management Service)

-base DBName

Specifies the Microsoft Exchange Server store or logs for restore.
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-session BackupID
Specifies from which backup data (BackupID) to restore, for example, 2011/10/09-2.

A backup ID is a point in time. All objects (backup data) created in a backup session have the same
backup ID, which is the same as the session ID of the backup session.

Mirrored objects and objects created in an object copy session have the same backup ID as objects
created in the original backup session. Suppose the media set created in the original backup
session no longer exists, but the media set created in an object copy session still exists. To restore
the objects, you must specify the session ID of the original backup session (that is, the backup ID)
and not the session ID of the object copy session.

The omnir syntax does not let you specify from which object copy to restore if several copies of the
same object exist. This is only possible using the Data Protector GUI by setting the media
allocation priority list.

This option must be set for every -base option specified.
-logpath path

Specifying this option, you set the temporary directory for the Microsoft Exchange Server log files.
Data Protector restores the log files to this directory. Using this directory, the Microsoft Exchange
Server then recovers the database - this operation is referred to as hard recovery.

-last

Hard recovery is performed after the restore of the Microsoft Exchange Server object. Use this
option if you are restoring the last set of files. If you do not set this option, you have to start the
recovery manually by running the eseutil /cc /t utility from the directory for temporary log files.
If this option is not specified, soft recovery is performed after the restore.

-mount

The restored Microsoft Exchange Server databases will be automatically mounted after the soft or
hard recovery.

-consistent

Restores the database to its last consistent state. The latest log files, created after backup, are
applied to the restored database during recovery.

MICROSOFT EXCHANGE SERVER 2010/2013 RESTORE
-e2010

Selects the Microsoft Exchange Server 2010/2013 object for restore.
-barhost CLientName

Specifies on which client to start the Data Protector Microsoft Exchange Server 2010 integration
agent (e2010_bar.exe). This can be any client that has the MS Exchange Server 2010+
Integration component installed.

-instant_restore
Performs an instant recovery.

-user User:Domain
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Specifies which Windows domain user account to use to start the restore session. Ensure that the
specified user has appropriate Microsoft Exchange Server permissions, is added to the Data
Protector admin or operator user group, and is saved to a Windows Registry on the Microsoft
Exchange Server client on which the integration agent (e2010_bar . exe) will be started (see the
Data Protector omnicc command).

If this option is not specified, the restore session is started under the user account under which the
Data Protector Inet serviceis running.

{-db_name SourceDatabaseName | -db_guid SourceDatabaseGUID}
Specifies which database to restore. If the database no longer exists, use the -db_guid option.
-source SourceClientName

Specifies from which client the database was backed up. For databases that are part of a DAG,
specify the DAG virtual system (host). If this option is not specified, Data Protector assumes that
the database was backed up from the client specified with the -barhost option.

{-repair|-latest|-pit|-new|-temp}
Specifies which restore method to use:

repair: Available only for databases that are part of a Microsoft Exchange Server Database
Availability Group (DAG). Automatically restores all the corrupt passive copies (copies with the
status Failed or FailedAndSuspended).

latest: Restores a corrupt database to the latest possible point in time.
pit: Restores an existing database to a specific point in time.

new: Restores files to a different database, either because the original database no longer exists or
in order to move the data elsewhere.

temp: Restores files to a location of your choice.
-no_resume_replication

Specifies that the replication between the active and passive copies should not be resumed after
the restore session completes.

-node TargetNode ... |-all

Specifies which clients (that is, database copies) to restore.
-no_recover

Specifies that logs should not be applied to the database file after the restore completes.
-no_mount

Specifies that the database should not be mounted after the database recovery completes.
-session {BackupID | SessionID}

Specifies from which backup data to restore, for example, 2012/10/09-2.

For standard restore, specify BackupID. A backup ID is a point in time. All objects (backup data)
created in a backup session have the same backup ID, which is the same as the session ID of the
backup session.
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Mirrored objects and objects created in an object copy session have the same backup ID as objects
created in the original backup session. Suppose the media set created in the original backup
session no longer exists, but the media set created in an object copy session still exists. To restore
the objects, you must specify the session ID of the original backup session (that is, the backup ID)
and not the session ID of the object copy session.

The omnir syntax does not let you specify from which object copy to restore if several copies of the
same object exist. This is only possible using the Data Protector GUI by setting the media
allocation priority list.

If a differential backup session is selected, the . 1og files backed up in the selected differential
backup session are restored.

If an incremental backup session is selected, the . 1log files backed up in all subsequent
incremental backup sessions, up to the selected incremental backup session, are restored.

For instant recovery, specify SessionID of a ZDB-to-disk or ZDB-to-disk+tape session.
-client TargetClientName

Specifies to which client to restore.
-location TargetDatabasePath

Specifies to which directory to restore.
-name TargetDatabaseName

Specifies which name to use for the new database. If another database with the same name already
exists, the restore is not performed.

-recoverydb
Restores files to a Microsoft Exchange Server recovery database.

Although multiple recovery databases can exist in parallel, only one recovery database can be
mounted to the Microsoft Exchange Server at a time.

-no_chain

Restores only the files backed up in the selected session.

By default, the complete chain is restored.
-edb_only

Restores only the database file (. edb). Logs (. 1og) and checkpoint files (. chk) are not restored.
-from_session

An instant recovery specific option that specifies which full or copy ZDB session to use as a
starting session in a restore chain.

Use this option if the session that you specified for instant recovery is an incremental or a
differential session. If you do not use it, the integration agent uses the last full or copy session as
the starting point in a restore chain for instant recovery.

MICROSOFT EXCHANGE SINGLE MAILBOX RESTORE

-mbx
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Selects Microsoft Exchange Server single mailboxes and Public Folders for restore.

-barhost ClLientName

Specifies the Microsoft Exchange Server client from which the data was backed up.
-destination ClientName

Specifies the target client for restore. Use this option only when you restore to some other instance
than the one that was backed up.

-mailbox MailboxName
Specifies the Microsoft Exchange Server single mailboxes for restore.
-session BackupID
Specifies from which backup data (BackupID) to restore, for example, 2012/10/09-2.

A backup ID is a point in time. All objects (backup data) created in a backup session have the same
backup ID, which is the same as the session ID of the backup session.

Mirrored objects and objects created in an object copy session have the same backup ID as objects
created in the original backup session. Suppose the media set created in the original backup
session no longer exists, but the media set created in an object copy session still exists. To restore
the objects, you must specify the session ID of the original backup session (that is, the backup ID)
and not the session ID of the object copy session.

The omnir syntax does not let you specify from which object copy to restore if several copies of the
same object exist. This is only possible using the Data Protector GUI by setting the media
allocation priority list.

-public

Specifies the Microsoft Exchange Server Public Folders for restore (as part of the Microsoft
Exchange Server single mailbox restore).

-folder FolderName

Specifies folders to be restored. Note that the subfolders are also restored. If this option is not
specified, all backed up folders are restored.

-exclude FolderName
Specifies the folders to be excluded from restore.
-originalfolder {-keep_msg | -overwrite msg}

If this option is selected, Data Protector restores Exchange Server items to the same folders in
which they were when the backup was performed.

If -keep_msg is selected, the messages in the mailbox or Public Folders are not restored, even if
they are different from their backed up version.

If -overwrite_msgis selected, all messages are restored, replacing their current versions (if they
exist). If different versions of the same message exist in the mailbox or Public Folders (for example,
if you have a copy of the message), only one is replaced with the backed up version and all other
versions remain intact.

The messages in the mailbox that were not backed up in the specified backup session (or the
restore chain of backup sessions) always remain intact.
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If -originalfolder is not specified, Data Protector creates a new folder in the root of the mailbox
orintheroot of A11 Public Folders and restores Exchange items intoit. For a mailbox restore,
the folder is named Data Protector BackupDate BackupTime, and fora Public Folders restore, it
is named Data Protector BackupDate BackupTime - public folder. If you restore a mailbox
or Public Folders from the same backup several times, a number is appended to the folder name.
For example, in the second restore session of a mailbox, the folder Data Protector BackupDate
BackupTime (1) is created.

-destmailbox DestMailboxName

Specifies the destination mailbox, into which data will be restored. The destination mailbox must
exist on the target Microsoft Exchange Server. If this option is not specified, data is restored to the
original mailbox.

-chain

If this option is specified, data is restored not only from the specified backup session, but also from
the latest full, the latest incremental (if exists), and all incremental backups from the last
incremental1 up to the specified version.

LOTUS RESTORE
-lotus
Selects the Lotus Notes/Domino Server object for restore.
-barhost CLientName
Specifies the Lotus Notes/Domino Server client from which the data was backed up.
-destination ClientName

Specifies the target client for restore. Use this option only when you restore to some other instance
than the one that was backed up.

-parallelismn

Sets the number of restore streams, running in parallel. The default is 1.
-domino_server srv_name

Sets the name of the Lotus Notes/Domino Server which you want to restore.
-appname

Specifies the Lotus Notes/Domino Server instance source.
-db db

Sets the restore of an individual Lotus Notes/Domino Server database.
-NSF

Sets the restore of all NSF (Notes Storage Facility) databases.
-NTF

Sets the restore of all NTF (Notes Templates Facility) files.
-BOX
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Sets the restore of all BOX files.
-ALL

Sets the restore of all objects, NSF databases, NTF files and BOX files.
-dirdir

Sets the Lotus Notes/Domino data directories that you want to include in the restore. Enter their
relative pathnames to the Lotus Notes/Domino data directory.

-direx direx

Sets the Lotus Notes/Domino data directories that you want to exclude from the restore. Enter their
relative pathname to the Lotus Notes/Domino data directory.

-r_dest restore _dir
Sets the relative pathname to the restored database directory.
-recover

Specify this option to perform the recovery of the restored database to the last possible consistent
state.

-recovery_time yyyy/mm/dd.hh:mm:ss
Sets a point in time to which you want the database to be recovered.
-reset_replica

This option should be used only when restoring to the last possible consistent state. If the option is
specified, each restored storage database (NSF database) is assigned a new replica ID.

-session BackupID
Specifies from which backup data (BackupID) to restore, for example, 2012/10/09-2.

A backup ID is a point in time. All objects (backup data) created in a backup session have the same
backup ID, which is the same as the session ID of the backup session.

Mirrored objects and objects created in an object copy session have the same backup ID as objects
created in the original backup session. Suppose the media set created in the original backup
session no longer exists, but the media set created in an object copy session still exists. To restore
the objects, you must specify the session ID of the original backup session (that is, the backup ID)
and not the session ID of the object copy session.

The omnir syntax does not let you specify from which object copy to restore if several copies of the
same object exist. This is only possible using the Data Protector GUI by setting the media
allocation priority list.

DB2 RESTORE
-db2

Selects the IBM DB2 UDB object to restore.
-barhost CLientName

Specifies the IBM DB2 UDB client from which the data was backed up.
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-instance InstName
Sets the name of the database instance that was backed up.
-dbname DBName
Sets the name of the DB2 database that you want to restore.
-newdbname NewDBName
Specify this option if you want to restore the whole DB2 database into a new database.
-tsname DBName *TSName

Sets the name of the DB2 table space that you want to restore. To specify the table space you
would like to restore, write the name of the database, then the "*" character and finally the name of
the table space (without spaces).

-logfile DBName*LogFileName

Sets the name of the DB2 Log file that you want to restore. It should not be used with the -
rollforward option. To specify the Log file you would like to restore, write the name of the
database, then the "*" character and finally the name of the Log file (without spaces).

-offline
Specify this option if you want to restore a table space offline.
-destination ClientName

Specifies the target client for restore. Use this option only when you restore to some other instance
than the one that was backed up.

-rollforward [time:YYYY-MM-DD.hh.mm.ss]

Specify the point in time when you want a rollforward to be performed to. The rollforward point in
time must be entered in local time (as it is set on the DB2 target server) and not in coordinated
universal time (UTC). If you specify a rol1forward option without time argument, a rollforward will
be performed to the end of the logs.

-frominstance InstName

Sets the name of the DB2 instance from which you want to restore the data.

MICROSOFT VOLUME SHADOW COPY SERVICE RESTORE
-vss
Selects the VSS object for restore.
-barhost CLientName
Specifies the system on which the backup session was originally performed.
-session {BackupID | SessionID}

Specifies from which backup data to restore, for example, 2012/10/09-2.
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For standard restore, specify BackupID. A backup ID is a point in time. All objects (backup data)
created in a backup session have the same backup ID, which is the same as the session ID of the

backup session.

Mirrored objects and objects created in an object copy session have the same backup ID as objects
created in the original backup session. Suppose the media set created in the original backup
session no longer exists, but the media set created in an object copy session still exists. To restore
the objects, you must specify the session ID of the original backup session (that is, the backup ID)
and not the session ID of the object copy session.

The omnir syntax does not let you specify from which object copy to restore if several copies of the
same object exist. This is only possible using the Data Protector GUI by setting the media
allocation priority list.

For instant recovery, specify SessionID of a ZDB-to-disk or ZDB-to-disk+tape session.

-tree TreeName

Specifies the file, component, or tree to restore. For example, to specify a component, you can use:
-tree "/Microsoft Exchange Writer(Exchange Information Store)/Microsoft
Information Store/First Storage Group/StoreOne"

When specifying trees, the trees must be specified without the drive letter.
-into Pathname

Restores the selected files, component, or tree into the given directory.
-destination ClientName

Specifies the target client for restore. Use this option only when you restore to some other instance
than the one that was backed up. If not specified, the components are always restored to the server
from where they were backed up. Note that all objects in one restore session must be restored to
the same system.

-instant_restore
Selects instant recovery for ZDB and VSS integrations.
-conf_check {strict|non-strict|disabled}

Defines the configuration check mode. If this option is specified, Data Protector checks whether
the individual components can be selectively restored using the instant recovery functionality. The
check detects whether there is more than one component on the volume or there is any data
besides the component’s data on the volume. If the check fails, the instant recovery session will
fail. Specify the strict mode to check each file or folder. Specify the non-strict mode to check
each folder. Disable configuration check only if instant recovery cannot be performed with an
enabled configuration check and only after you make sure that this will not result in a loss of data. In
case of a data loss, the data that does not belong to a component, but resides on the same volume,

will be lost.

-no_recovery

Leaves the application database in the recovery mode after completion of the restore session,
enabling you to manually apply transaction logs to the database.

This option is available only for the SQL Server writer.

-use_vds
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Switches a replica from the specified backup session with the source volume. Once switched, the
replica is not available for another instant recovery session and also information about this replica is
deleted from the database (VSSDB). Does not use a ZDB array specific options or agents.

With disk arrays of the HPE P9000 XP Disk Array Family, this option must be used after the
backup created with the P9000 XP Array provider in the VSS compliant mode.

-use_vss

The instant recovery is performed by the VSS hardware provider (VSS LUN resync). The actual
instant recovery method depends on the disk array and VSS hardware provider settings. The VSS
LUN resync functionality must be supported by the operating system and the VSS hardware
provider.

VSS_P6000_ENTERPRISE _VIRTUAL_ARRAY _OPTIONS
-no_copy_back

If this option is specified, a replica from the specified backup session is switched with the source
volume. Once used, the replica is not available for another instant recovery session.

-copy_back

If this option is specified, copy back is performed. This is also the default behavior when neither -
no_copy_back nor -copy_back is specified.

-diskarray_wait Minutes

If this option is specified, there is a delay before the background processes can run. The duration of
the delay (in minutes) is determined by Minutes. This is also the default behavior when neither -
diskarray wait nor -no_diskarray wait are specified, in which case there is a 60-minute delay.

-no_diskarray_wait

If this option is specified, the background processes, such as integrity check, will not stop during
the copy creation. This may cause a slowdown of the copy process.

-no_retain_source

Deletes the source volume during restore. If this option is used with -copy_back, the disk is
overwritten during restore. Failure during such restore will cause the source volume data to be lost.
If used with -no_copy_back, the disk is deleted after successful restore.

VSS_P90660 DISK ARRAY_XP_OPTIONS
-copy_back

Performs resynchronization of the disk pair, copying data from the target volume (backup disk) to
the source volume. This option must be specified if the data was backed up with VSS providerin
the resync mode.

-no_retain_source

Deletes the source volume during restore. This option must be specified if the data was backed up
with VSS provider in the resync mode since there is no possibility to retain the source during re-
synchronization of replica and source disk.

-no_diskarray_wait

If this option is specified, the source volume is immediately available while the synchronization or
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copy process is running in the background (quick restore). The SSE Agent does not wait for the
synchronization or copy process to complete. If this option is not specified, there is a 60-minute
delay before the background processes can run.

VSS _P100066_OPTIONS
-copy_back
Performs a restore of snapshot data to the source volume.
VSS _P4006_OPTIONS
-copy_back
Performs a restore of snapshot data to the source volume.
NOTE: All snapshots dependent on the snapshot being used for restore are deleted.
VSS_EXCHANGE_SPECIFIC OPTIONS
-exch_check

Performs the consistency check of the Microsoft Exchange Server database replicated datafiles.
The Microsoft Exchange Server database backup is considered as successful only if the
consistency check succeeds. Use this option if consistency check was not performed during
backup.

-exch_throttle Value

Throttles down the consistency check to lessen impact on restore performance. Set the number of
input/output operations, after which the check is stopped for one second.

-exch_checklogs

Performs the consistency check of the log files only, which is enough for Microsoft Exchange
Server to guarantee backup data consistency.

VSS_EXCHANGE_2007 SPECIFIC_OPTIONS
-target_tree TargetStoreName

Specifies the target component to which the source component will be restored and enables you to
restore a subcomponent to a different component than the one from which it was backed up. This
option can be used only once for each -tree option and cannot be specified together with -exch_
RSG.

TreeName and its TargetStoreName pair must always be fully expanded subcomponents
representing an Exchange store or logs. See also the Exchange 2007 examples. To get a list of
available targets on a specific host, execute the command:

vssbar -appsrv:HostName -perfom:browse -all
Potential targets can be identified by the string "RESTOREMODE = 1".

NOTE: You cannot restore only a store without logs to a different location. If you specify a target
store for an original store, you must also specify logs with an additional -tree TreeName -target_
tree TargetStoreName pair.

The option must be specified together with -target_dir.

-exch_RSG LinkedStoreName
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Creates a new Recovery Storage Group (RSG) and links it to LinkedStoreName. This option can be
used only once for each -tree option and cannot be specified together with -target_tree. Only
one storage group per session can be restored with this option due to an Exchange limitation.
LinkedStoreName and its TreeName pair must always be fully expanded subcomponents,
representing an Exchange store or logs. See also the Exchange 2007 examples.

IMPORTANT: If the RSG already exists, it is removed and a new one is created. Any existing data
in it will be lost. NOTE: You cannot restore only a store without logs to a different location. If you
specify a target store for an original store, you must also specify logs with an additional -tree
TreeName -target_tree TargetStoreName pair.

The option must be specified together with -target_dir.
-target_dir Directory

During an instant recovery session, the replica will be mounted to Directory. The target directory
for one session must always be the same, for example, you cannot specify one target directory for
the store(s) and another one for the logs.

SAP MAXDB RESTORE
-sapdb

Selects the SAP MaxDB object for restore.
-barhost ClientName

Specifies the SAP MaxDB client from which the data was backed up.
-instance InstName

Sets the name of the database instance that was backed up.
-destination ClientName

Specifies the target client for restore. Use this option only when you restore to some other instance
than the one that was backed up.

-newinstance DestinationInstanceName

Performs a restore to the SAP MaxDB instance with the instance name
DestinationInstanceName. This option is to be used only when a restore to an instance other than
the one that was backed up is to be performed. Note that the specified instance must already exist
and must be configured for use with Data Protector. This option does not create a new instance.

-session BackupID
Specifies from which backup data (BackupID)to restore, for example, 2012/10/09-2.

A backup ID is a point in time. All objects (backup data) created in a backup session have the same
backup ID, which is the same as the session ID of the backup session.

Mirrored objects and objects created in an object copy session have the same backup ID as objects
created in the original backup session. Suppose the media set created in the original backup
session no longer exists, but the media set created in an object copy session still exists. To restore
the objects, you must specify the session ID of the original backup session (that is, the backup ID)
and not the session ID of the object copy session.
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The omnir syntax does not let you specify from which object copy to restore if several copies of the
same object exist. This is only possible using the Data Protector GUI by setting the media
allocation priority list.

If this option is not specified, backup data created in the last backup session is restored regardless
of the -endlogs or the -time option selection.

-recover [-endlogs | -time:YYYY-MM-DD.hh.mm.ss ]

Specify this option to recover the restored SAP MaxDB database by applying the restored (if the -
from_disk option is not specified) or client-resident logs (if the -from_disk option is specified) to
the last available log (the default behavior, or if the -endlogs option is specified), or to the specified
point in time (if the -time: option is specified).

Make sure that the backup session selected by the -session option will restore enough data for the
integration to apply the redo logs until the last available log or until the specified point in time.

When this option is not specified, the following happens after the restore:

- If archive logs are not restored (if restore from a full backup session is performed), the database
remains in the Admin mode after the restore.

- If archive logs are restored, the database is, if the restored archive logs allow it, switched to the
Online mode. If the database, however, cannot be switched to the Online mode (because the
restored archive logs do not allow it), it remains in the Admin mode.

-endlogs
Specify this option to recover the database until the last log. This is the default option.
-time: YYYY-MM-DD.hh.mm.ss

Specify the -time: option to recover the database until the point specified by the YYYY-MY-
DD.hh.mm.ss argument.

Note that the specified time is the system time on the system running the Data Protector CLI. If the
system to be recovered is not in the same time zone as the system running the Data Protector CLI,
the point of recovery is adjusted to the local time setting on the system to be restored.

-from_disk

Specify this option to apply the existing archive logs on the SAP MaxDB Server to SAP MaxDB
Server redo logs.

If this option is not specified, the backed up archive logs on backup media are applied to the redo
logs (if trans backup session is restored), or the redo logs are left intact together with the existing
archive logs on the SAP MaxDB Server (if full or diff backup session is restored).

When a transactional backup session is selected for restore or when it is a part of the needed
restore chain, and the this option is specified at the same time, the archive logs from Data Protector
media are applied to the redo logs. Thereafter, the archive logs on the SAP MaxDB Server are
applied to redo logs.

This option is ignored in case of SAP MaxDB migration, thus allowing only for the restore of redo
logs from the backed up archive logs on backup media (if trans backup session is restored).

-nochain

This option instructs the command to restore only the selected or last backup session; the
integration does not restore the whole restore chain of full, differential, and transactional backups.
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MICROSOFT SQL SERVER RESTORE
-mssql

Selects the Microsoft SQL Server object, identified with DBName, for restore.
-barhost CLientName

Specifies the Microsoft SQL Server client from which the data was backed up.
-destination ClientName

Specifies the target client for restore. Use this option only when you restore to some other instance
than the one that was backed up.

-instance SourceInstanceName

Sets the name of the Microsoft SQL Server instance to be restored. omnir takes the (DEFAULT)
instance by default.

The SourceInstanceName is case-sensitive; it has to be the same as the name of the SQL Server
instance that you specified in the backup specification.

-destinstance DestinationInstanceName

Specify this option to determine an Microsoft SQL Server instance into which the data will be
restored. omnir takes the (DEFAULT) instance by default.

-base DBName

Specifies the SQL Server database for restore. The database name is case—sensitive.
-session BackupID

Specifies from which backup data (BackupID) to restore, for example, 2012/10/09-2.

A backup ID is a point in time. All objects (backup data) created in a backup session have the same
backup ID, which is the same as the session ID of the backup session.

Mirrored objects and objects created in an object copy session have the same backup ID as objects
created in the original backup session. Suppose the media set created in the original backup
session no longer exists, but the media set created in an object copy session still exists. To restore
the objects, you must specify the session ID of the original backup session (that is, the backup ID)
and not the session ID of the object copy session.

The omnir syntax does not let you specify from which object copy to restore if several copies of the
same object exist. This is only possible using the Data Protector GUI by setting the media
allocation priority list.

-datafile GroupName/DataFileName

Specifies an SQL Server data file for restore. GroupName is the name of the group the data file
belongs to.

-asbase NewDBName {-file LogicalFileNamel PhysicalFileNamel
[-file LogicalFileName2 PhysicalFileName?2]...}

This option can only be used for database restore.

HPE Data Protector (10.02) Page 208 of 416



Command Line Interface Reference
omnir(1)

Enables restore of the Microsoft SQL Server database under a new name and restore of files to a
new location. If the -asbase option is used, all logical and physical filenames have to be specified
with the -file option.

-replace

Specify this option if a database with the same name but a different internal structure already exists
at the target Microsoft SQL Server instance.

If this option is not specified, the Microsoft SQL Server does not let you overwrite the existing
database - the restore will fail.

If you are restoring a data file from the PRIMARY group to an existing database, you must specify
the option at the data file level.

When using this option, ensure that the most recent logs are backed up before the restore.
-singleuser

Disconnects all users that are connected to the target Microsoft SQL Server database and puts the
database in the single user mode. Note that if the database is not in the simple recovery mode, the -
replace option should also be specified.

-nochain

Microsoft SQL Server integration: Restores only the data identified by the -session option. If the
option -session is not specified, backup data created in the latest backup session is restored.

-recovery {rec | norec}

Specifies the state (recovered, nonrecovered) of the Microsoft SQL Server database after the
restore. The default value for this optioniis rec.

-stopat yyyy/mm/dd.hh:mm:ss
This option is only available for database objects.

Specifies the exact time when the rollforward of transactions will be stopped. Therefore, to enable
database recovery to a particular point in time, the backup you restore from must be a transaction
log backup.

You cannot use this option with norecovery or standby. If you specify a stop at time that is after the
end of the restore log operation, the database is left in a non-recovered state (as if the restore log is
run with norecovery).

-standby File

This option can only be used for database restore.

Specifies the standby state of the Microsoft SQL Server database after the restore.
-tail_log BackupSpecificationName

Specify this option to perform a tail log backup session before the actual restore session starts.
MYSQL RESTORE

-integ MySQL
Selects a MySQL backup object for restore.

HPE Data Protector (10.02) Page 209 of 416



Command Line Interface Reference
omnir(1)

-barhost TargetMySQLHostname

Specifies the Data Protector client to restore data to. You can specify any client that hosts MySQL
database management system and has the Data Protector MySQL Integration component
installed. On this client, the Data Protector MySQL integration agent is started at the beginning of
the restore session.

-appname TargetInstanceName

Specifies the name of the MySQL instance you want to restore data to. If the instance does not
exist yet, Data Protector automatically creates and registers it at the end of the restore session.

-user Username : GroupName

Specifies the username of the operating system user account to use for the restore session. The
chosen account must be granted appropriate privileges as a MySQL database administrator and be
a Data Protector user with the proper user rights for the restore scenario (Start restore, Restore
from other users, Restore to other clients, and soon). If no value is specified, username of
the Data Protector Inet account on the target client is used.

-source_client SourceMySQLHostname

Specifies the Data Protector client from which MySQL data was backed up.
-source_instance SourceInstanceName

Specifies the name of the original MySQL instance whose data was backed up.
-database

Enables Data Protector to primarily restore MySQL databases, database tables, or both, as
opposed to restoring MySQL binary log files only. The MySQL integration agent is used in this
process. If the -roll_forward option is also specified, Data Protector also restores and applies all
the required binary log files according to the chosen time period. In this case, the Disk Agent is
additionally used to restore binary log files.

-binary log

Enables Data Protector to restore one or more MySQL binary log files only, as opposed to MySQL
databases, database tables, or both. The Disk Agent is used in this process.

-session SessionID
This option can only be used in combination with the -database option.

Enables Data Protector to process the restore chain from its beginning up to end including the
MySQL backup session with the specified session ID. Ensure the session ID belongs to a valid
backup session.

-staging [CustomStagePath]
This option can only be used in combination with the -database option.

If the additional option -copy_back is not specified, performs the first phase of a staged restore. In
this scenario, data from valid backup images of the restore chain is placed to an intermediate
location on the target client leaving MySQL production data intact.

If the additional option -copy_back is specified, performs a complete staged restore.
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If the additional option -import is specified, performs data migration of the database and/or
database tables.

Specify the CustomStagePath parameter to use a custom folder for staging the restored data,
instead of the Data Protector default folder for temporary files.

-copy_back
This option can only be used in combination with the -database and -staging options.

Performs the complete staged restore. Data from backup images of the restore chain is placed to an
intermediate location on the target client first. Afterwards, this data is copied to the target location.
The binary log is filtered and only the content applicable to the selected tables is recovered. The
system tablespace is always restored regardless of the restore scope.

This restore method requires more storage space from an in-place restore, but can better prevent
potential data inconsistency in the event something goes wrong.

Usethe -target_dir option to redirect restore to a location that differs from the original one
-target_dir NonOriginalTargetPath
This option can only be used in combination with the -copy_back, -inplace, or -include option.

Redirects restore of databases, database tables, or binary log files to a location that differs from the
original one.

-import
This option can only be used in combination with the -database and -staging options.

Imports the selected MySQL databases, database tables, or both to the target MySQL instance.
The database tables with the same name should not exist on the target instance. The target MySQL
instance should be offline during the restore session.

The binary log is filtered and only the content applicable to the selected tables is recovered.
This options is supported with MySQL 5.6.6 and later versions.

-inplace [CustomStagePath]
This option can only be used in combination with the -database option.

Performs an in-place restore of MySQL data, as opposed to one or both phases of a staged restore.

In this scenario, data from the backup images of the restore chain overwrites the MySQL production
data (if it exists). Such restore process requires less storage space from a complete staged restore,
but is more prone to potential data inconsistency in the event something goes wrong.

NOTE:
With this option selected, you can restore only the entire backup image to the target location
regardless of the restore scope.

Use the -target_dir option to redirect restore to a location that differs from the original one.

-include {DatabaseName | DatabaseName.TableName}

This option can only be used in combination with the -database and -copy_back or -import
options.
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Narrows the scope of the restore process to the specified databases or database tables. Other
MySQL entities are not restored even if they exist in the backup images of the restore chain. You
can specify the -include option and a corresponding parameter more than once.

If this option is not specified, all backup data is included in the restore process.
-roll_forward [EndDateTime]
This option can only be used in combination with the -database option.

Recovers the restored MySQL entity (instance, database, or database table) by rolling it forward
using transactions from the corresponding binary log files that Data Protector restores as needed. If
you want Data Protector to bring the entity to a certain point in time (not the latest available state),
specify the EndDateTime parameter to stop the rollforward at that particular date and time. For
EndDateTime, use local time on the source client, not the coordinated universal time (UTC).

-include BinarylLogFilename
This option can only be used in combination with the -binary_log option.

Specifies the name of the binary log file which you want to restore. You can specify the -include
option and a corresponding parameter more than once, thus restoring multiple binary log files in the
same session.

VIRTUAL ENVIRONMENT RESTORE
-veagent
Selects the virtual environment objects for restore.
-virtual-environment {vmware | hyperv | vcd}
Specifies the virtual environment type.
-barhost BackupHost

Specifies the client with the Virtual Environment Integration component installed to control the
restore session.

-apphost OriginalAppHost
Specifies the client that the virtual machine objects were backed up from.
-instance OriginalDatacenter
Specifies the instance from which the virtual machines were backed up.
-method {vStorageImage | vCDvStorageImage | vStorageImageOpenStack}
This is a VMware specific option.
Specifies the method that was used for backup.
-session BackupID
Specifies from which backup data (BackupID) to restore, for example, 2012/10/09-2.

A backup ID is a point in time. All objects (backup data) created in a backup session have the same
backup ID, which is the same as the session ID of the backup session.

Mirrored objects and objects created in an object copy session have the same backup ID as objects
created in the original backup session. Suppose the media set created in the original backup
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session no longer exists, but the media set created in an object copy session still exists. To restore
the objects, you must specify the session ID of the original backup session (that is, the backup ID)
and not the session ID of the object copy session.

The omnir syntax does not let you specify from which object copy to restore if several copies of the
same object exist. This is only possible using the Data Protector GUI by setting the media
allocation priority list.

If you specify the session ID of an incremental or differential backup session, all backup data from
the corresponding backup chain is restored as well.

-fromsession BackupID1 -untilsession BackupID2
Restores from the backup data created in the time interval between BackupID1 and BackupID?2.
-vm vmpath

For VMware virtual machines, vmpath is the complete virtual machine path (for example,
/MyVirtualMachines/VMname).

For Microsoft Hyper-V virtual machines, vmpath is the GUID (for example, 991B483A-C177-4EBO-
9DBE-998E96692783).

-instanceUUID vmInstanceUUID
This is a VMware specific option.

Specifies the instanceUUID of virtual machine for restore.

ngTsEr{ould not specify the instanceUUID parameter for restore while restoring the virtual
machine backed up from HPE Data Protector 8.1 and below.
-versionID VersionID
This is a VMware specific option.
Specifies the version of a backed up object selected for the restore.
-new_name NewVirtualMachineName
This is a VMware specific option.
Restores a virtual machine under a new name.
-disk DiskName
For VMware virtual machines, DiskName refers to the name of the disk. For example, scsio:e.

For Microsoft Hyper-V virtual machines, DiskName refers to the path of the disk. For example,
c:\Disk1.vhdx. If the path of the disk contains special characters, the path must be enclosed ina
single quote.

-newinstance TargetDatacenter
This is a VMware specific option.

Specifies the datacenter that the virtual machines are restored to. If this option is not specified, the
virtual machines are restored to the original datacenter.

-store TargetDatastore

This is a VMware specific option.
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Specifies the datastore to which the virtual machines should be restored. You can choose among all
datastores that are accessible by the specified restore target host. If this option is not specified, the
virtual machines are restored to the original datastore.

-destination DifferentAppHost

Specifies the client that the virtual machines are restored to. If you specify an ESX(i) Server
system, the virtual machines are registered in and restored toit. If you specify a vCenter Server
system, the virtual machines are registered in the vCenter Server but restored to one of its ESX(i)
Server systems.

If this option is not specified, the virtual machines are restored to the original client where they were
backed up from.

-host/cluster HostOrCluster

Specifies the ESX(i) Server system or the cluster that the virtual machines are restored to. If this
option is not specified, the virtual machines are restored to the original ESX(i) Server system or
cluster.

-resourcePool ResourcePool

Specifies the resource pool on the ESX(i) Server system or the cluster that the virtual machines are
restored to. If this option is not specified, the virtual machines are restored to the original resource
pool.

-specificHost SpecificHost

Specifies the specific ESX(i) Server system in the cluster that the virtual machines are restored to.
If this option is not specified, the virtual machines are restored to the original ESX(i) Server system.

-targetstoragepath TargetStoragePathOfALLHyper-V-VMs
This is a Hyper-V specific option.

Specifies the complete path for a different location where the virtual machines should be restored
to. The original path is appended to the specified path. For example, if the original path is
C:\VMStorage and the target path is D: \Restore, the virtual machines will be restored to
D:\Restore\C\VMStorage.

-neworganization TargetOrganization
This is a VMware specific option.

Specifies the organization in vCloudDirector to which the virtual machines should be restored. If
this option is not specified, the virtual machines are restored to the original organization.

-virtual_datacenter_path TargetVDC
This is a VMware specific option.

Specifies the path of the vDatacenter to which the virtual machines should be restored. If this option
is not specified, the virtual machines are restored to the original vDatacenter.

-virtual_datacenter_uuid TargetVDC
This is a VMware specific option.
Specifies the UUID of the vDatacenter to which the virtual machines should be restored.

-vapp_path TargetVApp
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This is a VMware specific option.

Specifies the path of the vApp to which the virtual machines should be restored. If this option is not
specified, the virtual machines are restored to the original vApp.

Note that the virtual machines are restored as a new vApp if the original vApp is no longer available
or all virtual machines of the selected vApp are restored.

-vapp_uuid TargetVApp

This is a VMware specific option.

Specifies the UUID of the vApp to which the virtual machines should be restored.
-vcenter_path TargetVCenter

This is a VMware specific option.

Specifies the path of the vCenter to which the virtual machines should be restored.
-vcenter_uuid TargetVCenter

This is a VMware specific option.

Specifies the UUID of the vCenter to which the virtual machines should be restored.
-network_name TargetNetwork

This is a VMware specific option.

VMware vSphere behavior:

Specifies the name of the network that enables virtual machines communication.

The target network can be selected for all virtual machines specified in the restore session.

If an individual virtual machine does not have a network adapter, no action is taken.

If an individual virtual machine has multiple network adapters, the first in the list is selected.

If you leave this option empty, the virtual machine is connected to the network available at the time
of backup even though it might not be available anymore.

VMware vCloud Director behavior:

Specifies the name of the network that enables virtual machines communication.

If an individual virtual machine is restored into an existing vApp, the vApp network is specified.

If all virtual machines of the selected vApp are restored, the Organization network is specified.
-network_uuid TargetNetwork

This is a VMware specific option.

Specifies the UUID of the network that enables virtual machines communication.

If an individual virtual machine is restored into an existing vApp, the vApp network is specified.

If all virtual machines of the selected vApp are restored, the Organization network is specified.
-consolidate

This is a VMware specific option.
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Commits all snapshots (including non-Data Protector ones) to the virtual machine base once a
virtual machine is restored.

-register
This is a VMware specific option.

Registers the virtual machines once they are restored. If this option is not specified, you need to
manually recover the restored virtual machines. By default, the option is selected.

-poweron
Puts the newly restored virtual machines online once they are restored.
[-deletebefore | -deleteafter | -skip | -keep_for_forensics]
VMware behavior:

The -deletebefore option deletes an existing virtual machine before it is restored, even if it resides
in a different datacenter than your target datacenter, and then restores it from new. This is the space
efficient option, but is less secure, since the old virtual machine is not available if the restore fails.
Therefore, it should be selected with caution.

The -deleteafter option deletes an existing virtual machine after it is restored, even if it resides in
a different datacenter than your target datacenter. If the restore fails, the existing virtual machine is
not deleted.

The -skip option skips the restore of an existing virtual machine. This allows you to restore missing
virtual machines without affecting existing ones.

The -keep_for_forensics option marks an existing virtual machine with a timestamp. The virtual
machine which is kept for forensics is powered off after the restore and remains at the original
location. It does not affect consecutive backups of the original virtual machine.

If none of these options are specified, an existing virtual machine is deleted after the restore
completes. If the restore fails, the existing virtual machine is not deleted.

Hyper-V behavior:

The -deletebefore option deletes an existing virtual machine before it is restored and then
restores it from new.

The -skip option skips the restore of an existing virtual machine. When restoring multiple virtual
machines, selecting this option enables you to restore only the virtual machines that do not exist at
restore time.

If none of these options are specified, the behavior is the same as with the -deletebefore option
(an existing virtual machine is deleted before the restore by default).

[-removeSnapshots]

This is an Hyper-V specific option.

The -removeSnapshots option consolidates all snapshots before disk restore.
-directory RestoreDirectory

Restores virtual-machine files to a directory on the backup host. After such a restore, the virtual
machines are not functional.

[-overwrite | -skip|-latest]
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These are VMware specific options.

The -overwrite option overwrites existing files with those from the backup. By default, this option
is used.

The -skip option leaves an existing file intact if it is more recent than the one from the backup.
Otherwise, it overwrites the file with the one from the backup.

The -1atest option preserves an existing file (the file is not restored from the backup).

MICROSOFT SHAREPOINT SERVER 2010/2013 RESTORE
-mssharepoint

Selects the Microsoft SharePoint Server object for restore.
-barhost HostName

Specifies the front-end Web server system that was used during backup.
-destination

Specifies the client on which the Data Protector Microsoft SharePoint Server integration agent
should be started. It also specifies to which farm the components are restored.

-user

Specifies the Windows domain user under which the Data Protector Microsoft SharePoint Server
integration agent should run. This user must be a farm administrator.

-webapplication

Specifies a Web application for restore. Shows the original Web application name.
-session BackupID

Specifies from which backup data (BackupID) to restore, for example, 2012/10/09-2.

A backup ID is a point in time. All objects (backup data) created in a backup session have the same
backup ID, which is the same as the session ID of the backup session.

Mirrored objects and objects created in an object copy session have the same backup ID as objects
created in the original backup session. Suppose the media set created in the original backup
session no longer exists, but the media set created in an object copy session still exists. To restore
the objects, you must specify the session ID of the original backup session (that is, the backup ID)
and not the session ID of the object copy session.

The omnir syntax does not let you specify from which object copy to restore if several copies of the
same object exist. This is only possible using the Data Protector GUI by setting the media
allocation priority list.

-db
Specifies different options for different databases.
-ssodb
Specifies the Microsoft SharePoint Server single sign-on database for restore.

-ssp
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Specifies the Shared Services Provider (SSP) for restore.
-wsshelpsearch

Specifies the Windows SharePoint Services (WSS) Help Search for restore.
-tohost Client

Specifies the client to restore to. When you restore Microsoft SQL Server databases, the client
must be an SQL Server system.

-instance SourceInstanceName

Specifies the original Microsoft SQL Server instance name.
-newinstance DestinationInstanceName

Specifies the Microsoft SQL Server instance to which the database should be restored.
-as NewDBName

Specifies the name under which the database should be restored. By default, the Microsoft SQL
Server databases are restored under the original name. You can restore the Microsoft SQL Server
database under a different name.

-todir NewDirectoryName

Specifies the path to the directory to which the files (database files, index files) should be restored.
By default, index files are restored to their original directories.

-replace

Overwrites any existing database. Overwrites all the existing redirection options specified for the
selected component. A restore to the original location is performed.

INSTANT RECOVERY
-instant_restore

Restores data on a disk array using instant recovery.
-host ClientName

Restores all objects of the specified client that were backed up in the specified session.
-session SessionID

Specifies the session to be used for restore.
P6000©_ENTERPRISE VIRTUAL ARRAY_OPTIONS and 3PAR_DISK ARRAY OPTIONS
-copyback [wait_clonecopy Minutes]

If this option is specified, the instant recovery method of copying replica data (the “copy-back”
method) is used in the instant recovery session. With this method, volumes of the replica are copied
to the disk group of the current source volumes. If mirrorclones were used in the corresponding zero
downtime backup session, volumes of the replica are copied to the disk group of the original
volumes, not mirrorclones.

Before the actual data copy operation, storage for the replica to be restored is allocated. Although
the copy of the replica is only virtual at that time, it is immediately available for use. In the
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background, however, a process is still copying data from the replica to the source location (the
replica normalization process). The copy process may degrade the disk array performance, and
indirectly the application system performance as well. To reduce a potential degradation of the
application system performance, specify the option wait_clonecopy Minutes to make Data
Protector wait for the copy to complete before the session continues. If the copy process completes
before the delay expires, the session continues immediately. Additionally, you can control the copy
process by setting appropriate omnirc options.

-switch

If this option is specified, the instant recovery method of switching the disks (the “switch” method)
is used in the instant recovery session. With this method, volumes of the replica replace the source
volumes.

Note that if this option is specified, and the target volumes to be used in the instant recovery
session are standard snapshots or vsnaps, the session automatically uses the instant recovery
method of copying replica data instead. In such a case, Data Protector does not wait for the copy to
complete, and the instant recovery session continues or finishes immediately.

{-1leave_source| -no_leave_source}

These options determine whether original data from the source volumes is preserved on the disk
array after instant recovery or not. For example, you can specify the option -1leave_source to
investigate why the original data got corrupted.

If the -no_leave_source option is specified, the source volumes are either overwritten with data
from the replica (with the “copy-back” instant recovery method) or deleted (with the “switch” instant
recovery method) during the instant recovery session. In case of the “copy-back” instant recovery
method in which the replica used consists of snapclones, the source volumes are converted into
containers before being overwritten, provided that the source and target volumes match in size,
redundancy level, and belong to the same P6000 EVA disk group.

CAUTION

If you decide to perform instant recovery by copying replica data and not to preserve source
volumes after the session (the options -copyback and -no_leave_source are specified), and the
instant recovery session fails, a data loss on the source volumes may occur.

{-check_config|-no_check_config}

These options determine whether a sanity check and a comparison of current volume group
configuration of the volume groups participating in the instant recovery session and the volume
group configuration information kept in the SMISDB after the corresponding zero downtime backup
session are performed or not. If the sanity check fails or the volume group configuration has
changed since the zero downtime backup session, the instant recovery session aborts.

In an HPE Serviceguard cluster, when performing instant recovery to some other node than the one
from which data was backed up, you must specify the -check_config option. In such
circumstances, the current volume group configuration on the node to which data is to be restored
differs from the volume group configuration kept in the SMISDB. Consequently, the SMISDB
volume group configuration data is replaced by the current volume group configuration data on the
node to which data is to be restored, and the instant recovery session succeeds.

-force_prp_replica

If this option is specified and any target volume containing data to be restored is presented to a

HPE Data Protector (10.02) Page 219 of 416



Command Line Interface Reference
omnir(1)

system other than the backup system, the HPE P6000 / HPE 3PAR SMI-S Agent removes such
presentation. If the option is not specified, the instant recovery session fails in such circumstances.

If this option is specified and a target volume containing data to be restored is presented to the
backup system, but cannot be dismounted in an operating system-compliant way, the HPE P6000 /
HPE 3PAR SMI-S Agent performs a forced dismount. If the option is not specified, the instant
recovery session fails in such circumstances.

-force_restore_volset

If this option is specified and a source volume (a member of the volume set) is exported to the
application host using volume set, the HPE P6000 / HPE 3PAR SMI-S Agent removes all volumes
that are part of the volume set presentation during instant recovery and adds them back after the
restore completes. If the option is not specified, the instant recovery session fails in such
circumstances.

Note that if this option is selected during remove presentation, none of the volumes part of the
volume set can be accessed.

P90060_DISK ARRAY _XP_OPTIONS
-keep_version

If this option is specified, the LDEV pairs involved in the current instant recovery session are split
and left in the SUSPENDED state after the restore of data is complete. In the opposite case, the
LDEV pairs are left in the PAIR state.

Evenif the instant recovery is successful, it is recommended to keep the replica until the next ZDB
session.

On Linux systems, you must specify this option if the replica set consists of more than a single
replica.

-check_config

If this option is specified, the current configuration of the participating volume groups is compared
with the volume group configuration as it was during the ZDB session and which is stored in the
XPDB. If the configuration has changed since the ZDB session, the instant recovery session
aborts. Additionally, the CRC check information for the selected LDEV pairs stored in the XPDB is
compared to the current CRC check information. If the items compared do not match, the session
aborts. A RAID Manager Library flag, which is set whenever the selected mirror LDEV is
accessed/changed by any process (including non-Data Protector processes) is checked. If the flag
is set, the session fails with an appropriate warning.

In HPE Serviceguard clusters, if instant recovery is performed to some other node than the one
from where the volumes were backed up, the current volume group configuration on the target node
is different from the volume group configuration kept in the XPDB. In such a case, the XPDB
volume group configuration data is replaced by the current volume group configuration data on the
target node, and the session does not abort. When performing instant recovery to some other node
than the one that was backed up, specify this option.

ORACLE/SAP_SPECIFIC OPTIONS
-oracle
Selects the Oracle options for instant recovery.

-sap
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Selects the SAP R/3 options for instant recovery.
-recover {now | time Time | logseq LogSegNumber
thread ThreadNumber | SCN Number}
Selects the point in time to which the database is recovered. The following options are available:
now
All existing archive logs are applied.
time MM/DD/YY hh:mm:ss
Specifies an incomplete recovery. Archive logs are applied only to a specific point in time.
logseq LogSegNumber thread ThreadNumber

Specifies an incomplete recovery. Archive logs are applied only to the specified redo log
sequence and thread number.

SCN Number

Specifies an incomplete recovery. The archive logs are applied only to the specified SCN
number.

-open
Opens the database after recovery.
-resetlogs

Resets the logs after the database is opened. Available only if the -open option is specified. This
option is not available if the -recovery option is set to now.

The following are recommendations on when to reset the logs.

Always reset the logs:

- After an incomplete recovery, that is if not all archive redo logs will be applied.

- If a backup of a control file is used in recovery.

Do not reset the logs:

- After a complete recovery where a backup of a control file is not used in recovery.

- If the archive logs are used for a standby database. If you must reset the archive logs, then you
have to recreate the standby database.

-user UserName -group GroupName

Specifies the username and group name of the account under which Data Protector starts instant
recovery. Required only for UNIX clients.

-appname ApplicationDatabaseName

Name of the backed up database.
ORACLE_SPECIFIC OPTIONS
-parallelism Number

Selects the parallelism for the restore of archive logs and restore from incremental backups.
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DATA_OPTIONS
-exclude TreeName

Excludes the specified tree from the restore. This option is not supported with the Data Protector
NDMP server integration.

-skip MatchPattern

Excludes files matching MatchPattern from restore. This option is not supported with Data
Protector NDMP server integration.

-only MatchPattern

Restores only files that match the given MatchPattern. This option is not supported with Data
Protector NDMP server integration.

-as Pathname
Restores the selected fileset as the specified tree.
-into Pathname

Restores the selected fileset into the given directory.

SESSION_OPTIONS
-preview
Checks the restore parameters without performing the actual restore.
Restore preview is not available for Internal Database restore sessions.
-report {warning | minor |major | critical}

Sets the level of error notification for the session. Errors are classified (in ascending order) as:
warning, minor, major and critical. When you select a level, errors of this level and higher are
displayed in the Monitor window. For example, if major is selected, only major and critical errors
are reported. By default, all errors are reported.

MEDIUM_OPTIONS
-device BackupDevice

Specifies the backup device where the backup medium is mounted.
-mediumMediumID

Specifies the medium from which data will be restored.

This option is not possible when performing a parallel restore.
-slot SLotID[Side]

Specifies the SLotID of the tape library unit where the medium is mounted. This option is only valid
for this backup device type. To specify the side of the platter in this slot, use the additional Side
parameter. Slot Side must be specified for magneto-optical devices. Values for side are A or B.

-id DiskAgentID
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Specifies the ID of the Disk Agent which should be used for restore.

FILESYSTEM_OPTIONS
-touch

Updates the access date/time of the file during the restore. By default the access date/time of the
backup version is used.

-lock

When performing a restore of a file, the Disk Agent tries to lock the file. By default the file is not
locked.

-no_protection
Do not restore protection of the backed up files, instead use the default protection settings.
-overwrite
Overwrites files with the same name in the specified fileset on the disk.
-no_overwrite
Does not overwrite existing files with the same name.
-merge

This option merges files from the backup medium to the target directory and replaces older versions
that exist in the directory with newer (if they exist on the medium) files. Existing files are overwritten
if the version on the medium is newer than version on disk. No existing directory is deleted.

If a directory or file doesn't exist on disk (but is on the backup medium) it is restored (created).
-catalog

Displays the restored files and directories.
-sparse

Restores sparse files in their original form.
-move_busy

This option is useful only in case the option -overwrite is specified. A problem can occur if, for
example, a file to be overwritten cannot be deleted because it is currently in use. Setting this option
causes busy files to be moved to a filename starting with #. The original file can thus be deleted as
the lock is transferred to the corresponding file starting with # sign. For example,
/tmp/DIR1/DIR2/FILE would be moved to /tmp/DIR1/DIR2/#FILE.

-no_share[_info]

If this option is specified, share information for directories on Windows is not restored. If a directory
was shared on the network when a backup was run with the Backup share information for
directories option set (by default), it will be automatically shared after restore, unless this option
is selected for restore.

-omit_unrequired_object_versions

This option applies if you select directories for restore and the backup was performed with the
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logging level -log or -1log_files. If specified, Data Protector checks in the IDB for each backup in
the restore chain if there are any files to restore. Backups with no object versions to restore are
skipped. Note that this check may take some time. If not specified, each backup in the restore
chain is read, even if there was no change since the previous backup. To restore empty directories,
do not specify this option.

-[no_]resumable

By default, Data Protector creates checkpoint files during the restore session. The checkpoint files
are needed if the restore session fails and you want to restart the failed session, using the Data
Protector resume session functionality. If you specify the option -no_resumable, the checkpoint
files are not created.

If you have changed the default using the global option ResumableRestoreDefault, specify the
option -resumable if you want checkpoint files to be created.

IDB RESTORE
-idb

Selects the Internal Database backup object for restore.
-barhost CLientName

Specifies the Cell Manager system to which the Internal Database (IDB) should be restored to, in
case of a Cell Manager migration. For CLientName you can specify either fully qualified domain
name, host name, or |IP address.

-restoredb

Instructs Data Protector to restore the basic IDB parts: the Catalog Database (CDB), the Media
Management Database (MMDB), and the Session Messages Binary Files (SMBF).

If no additional options -nodbrecover and -nouseasnewidb are specified, after a successful
restore Data Protector starts the Internal Database Service, performs recovery of the basic IDB
parts using both the backed up and the not yet backed up IDB archived log files, and finally starts
using the recovered IDB as the new Internal Database of the cell.

However, if the restored database is not used as a new Internal Database (-nouseasnewidb
option), then along with restore of Internal Database files (files in PG,IDB and JCE folder), all
backed up Session Messages Binary files (SMBF) and all backed up Data Protector IDB specific
files (DPSPEC) will be restored to the temporary location (the specified Restore location).

DPSPEC files are all Data Protector Internal Database specific files and these are not Postgres
related files, DCBFs, SMBFs and Configuration files. These are usually: Auditing files, Data
Protector logs, keystore, log files, meta, reportdb, smisdb, sqldb, sysdb, vssdb, and xpdb files.

If needed, this restored database can be used as an Internal Database. However, before switching
over to the new Internal Database, all SMBF and DPSPEC files should be copied from the
temporary location to the original location. This is required for the Cell manager functionality.

-restoreconf

Instructs Data Protector to restore the Cell Manager configuration data. A prerequisite for this
operation is a successful restore of the basic Internal Database part in the same session (if the
latter is also selected for restore).
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-restoredcbf

Instructs Data Protector to restore the Detail Catalog Binary Files (DCBF) part of the IDB. A
prerequisite for this operation is a successful restore of the basic Internal Database part in the same
session (if the latter is also selected for restore).

-client SourceClientName

Specifies the Cell Manager system from where the Internal Database (IDB) was backed up. This
system should be running on the same operating system version as the original Cell Manager
system. For SoruceClientName specify the fully qualified domain name.

-until YYYY-MM-DD[hh.mm.ss]

Specifies that a point-in-time restore should be performed, returning the IDB to the state it was in at
the specified date (and optional time).

If this option is not specified, the restore process creates a copy of the IDB in the latest backed up
state. Additionally, in this case, the not yet backed up IDB archived log files are copied from the
original IDB location to the target restore location.

Important: After a point-in-time IDB restore session, copy specific files from the auditing
IDBRestoreSessionID_NNNNNNNNNN directory to the original auditing directory. This will make
auditing information consistent with the state of the restored IDB. The following audit logs should be
copied:

YYYY_MM_DD.med
YYYY_MM_DD.obj
YYYY_MM_DD.ses

In the above filenames, the YYYY, MM, and DD strings correspond the date specified with the -until
option.

-pre PathName

Specifies the path name of the pre-exec command or script on the Cell Manager system. This
command is invoked on the Cell Manager before the IDB restore process is initiated.

-post PathName

Specifies the path name of the post-exec command or script on the Cell Manager system. This
command is invoked on the Cell Manager after the IDB restore process is completed.

RESTORE_DB_OPTIONS
-targetdir TargetDataFolderPath

Specifies the target directory on the Cell Manager where the basic IDB parts (CDB, MMDB, SMBF)
should be restored to. Before invoking the restore, make sure this directory is empty and provides
enough free storage space. Note that the TargetDataFolderPath length should not exceed 80
characters.

Important: Do not reuse the original IDB directory as the target directory.
-port

Specifies the number of the port that is temporarily used for the Internal Database Service during
the restore process. After the process completes, this service is restarted on the original port
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defined during Data Protector Cell Manager installation.

Important: Do not reuse the original Internal Database Service port as the temporary port. HPE
recommends to use the port 7114 for this purpose.

-nodbrecover

If specified, this option instructs Data Protector not to start the Internal Database Service after a
successful restore. Thus, recovery of the basic IDB parts (CDB, MMDB, SMBF) using the IDB
archived log files is not performed.

-nouseasnewidb
This option can only be specified if the -nodbrecover option is not specified.

If specified, this option instructs Data Protector not to use the recovered IDB as the new Data
Protector Internal Database in the cell.

RESTORE_CONF_OPTIONS
-keeprecent

Instructs Data Protector to keep the most recent version of each Cell Manager configuration file: the
existing version on the Cell Manager system (when newer from the version in the IDB backup
image) or the backed up version (when newer from the version that already exists on the Cell
Manager system). This is the default behavior when neither -keeprecent, nor -nooverwrite, nor
the -overwrite option is specified.

-nooverwrite

Instructs Data Protector to preserve each existing Cell Manager configuration file even when its
counterpart is present in the IDB backup image.

-overwrite

Instructs Data Protector to unconditionally overwrite each existing Cell Manager configuration file
with its counterpart from the IDB backup image. You can use this selection in the event that only a
few configuration files are missing on the Cell Manager.

-session SessionID
This option must be specified if the -restoredb option is not specified.

If the -session option is specified, Data Protector processes the restore chain of the IDB backup
session with the specified session ID. Ensure your session ID belongs to a valid backup session.

If the -session option is not specified, Data Protector automatically selects and processes the
restore chain that suits your restore chain selection for the basic IDB parts (CDB, MMDB, SMBF).

-targetdir TargetConfFolderPath

Specifies the target directory on the Cell Manager where the Cell Manager configuration data should
be restored to. Before invoking the restore, make sure this directory is empty and provides enough
free storage space.

If this option is not specified, the original Cell Manager configuration data location is used for the
restore session.

-name FileOrFolderName...
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If specified, narrows the scope of the Cell Manager configuration data restore to the specified files
or folders.

RESTORE_DCBF_OPTIONS
-targetdir TargetDCBFFolderPath

Specifies the target directory on the Cell Manager where the DCBF part of the IDB should be
restored to. Before invoking the restore, make sure this directory is empty and provides enough free
storage space.

If this option is not specified, the original DCBF location is used for the restore session.

SPLIT_MIRROR_OPTIONS
-sse
Selects the HPE P9000 XP Disk Array Family split mirror restore.
-symmetrix
Selects the EMC Symmetrix split mirror restore.
-remote ApplicationSystem BackupSystem

If the -symmetrix option is specified, this option selects the EMC Symmetrix Remote Data Facility
(SRDF) split mirror configuration.

If the -sse option is specified, this option selects the HPE Continuous Access (CA) P9000 XP
configuration.

-local ApplicationSystem BackupSystem

If the -symmetrix option is specified, this option selects the EMC Symmetrix Time Finder split
mirror configuration.

If the -sse option is specified, this option selects the HPE Business Copy (BC) P9000 XP
configuration.

-combined ApplicationSystem BackupSystem

If the -symmetrix option is specified, this option selects the EMC Symmetrix combined (SRDF &
Time Finder) split mirror configuration.

If the -sse option is specified, this option selects the combined HPE Continuous Access+Business
Copy (CA+BC) P9000 XP configuration.

-mirrors List

Specifies the mirror unit (MU) number of a specific replica to be used in the restore session, or the
MU numbers of a range or sequence of replicas which define a replica set from which the
integration, according to the replica set rotation, selects one replica to be used in the restore
session. If this option is not specified, the MU number 0 is used.

-quiesce cmd

Specifies the command/script to be run before the LDEV pairs are split (put into the SUSPENDED
state). The command/script must reside on the application system in the default Data Protector
administrative commands directory. It can be used, for example, for stopping the application,
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dismounting the file systems not to be restored in the active session, but belong to the same
volume group or disk, or preparing the volume group for deactivation.

If this command/script fails, the command/script specified with the option -restart is not
executed. Therefore, you need to implement a cleanup procedure in this command/script. Note that
if the omnirc option ZDB_ALWAYS_POST_SCRIPT is set to 1, the command/script specified with the
option -restart is always executed. For details, see the HPE Data Protector Zero Downtime
Backup Administrator's Guide.

-restart cmd

Specifies the command/script to be run immediately after the LDEV pairs are resynchronized (put
into the PAIR state). The command/script must reside on the application system in the default Data
Protector administrative commands directory. It can be used, for example, for restarting the
application or mounting the filesystems.

-discovery
This option can only be specified for the EMC Symmetrix split mirror restore sessions.

Directs the Data Protector EMC Symmetrix Agent to build or re-build the Data Protector Symmetrix
database on both the application system and the backup system. Its effect is the same as that of
the command syma -init. Fordetails, see the HPE Data Protector Zero Downtime Backup
Administrator's Guide.

-re-establish_links_before_restore

Directs the Data Protector disk array agent to synchronize the LDEV pairs, that is, to copy the
application data to the disks which store backup data. This is necessary to prepare the disks for
restore and to enable consistent data restore. If the paired LDEVs have been split (put into the
SUSPENDED state) before the restore, and only some files need to be restored, then this option
updates the backup system. This will ensure that the correct data is resynchronized to the
application system. If this option is not specified, the synchronization is not performed.

-disable_disks

Directs the Data Protector disk array agent to disable disks on the application system, that is,
dismount the filesystems and deactivate the volume groups. This is performed before the LDEV
pairs are split. The disks are enabled after the links are restored. Note that only filesystems
selected for restore are dismounted. If other filesystems exist on the volumes of the volume group
or on the disk, appropriate commands/scripts must be used to dismount these filesystems
(specified with the options -quiesce and -restart). You must always select this option for restore
when you want to copy data from the backup system to the application system, that is, to
incrementally restore links. The application system disks have to be disabled to provide data
integrity after the links are restored, that is, data is copied.

-restore_links_after_restore

Directs the Data Protector disk array agent to incrementally restore the links for the LDEVs that
Data Protector has successfully restored to the backup system. The HPEP9000 XP Agent also
incrementally re-establishes links for the LDEVs for which the Data Protector restore failed.

GENERAL_OPTIONS

-device BackupDevice
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Specifies the backup device where the backup medium is mounted.
-no_auto_device selection

If this option is specified, Data Protector does not automatically replace unavailable devices with
available devices of the same device tag.

-server ServerName

Selects the Cell Manager with the client name ServerName as the Cell Manager. Use this option to
perform a restore to a client that is not in the current Data Protector cell.

-target Client

Restores the selected fileset to the specified client.
-profile

Displays restore statistics.
-load {low | medium| high}

Specifies the level of network traffic generated by a session during a time period. High level
generates as much traffic as allowed by the network, resulting in a faster restore. A low level has
less impact on network performance, but results in a slower restore. By default, this option is set to
high.

-pre_exec PathName

Instructs the Disk Agent to execute this command before restoring the data object. The complete
pathname of the command should be specified.

-post_exec PathName

Instructs the Disk Agent to execute this command after restoring the data object. The complete
pathname of the command should be specified.

-variable VariableName VariableValue

This option lets you specify a variable name and its value for proper operation of some platforms
and integrations. Setting user definable variables (a variable name and its value) enables flexible
operation on some platforms and integrations with Data Protector. The list of variables and their
values that are configurable with Data Protector is dynamic and comes with Data Protector
patches.

-no_monitor

By default the command monitors the session and displays all messages. If this option is used, the
command displays only the session ID.

-priority NumValue

In case multiple running sessions request access to a specific device at the same time, this option
determines the order in which the sessions will be queued. The NumValue can be any value from 1
(the highest priority) to 6000 (the lowest priority). In case the option is not specified, the default
value of 3000 is set. If a low priority session is running when a high priority session starts queuing,
the currently running session is allowed to finish. When more sessions request access to a device
with the same priority, any of these sessions might acquire access first.
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RETURN VALUES

See the man page omniintro for return values.

Additional return values of the omnir command are:

10 - There was an error while copying some files. All agents completed successfully.
11 - One or more agents failed, or there was a database error.

12 - None of the agents completed the operation.

13 - Session was aborted.

EXAMPLES

The following examples illustrate how the omnir command works.

1. Torestore trees "/tree1" and "/tree2" of the root filesystem on "fs", with the label "Ib1", from data
created in the session "2013/05/12-33", as the trees "/tmp/tree1" and "/tmp/tree2", skipping ".xyz"
files, execute:

omnir -filesystem fs:/ 1bl -session 2013/05/12-33 -tree /treel -as /tmp/treel -
tree /tree2 -as /tmp/tree2 -skip *.xyz

2. To perform a full restore of tree "/ac" on filesystem "bb:/", with no label, from data created in the
session "2013/05/12-2, execute":

omnir -filesystem bb:/ -full -session 2013/05/12-2 -tree /ac

3. To perform restore of the section "/dev/rdsk/c201d6s0" of the disk image labeled "RawRoot" on
the client "machine" from data created in the backup session "2013/05/23-12", execute:

omnir -rawdisk machine "RawRoot" -section /dev/rdsk/c201d6s® -session
2013/05/23-12

4. Touse parallel restore for restoring two objects, execute:

omnir -filesystem clientl:/ -session 2013/04/17-2 -tree /users -into /tmp -
filesystem client2:/opt -session 2013/04/17-3 -tree /opt -into /tmp

5. To perform an instant recovery to the system named "machine" from data created in the backup
session "2013/03/08-1", keeping the replica on the disk array, execute:
omnir -host machine -session 2013/03/08-1 -instant_restore -keep_version

6. To perform an instant recovery of filesystem backup data on a disk array of the HPE P9000 XP
Disk Array Family to the system named "computer" from data created in the backup session
"2013/05/02-1", keeping the replica on the disk array, execute:

omnir -host computer -session 2013/05/02-1 -instant_restore -keep version

7. To perform an instant recovery of data residing on a disk array of the HPE P6000 EVA Disk Array
Family to the system named "computer" from data created in the filesystem backup session
"2013/01/08-1" by copying replica data, preserve source volumes on the disk array, and perform
volume group configuration check in advance, execute:

omnir -host computer -session 2013/01/08-1 -instant_restore -copyback -leave_
source -check_config
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To perform an instant recovery of data residing on a disk array of the HPE P6000 EVA Disk Array
Family to the system named "computer" from data created in the filesystem backup session
"2013/01/08-1" by switching disks, preserve source volumes on the disk array, and not perform
volume group configuration check in advance, execute:

omnir -host computer -session 2013/01/08-2 -instant_restore -switch -leave_
source -no_check_config

To perform a point in time recovery of the database "dbase.nsf" and all Lotus Notes/Domino
Server NTF files of the Lotus Notes/Domino Server "BLUE" from the system "computer”, to the
original location with parallelism 4, execute:

omnir -lotus -barhost computer -domino_server BLUE -parallelism 4 -db dbase.nsf
-NTF -recovery_time 2012/08/15.15:00:00

To perform an Informix Server restore of the database server "ol_computer" on the UNIX system
"computer" with the bar argument "-r rootdbs", and to make the devices available to this session
with the highest priority in case of resource conflicts, execute:

omnir -informix -barhost computer -barcmnd ob2onbar.pl -user informix:informix
-bararg "-r rootdbs" -appname ol _computer -priority 1

The Microsoft Information Store with the "/First Storage Group/STORE/Public Folder Store" store
and "/First Storage Group/LOGS/Logs" logs is to be restored to the system called
"computer.company.com" (where it was backed up), from data created in the backup session
"2013/05/07-13". The Microsoft Exchange Server log files are to be restored to "c:\temp" directory,
the hard recovery is to be performed after the restore has finished. The database is to be mounted
after the hard recovery. Execute:

omnir -msese -barhost computer.company.com -appname "Microsoft Exchange Server
(Microsoft Information Store)" -base "/First Storage Group/LOGS/Logs" -session
"2013/05/07-13" -base "/First Storage Group/STORE/Public Folder Store" -session
"2013/05/07-13" -logpath c:\temp -last -mount

Microsoft Exchange Server 2010/2013 restore: Suppose you want to restore the backup of the
database "DB1" to a recovery database that should be created on the client
"exchange2.company.com" and named "Recovery 1", with the files in the "C:\Recovery1Folder"
directory. Suppose the database "DB1" was backed up in the session "2013/5/14-1" from a DAG
whose virtual system name was "dag0.company.com"”. To also ensure that the integration agent
(e2010_bar.exe) s started on the client "exchange1.company.com”, execute:

omnir -e2010 -barhost exchangel.company.com -db_name DBl -source
dag@.company.com -new -session 2013/5/14-1 -client exchange2.company.com -
location C:\RecoverylFolder -name Recoveryl -recoverydb

Microsoft Exchange Server 2010/2013 restore (instant recovery): Suppose you want to restore the
corrupt standalone database "DB1", which resides on the client "exchange1.company.com". The
database was backed up in the ZDB session "2013/05/20-3". To ensure that the integration agent
(e2010_bar.exe) s started on the client "exchange1.company.com", and that the database is
restored to the latest state, using the copy-back instant recovery method, execute:

omnir -e2010 -barhost exchangel.company.com -instant_restore -copy_back -db_
name DBl -latest

Virtual Environment (VMware vSphere) restore: Suppose you want to restore the virtual machine
"/vm/machineA" and the individual disks ("scsi0:0" and "scsi0:1") of the virtual machine
"/vm/machineB". At the time of backup, the virtual machines were running on the ESX Server
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systems that belonged to the datacenter "/MyDatacenter" managed by the vCenter Server system
"vcenter.company.com”. The virtual machines were backed up with the "vStoragelmage" backup
method.

To restore them to the original location, using the backup session "2013/01/11-1" and to ensure
that the newly restored virtual machines are put online when the session completes, execute:

omnir -veagent -virtual-environment vmware -barhost backuphost.company.com -
apphost vcenter.company.com -instance /MyDatacenter -method vStorageImage -
session 2013/1/11-1 -vm -instanceUUID vmInstanceUUID /MyDatacenter/vm/machineA
-vm MyDataCenter/vm/machineB -disk scsi@:0 -disk scsi@:1 -register -poweron

Virtual Environment (VMware vSphere) restore: Suppose the virtual machines
"/MyVirtualMachines/machineA" and "/MyVirtualMachines/machineB" were backed up in the
session "2013/02/12-5" from the datacenter "/MyDatacenter" that is managed by the vCenter
Server system "vcenter.company.com", using the "vStoragelmage" backup method. To restore
the virtual machines outside the datacenter, to the directory "C:\tmp" on the backup host
"backuphost.company.com", execute:

omnir -veagent -virtual-environment vmware -barhost backuphost.company.com -
apphost vcenter.company.com -instance /MyDatacenter -method vStorageImage -
session 2013/2/12-5 -vm -instanceUUID vmInstanceUUID
/MyVirtualMachines/machineA -vm /MyVirtualMachines/machineB -directory c:\tmp

Virtual Environment (Restoring virtual machines to a Microsoft Hyper-V system): Suppose you
want to restore the virtual machines "VM1" with the GUID "62BD6C3C-D4BE-44F4-88D6-
E439C96C4B0C" and "VM2" with the GUID "54C22930-E3B9-43AA-AFCD-1E90BB99F 130". At
the time of backup, the virtual machines were running on the Microsoft Hyper-V system
"hyperv1.company.com". The virtual machines were backed up with the "Hyper-V Image" backup
method.

To restore the virtual machines to the Microsoft Hyper-V system "hyperv2.company.com" to the
default location, using backup data created in the backup session "2013/01/11-1" and to power the
newly restored virtual machines on when the session completes, execute:

omnir -veagent -virtual-environment hyperv -barhost backuphost.company.com -
apphost hypervl.company.com -instance hyperv -session 2013/1/11-1 apphost
hypervl.company.com -instance hyperv -session 2013/1/11-1 -vm 62BD6C3C-D4BE-
44F4-88D6-E439C96C4BOC -vm 54C22930-E3B9-43AA-AFCD-1E90BB99F130 -destination
hyperv2.company.com -poweron

Virtual Environment (Restoring virtual machines outside a Microsoft Hyper-V system): Suppose
the virtual machines "VM1" with the GUID "54C22930-E3B9-43AA-AFCD-1EQ0BB99F 130" was
backed up in the session "2013/02/12-5" from the Microsoft Hyper-V system
"hyperv.company.com", using the "Hyper-V Image" backup method. To restore the virtual
machine outside the Microsoft Hyper-V system, to the directory "c:\tmp" on the restore client
"client.company.com", execute:

omnir -veagent -virtual-environment hyperv -barhost client.company.com -apphost
hyperv.company.com -instance hyperv -session 2013/2/12-5 -vm 54C22930-E3B9-
43AA-AFCD-1E90BB99F130 -directory c:\tmp

Virtual Environment (Restoring individual virtual machine disks to a directory in a Microsoft Hyper-
V system):
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Suppose the virtual machine VM1 with the GUID "54C22930-E3B9-43AA-AFCD-1E90BB99F 130"
was backed up in the Microsoft Hyper-V system "hyperv.company.com" using the "Hyper-V
Image" backup method in session "2016/02/02-5". To restore disks (DiskPath1 "C:\Hyper-
V\Virtual Hard Disks\Disk1.vhdx" and DiskPath2 "c:\Disk2.vhdx") to the directory "C:\tmp" on the
restore client "client.company.com"”, execute:

omnir -veagent -virtual-environment hyperv -barhost client.company.com -apphost
hyperv.company.com -instance hyperv -destination hyperv.company.com -session
2016/02/02-5 -vm 54C22930-E3B9-43AA-AFCD-1E90BB99F130 -disk C:\Hyper-V\Virtual
Hard Disks\Diskl.vhdx -disk c:\Disk2.vhdx -directory C:\tmp

Virtual Environment (Restoring individual virtual machine disks to original location in a Microsoft
Hyper-V system)

Suppose the virtual machine VM1 with the GUID "54C22930-E3B9-43AA-AFCD-1E90BB99F 130"
was backed up in the Microsoft Hyper-V system "hyperv.company.com" using the "Hyper-V
Image" backup method in session "2016/02/02-5". To restore disks (DiskPath1 "C:\Hyper-
V\Virtual Hard Disks\Disk1.vhdx" and DiskPath2 "c:\Disk2.vhdx") to its original location on the
restore client "client.company.com", execute:

omnir -veagent -virtual-environment hyperv -barhost client.company.com -apphost
hyperv.company.com -instance hyperv -destination hyperv.company.com -session
2016/02/02-5 -removeSnapshots -vm 54C22930-E3B9-43AA-AFCD-1E90BB99F130 -disk
C:\Hyper-V\Virtual Hard Disks\Diskl.vhdx -disk c:\Disk2.vhdx

NOTE:
If the disk path (DiskPath1 and DiskPath2 in example) contains special characters, the
path must be enclosed in a single quote.

The -removeSnapshots option removes existing snapshots from the virtual machine.

To perform a VSS restore of the "Registry Writer" and "System Writer" trees from the backup
session "2013/05/20-3" and the "Event Log Writer" tree from data created in the backup session
"2013/05/27-1", which were both performed on the client "system1.company.com" to the client
"system2.company.com" into the "c:\tmp directory", execute:

omnir -vss -barhost systeml.company.com -session 2013/05/20-3 -tree /"Registry
Writer" -tree /"System Writer" -session 2013/05/27-1 -tree /"Event Log Writer"
-destination "system2.company.com" -into c:\tmp

To start an online restore of a DB2 database called "TEMP" from instance "DB2Inst" on the client
"splendid" and roll it forward till the 16th March 2013, 9:15 a.m., execute:

omnir -db2 -barhost splendid -instance DB2Inst -dbname TEMP -rollforward -time
2013-03-16.09.15.00

To restore the contents of a mailbox called "FIRST" residing on an Microsoft Exchange Server
system called "infinity.ipr.company.com" from data created in the backup session 2013/01/10-1,
into the new mailbox called "TEMP", execute:

omnir -mbx -barhost infinity.ipr.company.com -mailbox FIRST -session
2013/01/10-1 -destmailbox TEMP

To restore all messages from the "Inbox" folder (and all subfolders) from the "User 1" mailbox
residing on the Microsoft Exchange Server system called "exchange.hp.com", into the original
location, from data created in the backup session "2013/03/10-18", without overwriting the
messages, execute:
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omnir -mbx -barhost exchange.hp.com -mailbox "User 1" -session 2013/03/10-18 -
folder Inbox -originalfolder -keep_msg

To restore all messages from the "User 2" mailbox residing on the Microsoft Exchange Server
system called "exchange.hp.com", except for the messages in the folder "Deleted Items", into a
new location, from data created in the backup session "2013/03/10-19" (for example, performed at
13:47:00), execute:

omnir -mbx -barhost exchange.hp.com -mailbox "User 2" -session 2013/03/10-19 -
exclude "Deleted Items"

The messages will be restored in the "Data Protector 03/10/13 13:47:00" mailbox on the
"exchange.hp.com" Microsoft Exchange Server.

To start an online restore of an SAP MaxDB database called "TEMP" on the client "splendid" and
roll it forward till the 10th January 2013, 9:15 a.m. from the archive logs already residing on the
client, execute:

omnir -sapdb -barhost splendid -instance TEMP -recover -time: 2013-01-
10.09.15.00 -from_disk

With disk arrays of the HPE P9000 XP Disk Array Family, to recover an Oracle database "DB1"
on the Windows client "san32" using the user account "sys" that belongs to the "sysgroup" user
group, from data created in the backup session "2013/02/05-18", until the most recent time, to
open the database after the recovery, to keep the replica on the disk array, and to use "1" as the
parallelism setting, execute:

omnir -host san32 -session 2013/02/05-18 -instant_restore -keep_version -oracle
-user sys -group sysgroup -recover now -open -appname DBl -parallelism 1

To perform restore of the section "/dev/rdsk/c201d6s0" of the disk image labeled "Raw" on the
client "system1" from data created in the backup session "2013/05/23-12" using the media set
containing the object copy with ID "d5032390-baba-4b3f-8c67-1f5b9273b242/1013", execute:

omnir -rawdisk system "Raw" -section /dev/rdsk/c201d6s@ -session 2013/05/23-12
-copyid d5032390-baba-4b3f-8c67-1f5b9273b242/1013

To start instant recovery of data on a disk array of the HPE P6000 EVA Disk Array Family on the
system named "system1" from data created in the VSS backup session "2013/05/08-14" which
copies the data from the replica to the source disk group overwriting the source volume, execute
the following command:

omnir -vss -instant_restore -barhost systeml -session 2013/05/08-14 -copy_back
-no_retain_source

Exchange 2007 VSS restore to a different storage group:

To restore the Exchange 2007 Writer logs on the system "exch2007.company.com" from the
storage group copy "Replicated Storage Group" created by LCR, from data created in the backup
session "2013/04/08-12", to storage group "Original Storage Group", and with the files restored in
the "C:\Omni" directory, execute the following command:

omnir -vss -instant_restore -use_vds -barhost exch2007.company.com -session
2013/04/08-12 -tree "/Microsoft Exchange Writer(Exchange Replication Service)
/Microsoft Information Store/Replicated Storage Group/Logs" -target_tree
"/Microsoft Exchange Writer(Exchange Information Store)/Microsoft Information
Store/Original Storage Group/Logs" -target_dir "C:\Omni"

Exchange 2007 VSS instant recovery to a non-Exchange location:
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34.

35.

36.

To perform instant recovery of the Exchange 2007 Writer store "StoreOne" from the storage group
"First Storage Group" from data created in the backup session "2013/04/08-9" on the system
"exch2007.company.com", to the system "server2.company.com", and with the replicas mounted
to "C:\Omni_Mnt", execute:

omnir -vss -instant_restore -use_vds -barhost exch2007.company.com -destination
server2.company.com -session 2013/04/08-9 -tree "/Microsoft Exchange Writer
(Exchange Information Store)/Microsoft Information Store/First Storage
Group/StoreOne" -target_dir "c:\mnt" -tree "/Microsoft Exchange Writer(Exchange
Information Store)/Microsoft Information Store/First Storage Group/Logs" -
target_dir "C:\Omni_Mnt"

Exchange 2007 VSS restore to a non-Exchange location and creating RSG:

To restore the Exchange 2007 Writer store "Store One" from the storage group named "First
Storage Group" from data created in the backup session "2013/04/10-9" that was performed on the
system "exch2007.company.com", and to create the Recovery Storage Group "DP RSG" that
links restored store to "Store Two" in storage group "Second Storage Group”, and with the files
restored in the "C:\Omni" directory, execute:

omnir -vss -instant_restore -use_vds -barhost exch2007.company.com -session
2013/04/10-9 -tree "/Microsoft Exchange Writer(Exchange Information Store)
/Microsoft Information Store/First Storage Group/Store One" -exch_RSG
"/Microsoft Exchange Writer(Exchange Information Store)/Microsoft Information
Store/Second Storage Group/Store Two/" -target_dir "c:\mount" -tree "/Microsoft
Exchange Writer(Exchange Information Store)/Microsoft Information Store/First
Storage Group/Logs" -exch_RSG "/Microsoft Exchange Writer(Exchange Information
Store)/Microsoft Information Store/Second Storage Group/Logs" -target_dir
"C:\Omni"

To perform a full restore of the tree "/vol/vol1" of the NDMP client alpha.hp.com, from data created

in the backup session "2013/05/12-2", using the device "LTO" connected to the client beta,
execute:

omnir -filesystem alpha.hp.com:/vol/voll /vol/voll -full -session 2013/05/12-2
-tree “/vol/voll” -device LTO

To restore an entire Microsoft SharePoint Server server (moss.domain.com) from the latest
session, execute:

omnir -mssharepoint -barhost wfel.domain.com -server moss.domain.com

To restore a Microsoft SharePoint Server 2010 Web application content database from the latest
session to the alternate location, changing a name, sql server, an instance and a data file path,
execute:

omnir -mssharepoint -barhost wfel.domain.com -webapplication "SharePoint -
2224" -db "WSS_Content_2224" -as "WSS_new_DB" -tohost mosssql2.domain.com -
newinstance mossl -todir "f:\program files\SQL\data"

To restore the database "TEST1" on the Microsoft SQL Serverinstance "TEST _INSTANCE" and
client "system1.company.com", and to perform a tail log backup session before the actual restore
session starts, by using the backup specification "DB1_Backup", execute:

omnir -mssql -barhost systeml.company.com -instance TEST_INSTANCE -base TEST1 -
tail_log DB1_Backup

To perform online restore of the entire Internal Database (IDB) and the Cell Manager configuration
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files backed up from the Windows system "cmsys-win.company.com", by restoring the basic IDB
parts (CDB, MMDB, SMBF) to the path "D:\Data_Protector_temp\idb", by restoring the Cell
Manager configuration files and the DCBF part of the IDB to their original location, by restoring to
the latest state that was backed up before 24 May 2013, using the temporary port "7114", and
without performing the IDB recovery, execute:

omnir -idb -barhost cmsys-win.company.com -restoredb -targetdir D:\Data_
Protector_temp\idb -port 7114 -until 2013-05-24 -nodbrecover -restoreconf -
restoredcbf

To perform online restore of the basic IDB parts (CDB, MMDB, SMBF) backed up from the UNIX
system "cmsys-ux.company.com", by restoring the data to the path "/var/tmp/Data_Protector_
temp/idb", by restoring to the latest backed up state, using the temporary port "7114", and by
performing the IDB recovery without putting the recovered IDB into use as the new IDB in the cell,
execute:

omnir -idb -barhost cmsys-ux.company.com -restoredb -targetdir /var/tmp/Data_
Protector_temp/idb -port 7114 -nouseasnewidb

To perform online restore of the DCBF part of the IDB backed up from the system
"cmsysx.company.com" to its original location, and to the latest state that was backed up before
12 April 2013 at 16:00, execute:

omnir -idb -barhost cmsys.company.com -restoredcbf -until 2013-04-12.16.00.00
To support restore of object names with instanceUUID in its name, execute:

omnir.exe -veagent -virtual-environment vmware -barhost barHostName -apphost
appHostName -instance instanceName -method vStoragelmage -session sessionID -vm
vmPath -instanceUUID vmInstanceUUID -register -poweron -deletebefore

To restore OpenStack Nova Instances backed up as virtual machines from the VMware vCenter,
execute:

omnir.exe -veagent -virtual-environment vmware -barhost barHostName -apphost
appHostName -instance /Datacenter -method vStorageImageOpenStack -session
sessionID -vm vmPath -instanceUUID vmInstanceUUID -register -poweron -
deletebefore

To restore the MySQL database "db1" and database table "db2.table1" of the "MY SQL56"
instance to the original system "winsys.company.com" as a new instance named "MYSQL56 _
NEW " using the user account "MY SQLD OMAIN\Administrator" in a complete staged restore
session, to use the restore chain of the backup session with the ID "2014/11/22-13", and to roll the
restored data forward until the last available state in the backup images of the corresponding
binary log files, execute:

omnir -integ MySQL -barhost winsys.company.com -appname MYSQL56 _NEW -user
Administrator:MYSQLDOMAIN -options -source_client winsys.company.com -source_
instance MYSQL56 -database -session 2014/11/22-13 -staging -copy_back -include
dbl -include db2.tablel -roll_forward

To restore the MySQL binary log stored in the "mysql-bin.000001" file of the "MYSQL55" instance
to the non-original target system "linuxsys2.company.com" and to the non-original path "
C:\Users\MySQL\temp" using the user account with which the Data Protector Inet serviceis
running, execute:

omnir -integ MySQL -barhost linuxsys2.company.com -appname MYSQL55 -options -
source_client linuxsysl.company.com -source_instance MYSQL55 -binary log -
include mysql-bin.000001 -target_dir C:\Users\MySQL\temp
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SEE ALSO

omnib(1), omnikeytool(1M), omniobjconsolidate(1), omniobjcopy(1), omniobjverify(1)
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omnirpt(1)

omnirpt — generates various reports about the Data Protector environment, for example, about backup,
object copy, object consolidation, and object verification sessions in a specific time frame, session
specifications, media, Data Protector configuration, and single sessions

(this command is available on systems with the Data Protector User Interface component installed)

SYNOPSIS

omnirpt -version|-help

omnirpt -report ReportName REPORT_OPTIONS [METHOD OPTIONS] [FORMAT _OPTIONS][-header] |-
multicell][-[no] multiple]

omnirpt -rptgroup ReportGroup

FORMAT_OPTIONS

-ascii|

-html |

-tab |

-short

METHOD_OPTIONS

-email EmailAddress ... |
-smtp EmailAddress ... |
-snmp Hostname ... |
-broadcast Hostname ... |
-log Filename ... |
-external CommandName ...
ReportName
list_sessions |
session_flow |
device_flow|
used_media |
used_media_extended |
host_statistics|
session_statistics|

session_errors |
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dl_trees|
obj_nobackup |
obj_copies |
obj_lastbackup|
obj_avesize |
fs_not_conf|
dl_info|
d1l_sched |
db_size|

cell info|
hosts_unused |
dev_unused |
lookup_sch |
hosts_not_conf|
licensing |

host |

media_list |
media_list_extended |
media_statistics|
pool list |
single_session|
session_objects |
session_hosts |
session_devices |
session_media |
session_objcopies
REPORT_OPTIONS
SessionOption
-session SessionID
PoolOption

-pool Poolname ...
LabelOption
-label Label

LocationOption
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-location Location ...

LibraryOption

-[no_]library Library ...

ProtectionOption

-[no_]protection NoOfDays

MediaClassOption

-class MediaClass

MediaStatusOption

-status MediaStatus

SpecificationOptions

-datalist BackupSpecificationName ...

-copylist_sch ScheduledCopySpecificationName ...
-copylist_post PostbackupCopySpecificationName ...
-verificationlist_sch ScheduledVerificationSpecificationName ...
-verificationlist_post PostbackupVerificationSpecificationName ...
-conslist _sch ScheduledConsolidationSpecificationName ...
-conslist_post PostbackupConsolidationSpecificationName ...
-no_datalist

-no_copylist

-no_verificationlist

-no_conslist

BackupSpecificationGroupOption
-groupBackupSpecificationGroup

LookupSchedulesOption

-schedule NoOfdays

NetworkOption

-network IP_Address ...

HostsOption

-hosts Hostname ...

HostOption

-host Hostname

LevelOption

-level Level

ObjectCopiesOption
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-num_copies {less | equal | more} NumberOfCopies
TimeframeOption

-timeframe {Start Duration|Day Hour Day Hour}
LatestObjectOption

-days NoOfdays

Level: {warning |minor |major|critical}
Day: [YY]YY/MM/DD

Hour: HH: MM

DESCRIPTION

The omnirpt command generates various reports about Data Protector environment: reports about
backup, object copy, object consolidation, and object verification sessions in a specific time frame,
about backup, object copy, object consolidation, and object verification specifications, media, Data
Protector configuration and single sessions. Each report is defined by its name -reportReportName
and a set of options that specify report parameters (described below). The reports are provided in four
different formats: ASCII, HTML, tabulator separated format and short ASCII format. Each report is
described in two parts: input (what you have to/may specify to configure a report) and output (what is
the content of the report). Input items that are enclosed in square brackets ([ ]) are optional, while all
others are required. The following report categories are available:

Sessions in Timeframe

"Sessions in Timeframe" reports provide reports about backup, object copy, object consolidation, and
object verification activities in a certain past time period. This time period can either be defined in
relative terms (such as last 24 hours) or absolute (15/03/12 00:00 - 16/03/12 00:00). Two other common
report options for all "Sessions in Timeframe" reports are backup specification and backup
specification group. These two limit the report to selected backup specifications. "Session in
Timeframe" reports are:

« List of Sessions (1ist_sessions)

« Session Flow Report (session_flow)

« Device Flow Report (device flow)

« Report on Used Media (used_media)

« Extended Report on Used Media (used_media_extended)

« Client Statistics (host_statistics)

« Session Statistics (session_statistics)

o Session Errors (session_errors)

« Object Copies Report (obj_copies)

Session Specifications

"Session Specifications" reports provide different configuration reports which are based on backup,
object copy, object consolidation, and object verification specifications. By default, all backup, object
copy, object consolidation, and object verification specifications are used, but you may choose to limit
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a report to a certain session specification. Selection of a backup specification group is available only for
backup specifications. "Session Specifications" reports are:

« Trees in Backup Specification (d1_trees)

« Objects Without Backup (obj_nobackup)

« Object's Latest Backup (obj_lastbackup)

« Average Backup Object Sizes (obj_avesize)

« Filesystems Not Configured for Backup (fs_not_conf)
« Session Specification Information (d1_info)

« Session Specification Schedule (d1_sched)

Internal Database

The "Internal Database" report provides information about Data Protector Internal Database (IDB) size.
The "Internal Database" report is:

« Internal Database Size Report (db_size)

Configuration

"Configuration" reports provide various reports about Data Protector environment. "Configuration"
reports are:

« Cell Information (cell_info)

« Configured Clients not Used by Data Protector (hosts_unused)
« Configured Devices not Used by Data Protector (dev_unused)
o Look up Schedule (1ookup_sch)

« Clients not Configured for Data Protector (hosts_not_conf)

« Licensing report (1icensing)

« Client Backup Report (host)

Pools and Media

"Pools and Media" reports provide four reports that search through Data Protector pools for media that
match the search criteria. The default is to list all media or pools and each report option can then limit
the search to a certain set of media. "Pools and Media" reports are:

« List of Pools (media_list)

« Extended List of Media (media_list extended)
« Media Statistics (media_statistics)

« List of Media (pool_list)

Single Session

"Single session" reports provide various information about single Data Protector backup, object copy,
object consolidation, or object verification sessions. These reports are mostly used as End of Session
notification. In this case, Data Protector will use the session ID of the current session (the one that
generated the End of Session event) to create the appropriate report. "Single session" reports are:

« Single Session Report (single_session)
« Session Objects Report (session_objects)

« Session per Client Report (session_hosts)
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« Session Devices Report (session_devices)
« Session Media Report (session_media)
« Session Object Copies Report (session_objcopies)

OPTIONS

-version

Displays the version of the omnirpt command.
-help

Displays the usage synopsis for the omnirpt command.
-header

This option is not used for the reports that have no required or optional report options. If this option is
set, the output of the report will display report options too. If it is not set, only the output of the report
is displayed.

-multicell

This option is only used with Manager-of-Managers. If this option is specified, the report will be
generated for all Cell Managers configured in the MoM environment (multicell report).

-[no_]multiple

This option is only used for enterprise reports (multicell) and for Session per Client reports. If this
option is specified, the report will be divided into sections. For enterprise reports the report will be
divided by Cell Manager and for Session per Client reports it will be divided by client.

Report Names
list_sessions

Lists all sessions in the specified time frame. The report is defined by set of options that specify
report parameters. By default, the report is generated for all session specifications. Use the report
filtering options to generate a report only for a specific backup, object copy, object consolidation, or
object verification specification.

Report options are:

-timeframe {Start Duration|Day Hour Day Hour}

[-datalist BackupSpecificationName ...]

[-group BackupSpecificationGroup]

[-copylist_sch ScheduledCopySpecificationName ...]

[-copylist_post PostbackupCopySpecificationName ...]
[-verificationlist_sch ScheduledVerificationSpecificationName ...]
[-verificationlist post PostbackupVerificationSpecificationName ...]
[-conslist_sch ScheduledConsolidationSpecificationName ...]

[-conslist_post PostbackupConsolidationSpecificationName ...]
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Report filtering options are:

[-no_datalist]

[-no_copylist]

[-no_verificationlist]

[-no_conslist]
session_flow

Graphically presents duration of each session specified in certain time frame. Flow chart of the
backup, object copy, object consolidation and object verification sessions matching search criteria
is shown. By default, the report is generated for all session specifications. Use the report filtering
options to generate a report only for a specific backup, object copy, object consolidation, or object
verification specification.

Report options are:
-timeframe {Start Duration|Day Hour Day Hour}
[-datalist BackupSpecificationName ...]
[-group BackupSpecificationGroup]
[-copylist_sch ScheduledCopySpecificationName ...]
[-copylist post PostbackupCopySpecificationName ...]
[-verificationlist_sch ScheduledVerificationSpecificationName ...]
[-verificationlist_post PostbackupVerificationSpecificationName ...]
[-conslist_sch ScheduledConsolidationSpecificationName ...]
[-conslist_post PostbackupConsolidationSpecificationName ...]
Report filtering options are:
[-no_datalist]
[-no_copylist]
[-no_verificationlist]
[-no_conslist]

device_flow

Graphically presents usage of each device. Flow chart of the backup, object copy, and object
consolidation sessions matching search criteria is shown. If you set the
RptShowPhysicalDeviceInDeviceFlowReport global optionto 1, the same physical devices
(presented by their lock names or serial numbers) are grouped together. If there is no lock name or
serial number specified, the logical name is displayed. By default, the report is generated for all
session specifications. Use the report filtering options to generate a report only for a specific
backup, object copy, or object consolidation specification.

Report options are:
-timeframe {Start Duration|Day Hour Day Hour}

[-datalist BackupSpecificationName ...]
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[-group BackupSpecificationGroup]
[-copylist_sch ScheduledCopySpecificationName ...]
[-copylist post PostbackupCopySpecificationName ...]
[-conslist_sch ScheduledConsolidationSpecificationName ...]
[-conslist_post PostbackupConsolidationSpecificationName ...]
Report filtering options are:
[-no_datalist]
[-no_copylist]
[-no_conslist]

used_media

Lists destination media that have been used by backup, object copy, and object consolidation
sessions in the specific time frame together with their statistics. By default, the report is generated
for all session specifications. Use the report filtering options to generate a report only for a specific
backup, object copy, or object consolidation specification.

Report options are:
-timeframe {Start Duration|Day Hour Day Hour}
[-datalist BackupSpecificationName ...]
[-group BackupSpecificationGroup]
[-copylist_sch ScheduledCopySpecificationName ...]
[-copylist_post PostbackupCopySpecificationName ...]
[-conslist_sch ScheduledConsolidationSpecificationName ...]
[-conslist_post PostbackupConsolidationSpecificationName ...]
Report filtering options are:
[-no_datalist]
[-no_copylist]
[-no_conslist]

used_media_extended

Provides extended information on destination media that have been used by backup, object copy,
and object consolidation sessions in the specific time frame, as well as the session type and
subtype. By default, the report is generated for all session specifications. Use the report filtering
options to generate a report only for a specific backup, object copy, or object consolidation
specification.

Report options are:
-timeframe {Start Duration|Day Hour Day Hour}
[-datalist BackupSpecificationName ...]

[-group BackupSpecificationGroup]
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[-copylist_sch ScheduledCopySpecificationName ...]
[-copylist post PostbackupCopySpecificationName ...]
[-conslist sch ScheduledConsolidationSpecificationName ...]
[-conslist_post PostbackupConsolidationSpecificationName ...]
Report filtering options are:
[-no_datalist]
[-no_copylist]
[-no_conslist]

host_statistics

Lists of clients and their backup status - only clients that were used by the backup sessions
matching the search criteria are displayed.

Additionally, clients can be limited also with the -hosts report option.

The VADP feature introduced in Data Protector 8.14 provides enhanced reports for Virtual
Machines. Reports display VMware virtual machines in the same way as Data Protector clients
called VADP clients. The VM name is the client name.

Report options are:
-timeframe {Start Duration|Day Hour Day Hour}
[-datalist BackupSpecificationName ...]
[-group BackupSpecificationGroup]
[-hosts]
session_statistics

Shows statistics about backup, object copy, and object consolidation status in the selected time
frame, limited to sessions matching the search criteria. By default, the report is generated for all
session specifications. Use the report filtering options to generate a report only for a specific
backup, object copy, or object consolidation specification.

Report options are:

-timeframe {Start Duration|Day Hour Day Hour}
[-datalistBackupSpecificationName ...]
[-groupBackupSpecificationGroup]
[-copylist_schScheduledCopySpecificationName ...]

[-copylist _postPostbackupCopySpecificationName ...]
[-conslist schScheduledConsolidationSpecificationName ...]
[-conslist postPostbackupConsolidationSpecificationName ...]
Report filtering options are:

[-no_datalist]

[-no_copylist]
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[-no_conslist]
session_errors

Shows list of messages that occur during backup, object copy, object consolidation, and object
verification sessions in the specified time frame for selected session specifications. The messages
are grouped by clients (for all selected clients). By default, the report is generated for all session
specifications. Use the report filtering options to generate a report only for a specific backup, object
copy, object consolidation, or object verification specification.

Report options are:
-timeframe {Start Duration|Day Hour Day Hour}
[-datalist BackupSpecificationName ...]
[-group BackupSpecificationGroup]
[-copylist_sch ScheduledCopySpecificationName ...]
[-copylist_post PostbackupCopySpecificationName ...]
[-conslist_sch ScheduledConsolidationSpecificationName ...]
[-conslist_post PostbackupConsolidationSpecificationName ...]
[-verificationlist_ sch ScheduledVerificationSpecificationName ...]
[-verificationlist_post PostbackupVerificationSpecificationName ...]
[-hosts Hostname ...]
[-1level Level]
Report filtering options are:
[-no_datalist]
[-no_copylist]
[-no_conslist]
[-no_verificationlist]
obj_copies

Lists object versions that are created in the specified time frame with the number of their valid
copies. The number of copies includes the original object version. By default, the report is generated
for all session specifications. Use the report filtering options to generate a report only for a specific
backup, object copy, or object consolidation specification.

Reports display VMware virtual machines in the same way as Data Protector clients called VADP
clients. The new object name format is as follows:

<hostname>:/<vCenter>/<path>/<vmname>[<UUID> ]

Here, <hostname> is the DNS name of the guest virtual machine. If the DNS name is unknown, the
IP address or VM name is used.

Report options are:
-timeframe {Start Duration|Day Hour Day Hour}

-num_copies {less | equal | more} NumberOfCopies
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[-datalist BackupSpecificationName ...]
[-group BackupSpecificationGroup]
[-copylist_sch ScheduledCopySpecificationName ...]
[-copylist_post PostbackupCopySpecificationName ...]
[-conslist_sch ScheduledConsolidationSpecificationName ...]
[-conslist_post PostbackupConsolidationSpecificationName ...]
Report filtering options are:
[-no_datalist]
[-no_copylist]
[-no_conslist]

dl_trees

Lists all trees in the specified backup specification. It also shows names of drives and the name of
atree.

Reports display VMware virtual machines in the same way as Data Protector clients called VADP
clients. The report displays all the VM names for VMware objects.

Report options are:

[-datalist BackupSpecificationName ...]

[-group BackupSpecificationGroup]
obj_nobackup

Lists all objects, specified for backup in selected backup specifications, which do not have a valid
backup. A valid backup means that the backup completed successfully and its protection has not
expired. For each object that does not have a valid protected full backup, the following items are
shown: backup specification, an object type, an object name and a description. Only objects from
the selected backup specification are used for the report. If HOST object is used: Host object is
expanded (get disks) and report checks that expanded objects are in database. UNIX and Windows
filesystems are supported. This option is not available for backup specifications for integrations.

Report options are:
[-datalist BackupSpecificationName ...]
[-group BackupSpecificationGroup]
[-days NoOfDays]

obj_lastbackup

Lists all objects in the IDB. For each object, it displays the last full and the last incremental backup
time, the last full and the last incremental object copy time, and the last object consolidation time.

Objects of the Client System type (host backup) are expanded; it means that the information is
listed for each volume separately. As for objects of the Filesystem type (filesystem objects), only
the UNIX and Windows filesystems are supported.

Reports display VMware virtual machines in the same way as Data Protector clients called VADP
clients. The new object name format is as follows:
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<hostname>:/<vCenter>/<path>/<vmname>[<UUID> ]

Here, <hostname> is the DNS name of the guest virtual machine. If the DNS name is unknown, the
IP address or VM name is used.

You can narrow the scope of objects listed using the following report options:
[-datalist BackupSpecificationName ...]

[-group BackupSpecificationGroup]

[-days NoOfDays]

However, note the following:

— Filesystem objects that do not match the condition in the object creation time filter are listed
anyway. However, in this case, the object creation time fields remain empty.

—If you clear certain filesystem objects from a backup specification, these filesystem objects will
not be included in the report even if the objects exist in the IDB.

The above note is not applicable for objects of the Bar type (integration objects).
obj_avesize

Lists all objects, specified for backup in selected backup specifications, which have a valid backup.
A valid backup means that the backup completed successfully and its protection has not expired.
For each object average full and average incremental backup size is displayed. If HOST object is
used: Host object is expanded (get disks) and report checks that expanded objects are in database.
UNIX and Windows filesystems are supported.

Reports display VMware virtual machines in the same way as Data Protector clients called VADP
clients.

The new object name format is as follows:
<hostname>:/<vCenter>/<path>/<vmname> [<UUID>]

Here, <hostname> is the DNS name of the guest virtual machine. If the DNS name is unknown, the
IP address or VM name is used.

Report options are:
[-datalist BackupSpecificationName ...]
[-group BackupSpecificationGroup]
[-days NoOfDays]

fs_not_conf

Displays a list of mounted filesystems which are not in selected backup specifications. Output is a
list of filesystems. If HOST object is used, the report will not report any disk from client as not
configured (assuming that HOST backup will backup all disks). If HOST object is used, the report
will not report any disk from client as not configured (assuming that HOST backup will backup all
disks).

Report options are:
[-datalist BackupSpecificationName ...]
[-group BackupSpecificationGroup]
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dl_info

Shows information about all selected backup, object copy, object consolidation, and object
verification specifications, such as type (for example, IDB, MSESE, E2010), session type, session
specification name, group, owner, and pre & post exec commands. Host does not influence the
report. By default, the report is generated for all session specifications. Use the report filtering
options to generate a report only for a specific backup, object copy, object consolidation, or object
verification specification.

Report options are:
[-datalist BackupSpecificationName ...]
[-group BackupSpecificationGroup]
[-copylist_sch ScheduledCopySpecificationName ...]
[-copylist_post PostbackupCopySpecificationName ...]
[-verificationlist_sch ScheduledVerificationSpecificationName ...]
[-verificationlist_post PostbackupVerificationSpecificationName ...]
[-conslist_sch ScheduledConsolidationSpecificationName ...]
[-conslist post PostbackupConsolidationSpecificationName ...]
Report filtering options are:
[-no_datalist]
[-no_copylist]
[-no_verificationlist]
[-no_conslist]

dl_sched

Shows information about all selected backup, object copy, object consolidation, and object
verification specifications and their next scheduled time up to one year in advance (type, session
type, session specification name, group, next execution, and backup operation time). HOST does
not influence report. By default, the report is generated for all session specifications. Use the report
filtering options to generate a report only for a specific backup, object copy, object consolidation, or
object verification specification.

Report options are:

[-datalist BackupSpecificationName ...]

[-group BackupSpecificationGroup]

[-copylist_sch ScheduledCopySpecificationName ...]

[-copylist post PostbackupCopySpecificationName ...]
[-verificationlist_sch ScheduledVerificationSpecificationName ...]
[-verificationlist_post PostbackupVerificationSpecificationName ...]
[-conslist_sch ScheduledConsolidationSpecificationName ...]

[-conslist_post PostbackupConsolidationSpecificationName ...]

HPE Data Protector (10.02) Page 250 of 416



Command Line Interface Reference
omnirpt(1)

Report filtering options are:
[-no_datalist]
[-no_copylist]
[-no_verificationlist]
[-no_conslist]

db_size

Provides a table that contains information about the MMDB, CDB, archived log files, datafiles, and
information for DCBF and SMBF.

The Used columns in this report show the percentage of used items for each IDB part. This figure is
calculated as the current number of items divided by the number of maximum items for particular
IDB part in percents. In case the number of items is unlimited, this figure is always 0%. To find out
whether certain parts of IDB are running out of space, you can additionally configure the IDB Space
Low notification.

hosts_unused
Lists configured clients that are not used for backup and do not have any device configured.
dev_unused

Lists configured destination devices that are not used for backup, object copy, or object
consolidation at all.

lookup_sch

List of backup, object copy, and object consolidation specifications that are scheduled to start in the
next n number of days up to one year in advance (where n is the number of days specified by user).

Report optionis:
[-schedule NoOfDays]
hosts_not_conf

List of clients in selected domain(s) that are not configured for Data Protector. Note that Data
Protector will display also routers and other machines that have IP address in selected domain.

Report option is:

-network IP_Address...
licensing

Lists all licenses and the available number of licenses.
host

Report output is all end-user backup related information about specific client: list of filesystems not
configured for selected clients, list of all objects configured in backup specifications for the selected
client, list of all objects with a valid backup for specified client with times and average sizes.

Note that Client Backup reports do not include information about application integration backup
objects and backup specifications.

Report option is:

-hostHostName
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media_list

List of all media matching the search criteria. The following information is provided for each
medium: ID, label, location, status, protection, used and total MB, the time when media was last
used, the media pool, and media class.

Report options are:
[-1label Label]
[-location Location ...]
[-pool PoolName ...]
[-class MediaClass]
[-status MediaStatus]
[-[no_]protection NoOfDays]
[-timeframe {Start Duration|Day Hour Day Hour}]
[-[no_]library Library ...]
media_list_extended

List of all media matching the search criteria. The following information is provided for each
medium: 1D, label, location, status, protection, used and total MB, the time when media was last
used, the media pool and media type, session specifications that have used this medium for
backup, object copy, or object consolidation, as well as the session type and subtype. By default,
the report is generated for all session sp