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Part I: OBR Overview and Planning

Operations Bridge Reporter (HPE OBR) is a cross-domain historical IT infrastructure performance
reporting solution. It leverages the topology information to show how the underlying IT infrastructure’s
health, performance, and availability are affecting your business services and business applications in
the long term. OBR manages the relationship of infrastructure elements to the business services at run-
time by using the same topology services that are used by the products that collect the performance
data from the managed nodes.

Operations Bridge Reporter collects data from different data sources, processes the data, and
generates reports with the processed data. Operations Bridge Reporter uses Vertica database for
storing performance data, SAP BusinessObjects for reporting and PostgreSQL database for storing
management data. The collector component of OBR collects data from RTSM, Operations Manager
(OM), BSM Profile database, BSM Management database, Application Performance Management
(APM), Operations Manager i (OMi), SiteScope, Network Node Manager i (NNMi) as well as from the
NNM iSPI Performance for Metrics, Operations Agent, and Cloud Optimizer.

All the components of Operations Bridge Reporter can be installed on a single system. If a single
system is not capable of supporting all the components of Operations Bridge Reporter, the data
collector, SAP BusinessObjects, and the Vertica components can be installed on separate systems. If
the data sources are distributed over a large area, there is an option to deploy Operations Bridge
Reporter collector on different systems. It reduces the network load and ensures connectivity to the
data sources.

OBR supports both Windows and Linux. You can install OBR typical scenario only on Linux system.
This is because you can install Vertica only on Linux. You can install the OBR custom scenarioon a
combination of both Windows and Linux operating systems. For more information on OBR installation
and its preferences, see Operations Bridge Reporter Interactive Installation Guide.

A topology model or view, logically maps and relates your business services to your IT elements. OBR
enables you to define a topology service and collect the infrastructure data from the nodes that are part
of the topology. In this way any change in topology information gets automatically reflected in the
reports at run-time.

Revision History

The following table lists the major changes for each new release of this document:
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Document Release Date Description of Major Changes
April 2017 Initial release.

June 2017 Enhanced the Post-installation steps in the guide.

Reference Documents

This section provides information on documents you can refer to for more information.

SAP BusinessObjects Documentation

« Fordocuments on SAP BusinessObjects Business Intelligence Platform, see SAP
BusinessObjects Business Intelligence platform 4.x.

« Forinformation on the following SAP BusinessObjects Official Product Tutorials, see:
o SAP BusinessObjects Dashboards 4.x
o SAP BusinessObjects Bl Launch Pad 4.x
o SAP BusinessObjects Information Design Tool
o Securing Business Objects Content — Folder Level, Top Level and Application Security

« You can also refer to SAP BusinessObjects documents available at physical location on OBR
server:

o Forinformation on Central Configuration Manager help, go to:

<Install Drive>\Program Files (x86)\SAP BusinessObjects\SAP BusinessObjects
Enterprise XI 4.0\Help\en\Central Configuration Manager Help.chm (On Windows)

o Forinformation on Designer tool, go to:

<Install Drive>\Program Files (x86)\SAP BusinessObjects\SAP BusinessObjects
Enterprise XI 4.0\Web Content\enterprise_ Xi4@\help\en\designer_en.chm(On
Windows)

o Forinformation on SDK samples and documents, go to:

e <Install Drive>\Program Files (x86)\SAP BusinessObjects\SAP BusinessObjects
Enterprise XI 4.0\SL SDK (On Windows)

o /opt/HP/BSM/BOE4/sap_bobj/enterprise xi4@/SL_SDK (On Linux)

o Forinformation on Central management console (Administration of Business objects), go to:

HPE Operations Bridge Reporter (10.21) Page 9 of 282


http://help.sap.com/bobip41?current=bobip41
http://help.sap.com/bobip41?current=bobip41
http://scn.sap.com/docs/DOC-7946
http://scn.sap.com/docs/DOC-19231
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$PMDB_HOME /BOWebServer/webapps/BOE/WEB-
INF/eclipse/plugins/webpath.CmcAppBranding lang.en/web/help/en (On Linux)

Tip: To view the help files, copy the en folder to your local system.

o Forinformation on Bl Launchpad (creation of reports, report functions and other admin tasks like
scheduling), go to:

$PMDB_HOME /BOWebServer/webapps/BOE/WEB-INF/eclipse/plugins/webpath.InfoView_
lang.en/web/help/en (On Linux)

Tip: To view the help files, copy the en folder to your local system.
OMi Management Packs
« Forinformation on OMi Management Packs and other contents, see HPE Marketplace.
Vertica Documentation

« Forinformation on Vertica documentation, see https://my.vertica.com/docs/7.1.x/HTML/
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Chapter 1: Configuration Planning

This section provides information on planning tasks you need to perform before you start the post-
install configuration. To plan the post-install configuration, you have to know the following:

1. "Know your Deployment Scenarios" following section
2. "Know the Data Sources" on page 17
3. "Determine the Readiness" on page 18

4. " Licensing Requirement for OBR" on page 19

Know your Deployment Scenarios

The following deployment scenarios are supported by OBR:

« Deployment with BSM/APM/OMi
« Deployment with Operations Manager
« Deployment with VMware vCenter

o Other Deployments
The deployment scenario that is chosen will dictate the choice of the topology source.
Note: OBR connects only to one of the topology sources at a time.

The following sections describe the deployment scenarios and their source of topology information:

Business Service Management/Application Performance
Management/Operations Manager i

In this deployment, Run-time Service Model (RTSM) is the source of topology information. OBR
discovers and synchronizes topology information from RTSM. In a BSM with RUM, BPM, SiteScope
and OMi 9.2x scenario, this synchronization technique receives data from Operations Agent, NNMi,
NNM iSPI Performance for Metrics, topology information from RTSM and event information from OMi.
Ina BSM and OMi 10 environment, the synchronization technique receives discovered topology
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information, metrics, KPIs, Hls and events from BSM, OMi 10 and Operations Agent. In an
environment with OMi 10, OBR uses RTSM to obtain topology information, KPls, HIs and metrics from
Operations Agent or SiteScope systems that are configured with OMi.

Additionally, you can configure OBR to collect data directly from NNMi and NNM iSPI Performance for
Metrics. You can access network performance reports based on the components and interfaces in your
IT environment.

OBR with BSM 9.24 (and earlier)/OMi 9.2x

The following diagram shows the flow of data from Operations Agent, NNMi (direct), NNM iSPI
Performance for Metrics, and topology information from RTSM with underlying OM servers.

Operations Bridge Reporter with BSM 9.24 (and earlier)/OMi 9.2x
Operations Bridge Reporter

€
Metrics from
Managed Nodes

BPM ?i
RTSM i
Site Scope  BSM Service Health

RUM
Operation Agent

Topolegy information,
applications metrics, and KPls,

Hls from BSM Metwark device and interface

A J

‘ DOMievents

NNMi and Network Node Manager iSPI
Performance for Metrics

BSM Platform with BSM Service and
Operations Bridge

I

L8

Applications Managed Nodes

Metrics

OBR with BSM 9.x/APM/OMi 10

The following diagram shows the flow of data from Operations Agent, OMi 10, NNMi (direct), NNM iSPI
Performance for Metrics, and topology information from RTSM in an BSM/APM and OMi 10
environment.
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You can configure BSM 9.x/APM and OMi 10 as standalone topology and data sources. You can also
setup BSM 9.x/APM to synchronize topology data with the OMi 10 system. In this configuration, the
OMi 10 system provides topology data for all nodes and fact data for operations, events and KPI. The
BSM/APM system provides fact data from RUM, BPM, and SiteScope that are directly configured with

it.

Operations Bridge Reporter with BSM 9.x/APM/OMi 10

Cperations Bridge Reporter

P Network device and interface

-

A—
Metrics from
Managed Nodes NNMi and Net rk Node
Manager iSPl Performance

for Metrics

RUM/BPM/SIS metrics

Topology information,
5i5 metrics, KPls.His,
and events

u

BSM Platform with BSM Service and OMi 10

Operations Bridge
-7
= % — i
i Managed Nodes

Applications

s

Operation Agent

RTSM

E:l'IZI ]

Site Scope  BSM Service Health

Metrics

OBR with OMi 10.x

The following diagram shows the flow of data from Operations Agent, NNMi (direct), NNM iSPI
Performance for Metrics, and topology information from RTSM in an OMi 10.x environment.
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Operations Bridge Reporter with OMi 10
Operations Bridge Reporter

Topology information,

KPls, and His Network device and interface

A J

A J

‘ OMi events

Metrics from
Managed Nodes

=
Service Health
SINIERE NNMi and Network Node Manager iSPI
OMi 10 Performance for Metrics
Operation Agent
Metrics

Managed Nodes

Operations Manager (OM)

In this deployment, the topology information is taken from OM that consists of logical node groups. A
node group is a group of managed nodes defined in OM that are logically combined for operational
monitoring. These logical node groups are created by OM users to classify the nodes as specific
organizations or entities within their enterprise. For example, a group called Exchange Servers can be
created in OM to organize the specific Exchange Servers for reporting or monitoring purposes. OBR
uses the node groups from OM for its topology reporting.

You can configure OBR to collect data directly from NNMi and NNM iSPI Performance for Metrics. You
can access network performance reports based on the components and interfaces in your IT
environment.
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Operations Bridge Reporter with OM
Operations Bridge Reporter

Node group information and

events from OM Network device and interface

<

>

1
Metrics from
Managed Nodes
oM NNMi and Network Node Manager iSPI
i Performance for Metrics

Operaum Agent

"‘etncs

Managed Nodes

VMware vCenter

VMware vCenter is a distributed server-client software solution that provides a central and a flexible
platform for managing the virtual infrastructure in business-critical enterprise systems. VMware
vCenter centrally monitors performance and events, and provides an enhanced level of visibility of the
virtual environment, thus helping IT administrators to control the environment with ease.

In the VMware vCenter deployment scenario, the VMware vCenter server is the source of the topology
information for OBR.

You can configure OBR to collect data directly from NNMi and NNM iSPI Performance for Metrics. You
can access network performance reports based on the components and interfaces in your IT
environment.
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Operations Bridge Reporter

VMware vCenter Server

Network device and interface

NNMi and Network Node Manager iSPI
Performance for Metrics

Other Deployments

Apart from the basic deployment scenarios, you can collect data - irrespective of the topology source
configured - from the following sources independently:

« Deployment with NNMi

OBR integrates with and collects historical network-related data for the network nodes from NNM
iSPI Performance for Metrics. OBR supports the collection of network data by extending the
functionality of the database collector. The Network Content Pack identifies the list of metrics or
fact data that OBR must collect from each of these data sources. The corresponding dimension
data is collected from the RTSM or OM topology source, depending on the deployment scenario. If
NNMi is integrated with BSM/OMi RTSM then use the NetworkPerf_ETL_PerfiSPI_RTSM
Content Pack component. Otherwise, use the NetworkPerf_ETL_PerfiSPI_NonRTSM Content
Pack component.
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OBR also collects network performance data directly from Network Node Manager i (NNMi). The
Network Component Health Content Pack and Interface Health Content Pack identifies the metrics
that OBR must collect from the data sources.

« Deployment with other applications using JDBC

OBR includes Java Database Connectivity (JDBC) drivers to connect to Oracle, Microsoft SQL,
Sybase IQ and Vertica databases. You can configure OBR to collect data from other databases that
support JDBC connection. OBR provides Content Development Environment (CDE) and Content
Designer to create content and generate reports.

« Deployment with other applications using CSV

OBR also collects data from set of Comma Separated Variables (CSV) files. The format of the CSV
file should be as defined in the Domain Content Pack. The Content Development Environment
(CDE) and Content Designer tools help you to create content and generate reports.

Operations Bridge Reporter

Network device and
interface

.llIIIIJ

]
1
]
1
u

NNMi and Network Node Manager iSPI

Other sources providing CSV files Performance for Metrics

Generic database

Know the Data Sources

OBR collects data from other HPE monitoring products like SiteScope, Operations Agent (OA),
Operations Manager (OM), Business Process Management (BPM), Application Performance
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Management (APM), Real User Monitoring (RUM), Network Node Manager i (NNMi), Operations
Management i (OMi), and third party sources like VMware vCenter.

Based on the deployment scenario and the topology sources, you can configure OBR to collect data
from the HPE monitoring products and third party data source. OBR can then report on the data
collected from the configured data sources.

OBR also supports creating new content using the Content Development Environment (CDE). The
Content Development Environment consists of a set of tools that you use during the process of new
content development.

You must know the data sources from which you want OBR to collect the data from and also list down
Content Packs you want to deploy. You must plan for new custom content and reports that you want to
generate.

Determine the Readiness

In this stage, you must determine the readiness of the HPE monitoring products deployed in your
environment before you integrate them with OBR. Ensure that OBR supports the versions of the HPE
products deployed in your environment.

For more information on the versions supported by OBR, see Operations Bridge ReporterSupport
Matrix.

The following table lists the readiness checks you must perform before integrating with OBR:

HPE Monitoring Products = Readiness Check List

BSM/APM/OMi You must ensure that the Configuration Item (CI) discovery products
like OA, Sitescope, NNMi populates the Cls in RTSM. You must
confirm the number of Cl instances in OBR views in RTSM is as
expected and the ClI attributes that OBR depends on contains proper
values.

Depending on the deployment scenario, OBR collects data from
Management database, Profile database, Operations database,
and/or Event database. You must ensure that connectivity is
available between these databases and the OBR system.

Operations Manager (OM) You must ensure that a proper connection is established between
OM database and OBR system.

Operations Agent (OA) You must ensure that all the required SPI and MP policies are
deployed and a proper connection exists between the OA and OBR
systems.
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HPE Monitoring Products Readiness Check List

SiteScope You must ensure that all the required monitors are deployed in
SiteScope. A list of SiteScope monitors are provided in the Appendix
section, see "SiteScope Monitors for OBR " on page 263.

You must ensure to integrate Sitescope with BSM to collect system
performance data from SiteScope. You must either install SysPerf_
ETL_SiS DB for OBR to collect data from the BSM Profile database
orinstall the SysPerf_ETL_SiS_API to collect data logged from the
SiteScope API.

For more information on ETLs, see Appendix C: Listing of ETLs.

NNMi OBR collects network data directly from NNMi and iSPI
Performance for Metrics. You must ensure that you have NNMi
configured in your environment. If BSM is deployed in your
environment, you have the option of integrating NNMi with BSM or
OMi to view Business Service based reports in OBR.

If OBR is directly integrated with NNMi, you have to ensure that
HPE_PMDB_Platform_NRT_ETL service is up and running. Also
ensure that the ComponentHealth Reports and InterfaceHealth
Reports Content Packs are installed.

VMware vCenter You must ensure that a proper connection is established between
VMware vCenter server and OBR system.

Licensing Requirement for OBR

This section provides information on licensing requirements for OBR. This section also provides
information on various OBR editions and license to use. It provides procedure to obtain a permanent
license key and install it. It also provides procedure to reactivate license for SAP BusinessObjects.

By default, OBR includes a temporary, instant-on license, which is valid for 60 days. To continue using
OBR after 60 days, you must install a permanent license.

The OBR license are as follows:

« Operations Bridge Reporter (Base License)

This license includes the data collection framework, the SAP BusinessObjects Enterprise, a high-
performance Performance Management Database for storing and processing the collected metrics,
and the out-of-the-box Content Packs. Also included is an entitlement to collect and report on the
metrics for up to 50 nodes.

« Additional Scalability Packs of 50 Nodes (Node License)
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A node is a real or virtual computer system, or a device (for example a printer, router, or bridge) on a
network or an entity defined in custom content (for example software instance, port). Additional data
collection and reporting entitlements can be added to grow the solution to fit your environment.

Note: If you have obtained the node license, you must also obtain and install the base license with
it.

Licenses to Use (LTUs)

Operations Bridge Reporter Standard and Operations Bridge Reporter Advanced editions are included
in the Operations Bridge Premium and Operations Bridge Ultimate editions respectively.
Operations Bridge Reporter Standard and Operations Bridge ReporterAdvanced editions can also be
bought as stand-alone products. To benefit from the OBR advanced functionality, you can buy
Operations Bridge Reporter Upgrade (TD906AAE) edition in addition to the Operations Bridge
Premium edition or Operations Bridge Reporter Standard edition.

Operations Bridge Reporter Advance edition
Stock-keeping Unit (SKU): TJ756AAE

The Operations Bridge Reporter Advance edition includes the following:

« All Content Packs
« Ability to create custom 3rd party content packs and generate reports on the custom content.

« Operations Bridge Ultimate edition which includes Operations Bridge Reporter Advanced,
entitles customers to 1 TB of HPE Vertica for every 50 Operations Bridge Nodes for the use with
HPE Operations Bridge. Storing any other data other than that of HPE Operations Bridge requires
additional appropriate HPE Vertica license to be acquired separately.

« When bought as stand-alone, Operations Bridge Reporter Advanced edition, entitles customers to 1
TB of HPE Vertica for every 50 Operations Bridge Reporter Nodes for the use with Operations
Bridge Reporter . Storing any other data other than that of Operations Bridge Reporter requires
additional appropriate HPE Vertica license to be acquired separately

Operations Bridge Reporter Standard edition
Stock-keeping Unit (SKU): TDOOSAAE

The Operations Bridge Reporter Standard edition includes the following:
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« Content Packs for System Performance and Events
« Ability to create custom 3rd party content packs and generate reports on the custom content.

« Operations Bridge Premium edition which includes Operations Bridge Reporter Standard edition,
entitles customers to 1 TB of HPE Vertica for every 50 Operations Bridge Nodes for the use with
HPE Operations Bridge. Storing any other data other than that of HPE Operations Bridge requires
additional appropriate HPE Vertica license to be acquired separately.

« When bought as stand-alone, Operations Bridge Reporter Standard edition, entitles customers to 1
TB of HPE Vertica for every 50 Operations Bridge Reporter nodes for the use with Operations
Bridge Reporter. Storing any other data other than that of Operations Bridge Reporter requires
additional appropriate HPE Vertica license to be acquired separately

Operations Bridge Reporter Upgrade edition

Stock-keeping Unit (SKU): TD906AAE

You can upgrade Operations Bridge Reporter from Standard to Advanced for Operations Bridge
Premium edition nodes or Operations Bridge Reporter nodes SW E-LTU

Operations Bridge Reporter additional 50 Operations Bridge Reporter Nodes
Stock-keeping Unit (SKU): TJ757AAE

This is an add-on pack to add entitlement for 50 additional nodes for OBR.

For information on custom content license, see Operations Bridge Reporter Content Development
Guide.

Obtaining a Permanent License Key

To obtain a permanent license, you can either use the new Software Entitlement system website or log
on to Administration Console and go to Additional Configurations > Licensing > Launch HPE
Password Center. HPE partners and employees can still continue to use the HPE Licensing for
Software website.

To view the OBR License Details, log on to Administration Console and go to Additional
Configurations > Licensing. You can view active license type, days to license expiry, license
entitlement, license usage, nodes remaining, Vertica entitlement, and Vertica usage.

Note: If you uninstall Content Pack, run the DLC to get the correct license usage count in the
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Additional Configurations > Licensing page of Administration Console.

To obtain a permanent license key, follow these steps:

1.

Launch the Administration Console in a web browser using the following URL:
https://<0BR_Server_ FQDN>:21412/0BRApp

where, <OBR_Server_FQDN> is the fully qualified domain name of the system where OBR is
installed.

Note: By default HTTPs is enabled for OBR. You can also launch Administration Console
using http://<0BR_Server_ FQDN>:21411/0BRApp if you have disabled HTTPs.

Enter user name in the User Name field and password in the Password field.
Click Log On.
The Dashboard page is displayed.

Click Additional Configurations > Licensing. The Licensing page appears with HPE OBR
License Details.

Click Launch HPE Password Center link OR go to the HPE Software Licensing website.

Log on to HPE Passport with your user ID and password. If you do not have an account, you must
create one before you can proceed.

Follow the instructions provided on the website to obtain license keys.

Installing the Permanent License Key

To install the permanent license, follow these steps:

1.

Log on to the OBR system with the same user name used during the installation of OBR.

2. Open the command prompt and run the following command:

SHRLicenseManager -install <License file path>

where, <License file path> is the path where you have saved the license file.
To list the installed licenses, run the following command in the command prompt:
SHRLicenseManager -list

The following display is an example of the list of installed licenses:
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PID:1502

(1) License Feature
License Feature Id
Active License Type
Days to License Expiry
License Entitlement
(2) License Feature
License Feature Id
Active License Type
Days to License Expiry
License Entitlement
(3) License Feature
License Feature Id
Active License Type
Days to License Expiry

License Entitlement

:HPE Operations Bridge Reporter BO Pack

11004
:Instant On
160

:50

:HPE Operations Bridge Reporter Server

11002
:Instant On
160

:50

:HPE Operations Bridge Reporter Collector

: 1006
:Instant On
160

:50

You must restart the administrator service to apply the installed license. To restart the HPE_
PMDB_Platform_Administrator service on the OBR system, follow these steps:

On Windows:

a. Click Start > Run. The Run dialog box is displayed.

b. Enter service.msc in Open. The Services windows is displayed.

o

click Restart.

On the right pane, right-click on the HPE_PMDB_Platform_Administrator service and then

d. Close the Services window.

On Linux:

a. Type the following command at the command prompt:

RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_

Administrator restart

RHEL 7.x: sytemctl restart HPE_PMDB_Platform_Administrator.service
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SAP BusinessObjects License Reactivation

The SAP BusinessObjects license depends on the validity of the OBR license. If the OBR license

expires, the SAP BusinessObjects license is automatically deactivated and all the SAP
BusinessObjects servers are disabled. After you renew the OBR license and access the

Administration Console, OBR automatically reactivates the SAP BusinessObjects license. However,
the SAP BusinessObjects servers remain in the disabled state. To ensure that SAP BusinessObjects

works, you must manually enable the servers by performing the following steps:

On Windows:

1. Logon to SAP BusinessObjects Central Configuration Manager.

2. Click Start > Central Configuration Manager. The Central Configuration Manager window

appears.

&
S B E B oG

Central Configuration Manager

_I:I-

j |English j

Display MName | ‘ersion | Status

a8 "_ier:-.-:.Ee':r':IrnEEIlIgEerJifé Agent (SHR)

Ready

o o &~ w

server.

The default user name is administrator.

7. Click Connect. The Manage Servers window appears.

8. Click the Refresh icon to refresh the server list.

8 BW Publisher Service 14,1.5,1501 % Stopped  Manages a pool of Crystal Report publishers
1.0,15.0 % Running  Manages BusinessObjects Enterprise Servers

In the Display Name column, select Server Intelligence Agent (OBR).

In the System list, select the system on which SAP BusinessObijects is installed.

On the main tool bar, click the Manage Servers icon. The Log On dialog box appears.

Type the user credentials in the User name and Password fields of the SAP BusinessObjects

9. Click Select All to select all the listed servers and click the Enable icon to restart the servers.
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10. Click Close to close the window.

11. Close all open windows.
On Linux:

1. Log onto the Central Management Console by launching the following URL:
https://<System_FQDN>:8443/CMC

where, <System_FQDN> is the fully qualified domain name of the system where SAP
BusinessObjects is installed.

Note: By default HTTPs is enabled for OBR. You can also launch CMC using
http://<System FQDN>:8080/CMC if you have disabled HTTPs.

The log in page is displayed.
2. Logon as user with administrator privileges.

The System Configuration Wizard is displayed. Click Close to close the wizard. The Central
Management Console home page is displayed.

Note: If you do not want the System Configuration Wizard to appear each time you log on
to CMC, click the check box Don’t show this wizard when cms is started.

3. Click Servers and select the Servers list in the left menu.

4. Hold down the Shift or Ctrl key and click on server to select multiple servers.

5. Right-click on the selected group of servers and then click Enable Server.

Note: If there are two pages of server listings, proceed to the second page to enable all the
servers.

Note: If the SAP BusinessObjects servers are still not enabled, restart the HPE_PMDB _
Platform_IM service.
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This section provides information on post-install configuration and other data source configuration
required to setup OBR.

HPE Operations Bridge Reporter (10.21) Page 26 of 282



Chapter 2: Post-Install Configuration

This section contains sub sections that describes tasks to complete post-install configuration of OBR
using the Configuration Wizard and the Data Source Selection Wizard from the Administration
Console.

If you have not completed all the tasks of the post-install configuration then you can refer Pending
Configuration page to configure or install remaining packages, see "Pending Configuration" on page
132. If you want to install additional Content Packs or configure data source, see "Install and Uninstall
the Content Packs" on page 91 and "Data Source Configuration" on page 105 respectively.

Note: You must perform all the post-install configuration tasks described in this chapter
immediately after installing OBR, and before installing the Content Packs through the Content
Pack Deployment page.

Note: You can manually create users/group for SAP BO, Postgres database and Vertica database
and assign the users during the post-install configuration. For more information to create
users/group manually, see Operations Bridge Reporter Interactive Installation Guide.

Secure Communication

You can configure JDBC or ODBC connections over TLS for the following:

« Verticaand OBR server /SAP BusinessObjects
» OBR collector and BSM/APM/OMi Oracle database

« OBR collector and BSM/APM/OMi RtSM

Using the Administration Console, Data Source Configuration page, you can enable TLS for OM and
BSM/APM/OMi to connect with Oracle database using ODBC or JDBC. For more information, see
"Data Source Configuration" on page 105.

Using the Administration Console, Additional Configurations > Vertica Database & Time Zone
page, you can enable TLS for Vertica database. For more information, see "Configuring TLS for
Vertica" on page 195.

Flow of tasks for typical scenario

The following flowchart gives you an overview of the post-install tasks for OBR where the OBR and
Vertica database are installed on the same system.
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[Task 1: Start Administration console and select]
the Time Zone

[ Task 2: Create Vertica Database ]
(Co-located Vertica)

[ Task 3: Create Management Database ]

o

[ Task 4: Configure Collector ]

-

[ Task 5: Data Source Selection ]

-

[ Task 6: Configure Topology Source ]

-

[ Task 7: Summary ]

Flow of tasks for distributed scenario

The following flowchart gives you an overview of the post-install tasks for OBR where the Vertica
database is installed on a remote system.

Note: You must have installed and created the Vertica database schema on remote system
before you begin with the post-install tasks. To create Vertica on remote system, see "Creating
Database Schema for Remote Vertica" on page 35.
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[Task 1: Start Administration console and select ]
the Time Zone

i Create Vertica on Remote System
Task 2: Create Vertica Database ] —+ [ .
[ (Create Database Schema for Remote Vertica

[ Task 3: Create Management Database ] + Assign VertlcaA;)at_at::ase UTer Credentials
min Console

[ Task 4: Configure Collector J
Y

[ Task 5: Data Source Selection ]
\ 4

[ Task 6: Configure Topology Source ]
¥

[ Task 7: Summary ]

Configuration Wizard

After OBR is installed, launch the Administration Console for post-install configuration. The
Administration console helps you to configure OBR system to collect the required data, manage the
platform and install the Content Packs. The Configuration Wizard appears when you log on to the
Administration Console for the first time or if the post-install configuration is not complete in the
previous session. Using the Configuration Wizard, you can complete the post-install configuration of
OBR databases and collectors for OBR system.

Task 1: Launching the Administration Console

1. Launch the Administration Console in a web browser using the following URL:

https://<0BR_Server_ FQDN>:21412/0BRApp
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Note: By default HTTPs is enabled for OBR. You can also launch Administration Console
using http://<0BR_Server_ FQDN>:21411/0BRApp if you have disabled HTTPs.

The Operations Bridge Reporter Administration Console log on page is displayed.

—

Hewlett Packard
Enterprise

OPERATIONS BRIDGE REPORTER |

ADMINISTRATION CONSOLE 10.20

Username

Password

i @2017 Hewlett Packard Enterprise Company,L.P.
2. a. Typethe user name and the password and click Login to continue.

The Administration Console page is displayed.

Note: If you use any other user account to access the Administration Console, make
sure that the user account has administrator privileges.

b. If you have logged on to Administrator Console for the first time as administrator with a
default password as 1ShrAdmin, follow these steps:

i. Enter administrator in the user name field and default password in the password field.
Click Login.

You have to reset the default administrator user password.

ii. Click CHANGE PASSWORD. The following screen to change the password is
displayed.
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—

Hewlett Packard
Enterprise

OPERATIONS BRIDGE REPORTER

ADMINISTRATION CONSOLE 10.20

Change default Password

Default Password

Mew Password

Confirm New Password

Change Password

@2017 Hewlett Packard Enterprise Company,L.P.

iii. Enter default password in Default Password field.

iv. Enter new password in New Password field.

Note: The password should be an alphanumeric value, with a combination of lower,
upper cases, and number. The password must be minimum of six characters and
maximum of 25 characters in length.

v. Retype the new password in the CONFIRM PASSWORD field. Click
CHANGE PASSWORD. The following message is displayed.

o Password changed successfully. Login using new password.

vi. Click the link and log on to Administration Console with your new password.

The following OBR Configuration Wizard appears when you log on to the Administration Console
for the first time or if the post-install configuration is not complete in the previous session. The
wizard supports session-state-persistence, which enables you to resume and continue a
previously-interrupted configuration session.
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Operations Bridge Reporter Usar: administor | Logout
Configuration Wizard Time Zone Selection m "
Time Zore Selection
®) et
Vertica Database Creation
O toal
Maragement Database Creation
Collector Canfiquration Mate: The rire 2one Mal yu selact bare appless 1o s HPE DBR system and raparrs, Homewes, ha runfiens inlormaran Tor processes ks colection and wark ow shisams i always based onbacal

i zena inespactive of seleshan

3. Inthe Time Zone Selection page, select the time zone, that is, GMT or Local, under which you
want OBR to operate.

o Select GMT if you want OBR to follow the GMT time zone.

o Select Local if you want OBR to follow the local system time zone.

Note: The time zone that you select here applies to the OBR system and reports.
However, the run-time information for processes like collection and work flow streams is
always based on local time zone irrespective of selection.

4. Click Next. The Vertica Database Creation page is displayed.

Task 2: Creating the Vertica Database Schema

On the Vertica Database Creation page, specify the Vertica database user credentials and provide
the location for Vertica database and catalog files.
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Operations Bridge Reporter

Configuration Wizard Vertica Database Creation m m ?

Time Zone Selection Specify the Vertica darabase user credentials and provide he locatian for Verrica database and caraleg files.

Vertica Database Creation

Remote
1 e Meta: If HPE GBR and Vertica ars installed on diffsrent systems then creare @ Vartica darabase bafars you continus.
Management Database Creation e

Enter Vertica Database Information

Host name

Port

Database File Lacation
Catalog File Location

Database name

Enter Vartica Database Usar (DBA Privilege) Information

Confirm Password

Enter Vertica Database User Information

If Vertica database is embedded with OBR, complete the task mentioned under "Creating Database
Schema for Co-located Vertica" below.

If Vertica database is located remotely, complete the task mentioned under "Creating Database
Schema for Remote Vertica" on page 35.

You can configure OBR to support external Vertica database. For information on configuring external
Vertica database based on the scenarios, see "Configuring OBR for External Vertica" on page 175.

Creating Database Schema for Co-located Vertica

To create the database schema for Vertica database that is installed on the OBR server, follow these
steps:

1. Onthe Create Vertica Database page, enter the Vertica database configuration parameter as
follows:
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Field

Remote Database

Host name

Port

Database File Location

Catalog File Location

Database Name

DBA User Name

Password

Confirm Password
Username
Password

Confirm Password

Description

Select this option only if OBR is installed with remote Vertica
database and proceed with the steps given in Creating
Database Schema for Remote Vertica.

Name of the host where the Vertica database serveris
running.

Port number to query the database server. The default port is
5433.

Location or path where you want to store the database files.

Location or path where the database metadata information will
be stored.

Name of the Vertica database. By default, it is PMDB. You
can edit the Vertica database name.

Vertica database user name with DBA privilege to log on to
Vertica database.

Vertica database password to log on to the Vertica database.
Retype the password to confirm it.

Enter the Vertica database user name.

Enter the Vertica database user name password.

Retype the password for Vertica database user name to
confirm.

A confirmation dialog box is displayed.

You are about to create database schema. Do you want fo confinue?

2. Click Yes.

The Vertica Database Creation Summary appears.
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Operations Bridge Reporter

User ; administrator Logout

Configuration Wizard Vertica Database Creation Summary “ o)
Time Zone Selection o Database schema creation
Vartica Database Creation o Createfupdate database config file

Management Database Creation

Collector Configuration

The Vertica database is created in the specified path given in Database File Location.

3. Click Next. The Management Database Creation page is displayed.

Note: If you do not proceed to Management Database Creation page even after clicking
Next, refresh the browser and continue with post installation steps.

Creating Database Schema for Remote Vertica

Note: If OBR and Vertica are installed on different system then create the Vertica database before
you begin the guided or post-install configuration.

Note: You must ensure that bash is the default SHELL to run the commands for Vertica.

On Remote System where Vertica is Installed:

To create vertica database on a remote system, run the following command on the system where
vertica is installed:

$PMDB_HOME/bin/CreateVerticaDatabase.sh <Vertica DBA User Name> <DBA User Password>
<Database File Location> <Catalog File Location> <Vertica Database User name >

<Vertica Database User name Password> <Database Name>

where, <Vertica DBA User Name> is the Vertica database user name with DBA privilege to log on to
Vertica database

<DBA User Password> is the Vertica database password to log on to the Vertica database
<Database File Location> is the path to create the Vertica database

<Catalog File Location> is the path to create the Vertica catalog

<Vertica Database User name> is the Vertica Database user name

<Vertica Database User name Password> is the password for Vertica Database user name
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<Database Name> is the name of Vertica database. This is an optional parameter. By default, the name
of the Vertica database is PMDB.

On System where OBR is Installed:

During post install configuration, to configure Vertica database on system where OBR is installed, log
on to the Administration Console on OBR system. In the Configuration Wizard > Create Vertica
Database step, enter the Vertica database configuration parameter as follows:

Configuration Wizard Vertica Database Creation m m 2

Time Zone Selection

Vartica Databasa Craation
Remate
i Mote: If HPE OBR and Verfica are installed en different systems then create a Vertica database before you confinue.
arabase

Cellectar Configuration Enter Vertica Database Information

Host name

Part 5433

Darabase Fils Location

Cataleg Fils Location

Enter Vertica Database User (DBA Privilege) Infermation

D8A User name

Password

Confirm Fassword

Enter Vertica Database User Information

Field Description

Remote Database Select this option as Vertica database is created on a remote
system.

Host name Name of the host where the Vertica database server is running.

Port Port number to query the database server. The default port is 5433.

Database File Location Location or path where you want to store the database files. This

field is disabled.

Catalog File Location Location or path where the database metadata information will be
stored. This field is disabled.

Database Name Name of the Vertica database. By default, the database name is
PMDB. You can edit the Vertica database name.
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Field Description

DBA User Name Vertica database user name with DBA privilege to log on to Vertica
database. This field is disabled.

Password Vertica database password to log on to the Vertica database. This
field is disabled.

Confirm Password Retype the password to confirm it. This field is disabled.

User Name Enter the Vertica database user name.

Password Enter the Vertica database user name password.

Confirm Password Retype the password for Vertica database user name to confirm.

Click Next. The Management Database Creation page appears.

Note: If you do not proceed to Management Database Creation page even after clicking Next,
refresh the browser and continue with post installation steps.

Caution: In adistributed scenario, if OBR is installed on Windows, irrespective of BO installed on
Windows or Linux or on the same system or different system, you must configure DSN on OBR
system (installed on Windows) to connect to Vertica database. If OBR is installed on Linux then
installer automatically handles the DSN configuration and connection to Vertica database.

To configure DSN, see "Configuring DSN on Windows for Vertica Database Connection" on page
166.

Verification on the system where Vertica is installed

Check Vertica Service Status

To check the status of the Vertica service, run the following commands on the command line interface:
On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_Vertica status
On RHEL 7.x: systemctl status HPE_PMDB_Platform Vertica.service

Verify Connectivity of Vertica User to Vertica Database

To verify the connectivity of the Vertica user to the Vertica database, follow these steps:

1. Run the following commands:
su - <Vertica User Name>

where, <Vertica User Name> is the Vertica database user name
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vsql
2. Type the Vertica database password and press Enter.

The Vertica user is connected to the Vertica database.

Verify Vertica Log Files
To verify the Vertica log files created by the Vertica, go to the following locations:

« /opt/vertica/log - This log directory has all the log files of Vertica application.

e <Catalog File Location directory>/vertica.log - This logfile is created after the Vertica
catalog directory is created.

o $PMDB_HOME/temp/VerticaDbCreation.log - This log file lists the logs related to the Vertica
database creation.

Verification on the OBR system
Verify Network Connectivity in Distributed Scenario

In a distributed scenario, to check the connectivity between Vertica database installed on a remote
system and OBR system, run the following command on OBR system:

/opt/vertica/bin/vsql -U <Vertica User Name> -p 5433 -w <Vertica Database User name
Password> -h <Verticahostname>

where, <Vertica User Name> is the Vertica database user name
<Vertica Database User name Password> is the Vertica database password

<Verticahostname> is the host name of the system where Vertica is installed

Task 3: Creating the Management Database User
Account
The management database refers to the Online Transaction Processing (OLTP) store used by OBR to

store its run-time data such as data process job stream status, runtime information for individual steps,
and data source information.

On the Management Database Creation page, provide the user details for the management database.
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Operations Bridge Reporter User; administrator ~ Logout

Configuration Wizard Management Database Creation m ?

Time Zone Selection
Create & new user account for the database administrator to access the management database which I the OLTP store used to stora the run-time data,

Vertica Database Creation Erter Management Database User (DBA Privilege) and Password
Management Database Creation

User name postgres
Callector Configuration

New B4 Password

Confirm Mew DBA Passward

Entar Manag: Database Usar

User name prndb_adrin

New DBA Password

Confirm Mew Password

To create the management database user account, follow these steps:

1. Inthe Enter Management Database User (DBA Privilege) and Password, type the following

values:
Field Description
User name Name of the PostgreSQL database administrator. The default
value is postgres. You cannot edit this field.
New DBA Password Enter the new password for PostgresSQL database

administrator.

Confirm New DBA Password = Retype the same password to confirm it.

2. Inthe Enter Management Database User Information, type the following values to change the
password of the management database user:

Field Description

User name Name of the management database user. The default value is pmdb_admin.
You cannot edit this field.

New Password Enter new password for management database user.
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Field Description
Confirm New Retype the same password to confirm it.
Password

3. Click Next. The confirnation dialog box appears.

4. Click Yes. The Management Database Creation Summary page appears.

5. Review the tasks completed as part of database connection and management database details
and then click Next. The Configure Collectors page appears.

Operations Bridge Reporter User: adminsstrator ~ Logout

N

Configuration Wizard Management Database Creation Summary

Tirne Zone Selection

Vertica Database Creation

Management Database Creation

Collector Configuration

Check the status of HPE_PMDB_Platform_NRT_ETL service

Note: Perform the following steps only if the management database is created successfully and
the HPE_PMDB_Platform_NRT_ETL service is not started automatically.

If the management database creation status is successful, the HPE_PMDB_Platform_NRT_ETL
service is started automatically. If the service has not been started automatically, start the service
manually.

To start the HPE_PMDB_Platform_NRT_ETL service manually, follow these steps:

1. Logontothe OBR system.
2. Start the service manually:
On Windows:

o Open the Services window, right-click the HPE_PMDB_Platform_NRT_ETL service, and
then click Start.

On Linux:
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o Gotothe /etc/init.d directory, and then run the following command:

RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_NRT_ETL
start

RHEL 7.x: systemctl start HPE_PMDB_Platform NRT_ETL.service

Task 4: Configuring the Remote Collectors

Before you proceed to configure the collector, it is mandatory to run the following command on the
remote collector system:

On Windows:
"perl %PMDB_HOME%\bin\scripts\configurePoller.pl <OBR server system name>"

On Linux:

"perl $PMDB_HOME/bin/scripts/configurePoller.pl <OBR server system name>"

Note: The command above ensures that a certificate is exchanged between the OBR server
system and the collector system; this exchange sets up the communication channel between
OBR and the remote collector system. You can configure an instance of collector to use only one
instance of OBR. Configuring a collector with multiple instances of OBR is not supported.

On the Collector Configuration page, you can create and configure remote collector(s).

Note: By default, the installer in OBR configures the local collector(s).

Operations Bridge Reporter User: administrator ~ Logout

Configuration Wizard Collector Configuration m ?

Time Zone Selection

Add collectors (optional)

Vartfica Database Creation

Collactor Summary

Management Database Creation

Collector Configuration m

NameT'= Host nameT:= Enable Connection Install Policy Data Source

lacal lacal v v N4 vy
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1. Onthe Configure Collectors page, click Create New.

The Configuration Parameters section appears, type the following values:

Field Description

Name Display name of the collector that is installed on a remote
system. The name must not contain spaces or special
characters.

Note: The name cannot be changed once configured.

Host name IP address or FQDN of the database server to enable or
disable the remote collector.

If any data source has already been assigned to any remote
collector for data collection, then the application will not allow
you to disable the remote collector.

2. Click Save to complete the creation of the collector.

o
3. Inthe Collector Configuration page, click « iconin Policy to synchronize the policy for a

newly created remote collector.

4. Click ‘rj icon in Data Source to synchronize the policy for a newly created remote collector.
5. Click Test Connection to check the status of the connection.
If the status report shows Test Connection Failed, follow these steps:
a. Logontothe collector system.
b. Check that the HPE_PMDB_Platform_Collection is started.
If the service is not started, manually start the service.
c. Tostart the service manually, follow these steps:
On Windows:

« Open the Services window, right-click the HPE_PMDB_Platform_Collection service,
and then click Start.

On Linux:

« Gotothe /etc/init.d directory, and then run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_
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Collection start

On RHEL 7.x: systemctl start HPE_PMDB_Platform_Collection.service

Note: Once you complete the remote collector configuration, ensure to restart the HPE_
PMDB_Platform_Collection service manually on the collector system.

6. Click Finish. The dialog box appears, click Yes to continue with the Data Source Selection or

click No to go to Dashboard.

You can continue to select the data sources later from the Administration Console > Data
Source Selection Wizard tab.

Note: Once you complete the remote collector configuration, ensure to restart the HPE_
PMDB_Platform_Collection service manually on the collector system.

Data Source Selection Wizard

After completing tasks in Configuration Wizard, the Data Source Selection Wizard appears
immediately after you select Yes in the pop-up. You can perform the following selections using this
wizard:

» Data Source Selection based on your deployment scenarios

« Topology Source Configuration

« Content Type Selection

« OMi Management Packs/OM SPIs Selection

« Content Pack Deployment

« Data Source Configuration

Tip: You may go to the Dashboard after completing the Configuration Wizard and configure the
data sources later. The Data Source Selection Wizard appears in the left pane of the
Administration Console.

The following table provides areas that can be reported on each deployment scenario:
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Deployment Scenario

oM .

[¢]

Areas of Monitoring

System Performance

Operations Agent

« Virtual Environment Performance

[¢]

Operations Agent

o VMware vCenter

« Network Performance

« Operations Events

[¢]

OM Events

« Enterprise Application Performance

[¢]
[¢]
[¢]
[¢]
[¢]

[¢]

BSM/APM/OMi .

BSM 9.2x or OMi 10.x

o}

Microsoft SQL Server
Microsoft Exchange Server
Microsoft Active Directory
Oracle

Oracle Weblogic Server

IBM Webshpere Application Server

System Performance

Operations Agent
SiteScope

« Virtual Environment Performance

o}

o}

Operations Agent
SiteScope

o VMware vCenter

« Network Performance

« Operations Events and KPI

o}

o}

o}

OM Events
OMi Events

Service Health

« End User Monitoring

o}

o}

Real User Monitor

Business Process Monitor

« Enterprise Application Performance

o}
o}

o}
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Microsoft SQL Server
Microsoft Exchange Server
Microsoft Active Directory
Oracle

Oracle Weblogic Server
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Deployment Scenario Areas of Monitoring
o |IBM Webshpere Application Server

VMware vCenter only « Virtual Environment Performance

« Network Performance

Others « Network Performance

Task 1: Data Source Selection

On the Data Source Selection page, select the data sources that you want OBR to collect the data
according to your deployment scenario.

Operations Bridge Reporter

Data Source Selection Data Source Selection “ 3
Wizard !
Data Source Selection Select avalable data sources (not including customized content.
[#]  Operations Mansger 1 (M0 10
versicee () 10.0x (@) 10.10 and above
e el Business Service Manager (E5MAFHM
OMi Managamant Pa O o e (OM
s Sadoc
D L & Nioch M
Pack [
[ seescope
Dt
0 w

Tip: If you are not selecting the data source in post-install configuration, you can select it later on
the Data Source Selection Wizard page in the Administration Console. Click Next to go to the
end of the Wizard and click Finish.

Data Source Type Content Type

Operations Manager i (OMi) 10.x « Service health (KPI's and health indicators)

« Enterprise application performance

« OMievents

Business Service Manager (BSM/APM) « Service health (KPI's and health indicators)

« Real user monitoring
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« Synthetic transaction monitoring
« OMievents

« Enterprise application performance

Operations Manager (OM) « OM events
« Enterprise application performance

Network Node Manager i (NNMi) « Network Performance
Direct NNM integration (NRT): Select Yes or No.

SiteScope Metric Channel: Direct API
« System Performance

« Virtual environment performance

Operations Agent « System Performance

« Virtual environment performance
Technology
VMware

a.
b. IBMLPAR
c. Microsoft Hyper-V

d. Solaris Zones

VMware vCenter « Virtual environment performance

Data Sources for the OM Deployment Scenario

To collect data for OM, follow these steps:

1. Inthe Data Source Selection, select Operations Manager (OM) and Operations Agent.

2. (Optional). Select VMware vCenter, Network Node Manager i (NNMi)if data source for virtual
environment and NNMi and the NNMi SPI Performance is available in your environment.

3. Click Next.

Data Sources for the BSM/APM or OMi Deployment Scenario

You must configure the following data collectors in OBR:
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« Database collector - to collect historical Synthetic Transaction Monitoring (BPM) and Real User
Monitoring (RUM) data from the BSM database. It also collects events, messages, availability, and
performance Key Performance Indicators (KPIs) from the databases of data sources such as
Profile database, OM, and OMi databases.

« Operations Agent collector - to collect system performance metrics and data related to
applications, databases, and system resources. The data is collected by the Operations Agents
that are installed on the managed nodes.

To collect data for BSM/APM and/or OMi, follow these steps:
1. InData Source Selection, select Business Service Manager (BSM/APM) and Operations
Manager i (OMi) 10.x.

2. InOperations Manager i (OMi) 10.x, select the version of the application deployed in your
environment.

If you have BSM/APM deployed in your environment, select Business Service Manager
(BSM/APM). If you have only OMi 10.x deployed in your environment, select Operations
Manager i (OMi) 10.x. If you have both BSM/APM and OMi 10.x deployed in your environment
and BSM/APM and OMi 10 systems are integrated, select both Business Service Manager
(BSM/APM) and Operations Manager i (OMi) 10.x.

For additional deployment configurations using BSM/APM and OMi, see:
o "OMi10 Topology Source with Integrated BSM/APM"
o " OMi10 Topology Source after BSM Upgrade"

3. (Optional). You may select SiteScope for system performance, Operations Agent and VMware
vCenter data source for the virtual environment

4. Click Next

OMi10 Topology Source with Integrated BSM/APM

While you can configure BSM/APM and OMi10 as standalone topology and data sources, you can also
setup BSM/APM to synchronize topology data with the OMi10 system.
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BSM/APM

OBR

Configured with OMi 10 RTSM

In this configuration, the OMi10 system provides topology data and fact data for Operations Events and
KPI. The BSM/APM system provides fact data from RUM and BPM that are directly configured with it.
For enabling topology sync between BSM/APM and OMi10, see the respective documentation.

Note: Usethe NPS RTSM ETL (NetworkPerf_ETL_PerfiSPI_RTSM) Content Pack component,
if NNMi is integrated to OMi RTSM. Otherwise, use the non NPS RTSM ETL (NetworkPerf_ETL_
PerfiSPI_NonRTSM) Content Pack component. In an APM only deployment scenario, the
NetworkPerf ETL_PerfiSPI_RtSM integration is not supported.
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OMi10 Topology Source with Integrated APM

OBR

Configured with OMi 10 RTSM

0A I
aSs
L]
In this configuration, the OMi10 system provides topology data and fact data for Operations Events and
KPI. The APM system provides fact data from RUM, BPM, SiteScope and Service Health that are

directly configured with it. For enabling topology sync between APM and OMi10, see the respective
documentation.

To configure the topology source in OBR, see "Configuring RTSM Topology Source" on page 55
OMi10 Topology Source after BSM Upgrade

While you can configure BSM and OMi10 as standalone topology and data sources, you can also
upgrade your BSM system to an OMi10 system.
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OBR

Configured with OMi 10 RTSM

In this configuration, the existing topology synchronized between BSM system and OBR system is
removed and the OMi10 system provides topology data for all nodes and fact data for Operations
Events and KPI. The BSM system provides fact data from RUM, BPM, and SiteScope that are directly
configured with BSM.

Note: In this scenario, if you are already using NPS RTSM ETL (NetworkPerf_ETL_PerfiSPI_
RTSM) when OBR was connected to BSM 9.2x then ensure that NNMi is integrated to OMi 10
RTSM after BSM is upgraded to OMi 10 and BSM 9.24.

In this configuration, after the BSM system is upgraded to OMi, all topology and fact data is collected
from OMi. To perform the upgrade, follow these steps:

Important: Perform the following steps only if the ClIDs for the Cl(s) are unchanged after OMi
upgrade.

For more information on OMi upgrade, see Operations Manager i Installation and Upgrade Guide.

1. Stop collection service manually from the BSM systems.
Wait until all data is loaded into OBR tables
2. Complete the BSM to OMi10 upgrade process.
3. From the Administration Console > Content Pack Deployment page:

a. Uninstall the older ETL component of BPM (SynTrans_ETL_BPM) and install the newer
(SynTrans_ETL_BPM_OM,i10) ETL component.

b. Uninstall the older ETL component of RUM (RealUsrTrans_ ETL _RUM) and install the newer
(RealUsrTrans_ETL_RUM_OM,i10) ETL component.
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c. If SiteScope is integrated with OMi10 then install the SiteScope Direct API (SysPerf ETL
SiS_API)ETL.

4. To modify the RTSM topology source for OMi, follow these steps:
a. Logonto Postgres database from OBR system using the command line interface:
psql -U pmdb_admin -p 21425 -d dwabc

b. Enter the password given at the time of management database creation during post-install

configuration.
¢. Run the following commands:
update dwabc.dict_cmdb_ds set hostname='<omil@hostname>";
commit;
where <omil@hostname>, is the hostname of your OMi10.

5. Loginto Administration Console > Data Source Configuration > Topology Source, and
click Configure to modify the user name, password, and port as relevant for OMi10.

6. Add Operations database connection of OMi in Administration Console > Data Source
Configuration > BSM/APM/OMi page. For more details, see "Configuring the Management and
Profile Database Data Source" on page 119.

7. Enable HI/KPI Data Collection and optionally SiteScope.

8. Make the collection service manual and start the collection service.

Note: Ensure to configure the topology source to OMi10 in OBR soon after the upgrade and before
starting the collection service. Otherwise OBR will continue to point and collect the data from BSM
system even after upgrading to OMi10. During this period, if a new Cl is discovered in BSM and
this new Cl is collected by OBR, it will end up being a duplicate in OBR when the topology is
changed to OMi10. If you come across such situation, then use DLC to clean up the duplicates.

Data Source for the VMware vCenter Deployment Scenario

To collect data from VMware vCenter, follow these steps:

1. In Data Source Selection, select VMware vCenter.

2. (Optional). Select Network Node Manager i (NNMi) if NNMi and the NNMi iSPI Performance is
available in your environment.

3. Click Next.
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Data Sources for Other Database Deployment Scenario

To collect data for other databases, follow these steps:

1. InData Source Selection, select Network Node Manager i (NNMi).

2. Click Next.

Task 2: Configuring the Topology Source

Before you configure OBR for data collection, you must configure the topology source.

Note: If you are not configuring the topology source in post-install configuration, you can configure
it on the Data Source Configuration > Topology Source page in the Administration Console.
Click Next to go to the end of the Wizard and click Finish.

The topology source configuration tasks are organized into the following categories:

« If OBRis deployed in the OM environment, see "Configuring OM Topology Source" below.

« If OBRis deployed in the BSM or Operations Manager i, see "Configuring RTSM Topology Source"
on page 55.

. If OBRis deployed in the VMware vCenter environment, see "Configuring VMware vCenter
Topology Source" on page 59.

Note: OBR uses the identifier of the Configuration Items (Cl) from the topology source to
uniquely identify them for reporting. Changing the topology source can result in duplicate Cls
because different topology sources do not use the same identifier for a certain Cl. So, once a
certain topology source (RTSM, OM, or VMware vCenter) is configured, you cannot change it
later.

Configuring OM Topology Source
To configure OM topology source, follow these steps on the Topology Source Configuration page:

1. Click Create New. The Connection Parameter section appears.

2. Inthe Connection Parameter, type the following details:
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Caution: If you are using the database method of authentication to connect to the OM

database server, you must provide the user details that have the select and connect
permissions for the “openview” database here.

Field
Enable TLS

Truststore Path

Truststore Password

Datasource Type

Database Type

Windows Authentication

Database name

Database in Oracle RAC

Service name

ORA file name

HPE Operations Bridge Reporter (10.21)

Description
Enable JDBC connection over TLS.

Full path along with the trust store file name. This option
appears only if you have selected Enable TLS.

Tip: Itis recommended to have a common trust store file.

The password to access the trust store. This option appears
only if you have selected Enable TLS.

Select the type of OM that is configured in your environment.
The options include:

OM for Windows
OM for Unix

OM for Linux
OM for Solaris

Depending on the data source type that you select, the
database type is automatically selected for you. For the OM
for Windows data source type, the database type is MSSQL.
For the OM for Unix, OM for Linux, or OM for Solaris, the
database type is Oracle.

Option to enable Windows Authentication for accessing the
OM database. The user can use the same credentials to
access OM as that of the Windows system hosting the
database. This option only appears if OM for Windows is
selected as the data source type.

Name of the database.

This option appears only if you have selected Oracle as the
database type.

Name of the service. This option appears only if Database in
Oracle RAC is selected.

The ORA file that contains connection information to the
Oracle Real Application Cluster. This option appears only if
Database in Oracle RAC is selected.
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Field Description

Host name IP address or fully-qualified domain name (FQDN) of the OM
database server. The OM database is configured on a remote
system, provide the machine name of the remote system.
Host name is not displayed when the database type is Oracle
and Management DB on Oracle RAC is selected.

Port Port number to query the OM database server.

To check the port number for the database instance, such as
OVOPS, see "Checking for the OM Server Port Number" on
page 90.

Database instance System Identifier (SID) of the database instance in the data
source. The default database instance is OVOPS. If MSSQL
Server is configured to use default (unnamed) database
instance, leave this field empty.

User name Name of the OM database user. For the OM for Windows data
source type, if the Windows Authentication option is selected,
this field is disabled and appears empty.

Password Password of the OM database user. For the OM for Windows
data source type, if the Windows Authentication option is
selected, this field is disabled and appears empty.

Collection station If you installed collectors on remote systems, you can choose
either the local collector or a remote collector.

To configure a remote collector with this topology source,
select one of the available remote systems in the drop down
list.

To use the collector that was installed by default on the OBR
system, select local.

Click OK.
Click Save to save the information.

Click Test Connection.

o o > W

A success message appears in the information message panel.
You can configure additional OM data sources by repeating the same steps.

For more information about configuring OM topology sources, see Managing the enterprise
topology section in the Operations Bridge Reporter Online help for Administrators.

Note: To collect data from non-domain hosts, appropriate DNS resolutions must be made by
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the OM administrator for these hosts so that they are reachable by OBR, which is installed in
the domain.

7. Click Next. The Content Type Selection page appears.

Supported Data Source Selections

In this deployment scenario, you can configure the following data sources to collect fact data:

« "Configuring the Operations Manager Data Source" on page 107

« "Configuring the Operations Agent Data Source" on page 118

« "Configuring the Generic Data Source" on page 115

« "Configuring OBR with Network Node Manager i (NNMi)" on page 161

» "Configuring the VMware vCenter Data Source" on page 117

Configuring RTSM Topology Source

To configure RTSM topology source, follow these steps on the Configure Topology Source page:

1. Click Create New. The Connection Parameter appears.

2. Inthe Connection Parameter, type the following details:

Field Description
Host IP address or FQDN of the BSM/APM or OMi server. If your BSM/APM installation
name is distributed, type the name of the gateway server in the field.

Note: In a distributed BSM/APM deployment with multiple gateway servers
and load balancer configured, type the virtual IP address of the load balancer in
this field.

Port Port number to query the RTSM web service. The default port number is 80.

If the port number has been changed, contact your BSM/APM administrator for
more information.

User Name of the RTSM web service user. The default user name is admin.

name
Note: You can use the user with only RTSMOpenApiUser role assigned to it.
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Field Description
Password Password of the RTSM web service user.

Collection | If youinstalled collectors on remote systems, you can choose either the local
station collector or a remote collector.

To configure a remote collector to collect data from this RTSM source, select one
of the available remote systems in the drop down list.

To use the collector that was installed by default on the OBR system, select local.

3. Click OK.
4. Click Save to save the information.

5. Click Test Connection.

Note: The test connection to RTSM topology source will be successful only if Oracle view
exist inthe RTSM.

6. A success message appears in the information message panel.
You can configure additional RTSM data sources by repeating the same steps.

For more information about configuring RTSM topology sources, see Managing the enterprise
topology section in Operations Bridge Reporter Online help for Administrators.

7. Click Next. The Content Type Selection page appears.

Configure Data Collection When HTTPS is Enabled for RTSM

Note: In case of remote collector, follow the same configuration steps on the system where
remote collector is installed.

If RTSM is HTTPS enabled, follow these steps:

1. Set the port to 443 when RTSM is HTTPS enabled during topology source configuration.

2. Export the BSM/OMi 10 root CA certificate. You can use the opr-cert-mgmt command-line
interface to get certificates. For more information about other options that OMi provides to get the
certificates, see OMi Administration Guide.

Note: If FIPS is enabled, export the certificate in PKCS12 format, else export in PEM format.

3. Import the BSM/OMi 10 root CA certificate into OBR server trust store. To import the CA
certificates, follow these steps:
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a. On Windows

keytool -import -trustcacerts -keystore <Path to store> -file "<filename
with path>"

b. On Linux

keytool -import -trustcacerts -keystore <Path to store> -file "<filename
with path>"

where, <filename with path> is the location and file name of the BSM/OMi CA certificates.

<Path to store> is the path to the trust store. You have to mention the same path in the
collection service.

4. Onthe collector system chosen in above configuration, add the following fields in config.prp,
located at %PMDB_HOME%\data (on Windows) $PMDB_HOME/data (on Linux):

Field Value

ucmdb.protocol https

Important: You must make sure to add
ucmdb. protocol value in {PMDB_HOME }
/data/config.prp file onthe OBR server.

shr.truststorepath Full path to the keystore file
shr.truststorepassword Password of the keystore
shr.truststoretype Type of the trust store - JKS or PKCS12

5. Follow these steps to add the entries in collection service scripts:
a. On Windows

i. Open the Services window, right-click the HPE_PMDB_Platform_Collection service,
and then click Stop.

ii. Add-Djavax.net.ssl.trustStore=<Path to store> -
Djavax.net.ssl.trustStorePassword=<password>to JVM_ARGS in %PMDB_
HOME%\bin\CollectionServiceCreation.bat file.

where, <Path to store> is the path to the trust store.
iii. Recreate the collection service, follow these steps:
A. Open the command line console, run the following commands:

CollectionServiceCreation.bat -remove <OV Install Directory>

<Product Install Directory>
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CollectionServiceCreation.bat -install <OV Install Directory>
<Product Install Directory>

where, <0V Install Directory>is %0VInstallDir%
<Product Install Directory>is %PMDB_HOME%\. .

iv. Open the Services window, right-click the HPE_PMDB_Platform_Collection service,
and then click Start.

b. On Linux

i. Goto/etc/init.d directory, and run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_
Collection stop

On RHEL 7.x: systemctl stop HPE_PMDB_Platform Collection.service

ii. Add-Djavax.net.ssl.trustStore=<Path to store> -
Djavax.net.ssl.trustStorePassword=<password>toJVM_ARGS in $PMDB_
HOME/bin/hpbsm _pmdb_collector start.shfiles.

where, <Path to store> is the path to the trust store.
iii. Goto/etc/init.d directory, and run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_
Collection start

On RHEL 7.x: systemctl start HPE_PMDB_Platform_Collection.service
6. Stop and start the HPE_PMDB_Platform_Administration service as follows:

On Windows:

a. Open the Services window, right-click the HPE_PMDB_Platform_Administration service,
and then click Stop.

b. Wait for the service to stop.

c. Open the Services window, right-click the HPE_PMDB_Platform_Administration service,
and then click Start.

On Linux:
a. Gotothe /etc/init.d directory, and run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11 service HPE_PMDB_Platform_
Administration stop

On RHEL 7.x: systemctl stop HPE_PMDB_Platform_Administration.service
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b. Wait for the service to stop and then run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_
Administration start

On RHEL 7.x: systemctl start HPE_PMDB_Platform_Administration.service

Supported Data Source Selections

In this deployment scenario, you can configure the following data sources to collect fact data:

« "Configuring the Management and Profile Database Data Source" on page 119
« "Configuring the OMi Data Source" on page 128

« "Configuring the Operations Manager Data Source" on page 107

« "Configuring the Operations Agent Data Source" on page 118

« "Configuring the Generic Data Source" on page 115

« "Configuring OBR with Network Node Manager i (NNMi)" on page 161

« "Configuring the VMware vCenter Data Source" on page 117

« "Configuring the SiteScope Data Source" on page 110

Configuring VMware vCenter Topology Source

To configure VMware vCenter topology source, follow these steps on the Configure Topology
Source page:

1. Click Create New. The Connection Parameter section appears.

2. Inthe Connection Parameter, type the following details:

Field Description
Host name IP address or FQDN of the VMware vCenter server.
User name Name of the VMware vCenter web service user. The

administration@vsphere.local is the default user name.
Password Password of the VMware vCenter web service user.

Collection station If you installed collectors on remote systems, you can choose
either the local collector or a remote collector.
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Field Description

To configure a remote collector with this topology source,
select one of the available remote systems in the drop down
list.

To use the collector that was installed by default on the OBR
system, select local.

3. Click OK.
4. Click Save to save the information.

5. Click Test Connection.

6. A success message appears in the information message panel.
You can configure additional VMware vCenter data sources by repeating the same steps.

7. Click Next. The Content Type Selection page appears.

Restart the collector service

If you configured a remote collector with the service definition, make sure to restart the collector
service on the collector system after installing Content Packs.

To restart the service manually, follow these steps:

On Windows:

« Open the Services window, right-click the HPE_PMDB_Platform_Collection service, and then
click Restart.

On Linux:

« Gotothe /etc/init.d directory, and then run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11; service HPE_PMDB_Platform_Collection
restart

On RHEL 7.x: systemctl restart HPE_PMDB_Platform_Collection.service

VMware stats Logging Levels

It is recommended to set the VMware stats logging level to 2. However, if the logging level is set to 1,
then some of the metrics of logging level 2 may not be available in OBR reports. For information on
logging levels and their corresponding metrics, use the following URL:

https://communities.vmware.com/docs/DOC-5600
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Supported Data Source Selections

In this deployment scenario, you can configure the following data sources to collect fact data:

« "Configuring the Generic Data Source" on page 115
« "Configuring OBR with Network Node Manager i (NNMi)" on page 161

» "Configuring the VMware vCenter Data Source" on page 117

Task 3: Content Type Selection

Based on the data sources selected, the content types will be listed in the Content Type Selection
page.

Tip: If you are not selecting the content type in post-install configuration, you can select it later on
the Data Source Selection Wizard > Content Type Selection page in the Administration
Console. Click Next to go to the end of the Wizard and click Finish.

Follow these steps to select the content type according to your data sources:

OM Deployment Scenario
1. In Content Type Selection > Operations Manager (OM), select OM Events for events. You can
select the additional Content Type as required.

2. Click Next.

BSM or OMi Deployment Scenario
1. In Content Type Selection > Business Service Manager (BSM/APM), select the required
Content Type.

2. In Content Type Selection > Operations Manager i (OMi) 10.x, select the required Content
Type.

3. (Optional).

a. If you select SiteScope for system performance, then SiteScope Metric Channel section
appears.

b. You must select either Profile DB or Direct API as the metric channel for SiteScope.
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In the Content Pack Deployment page, components for Direct API are selected
automatically if the option is selected in the Configuration Wizard.

Note: If SiteScope is used to monitor system or virtual environment performance in OMi
10.x, the metric channel for SiteScope is through Direct API.

4. (Optional). If Operations Agent and VMware vCenter data source are selected for the virtual
environment, select the required content type and the technology.

Data Source Select Technology
Operations Agent o VMware
o IBMLPAR

o Microsoft Hyper-V

o Solaris Zones

5. Click Next.

VMware vCenter Deployment Scenario
1. In Content Type Selection > VMware vCenter, select Virtual environment performance. You
can select the additional Content Type as required.

2. Click Next.

Other Database Deployment Scenario

1. In Content Type Selection > Network Node Manager i (NNMi), select Network Performance.
2. Select Yes or No for the Direct NNM integration (NRT)

The NNMi with Direct Integration collects network performance data directly from NNMi. The
data collection gives you detailed real time view of component or interface health in your network.
You have to install Network Comonent_Health/Network Interface_Health Content Packs. You
can view detailed health or utilization reports. You have to revisit the hardware requirements, if you
choose to install these Content Packs.

For more information, see Operations Bridge Reporter Performance, Sizing, and Tuning guide.
3. (Optional). Select the NNM integrated with BSM/APM/OMi) check box.

The NNMi integrated with NPS DB collects network performance data from NPS. The data
collection is based on hourly, daily and aggregate summary. You have to install Network
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Performance Content Pack. You can view executive summary reports.

4. Click Next.

Task 4: OMi Management Packs/OM SPIs Selection

The OMi Management Packs/OM SPIs Selection tab displays the selection options only when
Enterprise application performance is selected in Content Type Selection tab.

Tip: If you are not selecting the OMi Management Packs/OM SPls in post-install configuration,
you can select it later on the Data Source Selection Wizard > OMi Management Packs/OM
SPIs Selection page in the Administration Console. Click Next to go to the end of the Wizard and
click Finish.

Perform the following steps for each of the deployment scenario:

1. In OMi Management Packs/OM SPIs Selection select Management Pack and/or Smart Plug-
In(SPi).

Note: You must ensure that necessary Management Pack and/or Smart Plug-In (SPi)
policies are installed.

2. Click Next.

Task 5: Content Pack Deployment
The Data Source Selection Wizard provides Content Pack Deployment utility to install the content the
required content packs during post-installation.

The Content Pack Deployment page is displayed with Content Packs selected based on the
selections made in the Data Source Selection.

For information to install Content Packs, see "Install and Uninstall the Content Packs" on page 91.
Click Next to move ahead with the data source configuration.

Note: If you are not deploying the content packs in post-install configuration, you can configure it
on the Content Pack Deployment page from the Administration Console. Click Next to go to the
end of the Wizard and click Finish.
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Task 6: Data Source Configuration

After installing Content Packs, you must configure OBR to collect required data from various data
collectors. The data collectors work internally within the OBR infrastructure to collect the data.
Therefore, you cannot directly interface with these collectors. Instead, you can specify the data
sources from where the collectors can collect the data using the Administration Console.

For information on configuring the data sources to collect the data, see "Data Source Configuration” on
page 105. After completing the configurations, click Finish to complete the data source selection using
the wizard.

Note: If you are not configuring the data sources in post-install configuration, you can configure it
on the Data Source Configuration tabs in the Administration Console. Click Finish to exit from
the wizard.

You may install and configure additional Data Processors after completing the post-install
configurations using Data Source Selection Wizard. For more information, see Operations Bridge
Reporter Interactive Installation Guide.

Logon Banner

You can configure log on banner after post install configuration of OBR for Administration Console and
SAP BusinessObijects. You can configure the text that is displayed on log on banner. The text should

warn the users against unauthorized entry. Once you click OK on this screen, the usual log on screen
is displayed.

For information on enabling and disabling the log on banner, see "Configuring Logon Banner for OBR"
on page 181.
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If you plan to configure OBR to work with a BSM/APM or OMi installation, you must make sure:

« BSM/APM/OMiis installed and configured successfully.

« If you are monitoring systems and applications using the Monitoring Automation component of OMi
and Management Packs, make sure that necessary Management Pack policies are deployed.

« If you are monitoring systems and applications using underlying OM servers and Smart Plug-ins
(SPIs), make sure that necessary SPI policies are deployed.

« Make sure to deploy necessary OMi views. See Configuring RTSM Topology Source for OBR.

Configuring RTSM Topology Source for OBR

RTSM is a source of the topology information for OBR. The topology information includes all Cls as
modeled and discovered in RTSM. Node resource (CPU, disk etc.) information is directly obtained from
Operations Agent and SiteScope.

Prerequisite for Management Packs

To view reports for the following OBR content packs that gather data from the OMi10 data source, the
corresponding Management Packs must be installed on Operations Agent:

o Microsoft Active Directory

« Microsoft Exchange

» Microsoft SQL Server

o Oracle

o Oracle WeblLogic

o IBM WebSphere

o Systems Infrastructure

« Virtualization Infrastructure
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Installing these management packs is also mandatory to view OBR reports for Service Health and
OMi.

In BSM/APM environment, RTSM is used to discover the Cls and generate the topology views. To
configure OBR to collect domain-specific data, you first need to deploy those topology views for each
Content Pack.

These topology views contain specific Cl attributes that Contents Packs use to collect the relevant
data. However, these topology views can vary from one Content Pack to another.

For example, the Exchange Server Content Pack might require a topology view that lists exchange
servers, mailbox servers, mailbox and public folder stores, and so on. A System Management Content
Pack, however, might require a different topology view that lists all the Business Applications,
business services, and system resource, such as CPU, memory, disk, within the infrastructure. Based
on these views, the Cl attributes for each Content Pack may vary.

List of Content Pack and Topology Views to Deploy

On Windows:
Content Pack View Name Location
BPM (Synthetic EUM_BSMR.zip(BSM  %PMDB_
Transaction only) HOME%\packages\EndUserManagement\ETL_
Monitoring) L. . BPM.ap\source\cmdb_views
EUM_OMi.zip(OMi 10
only) %PMDB_
HOME%\packages\EndUserManagement\ETL_BPM_
OMi.ap\source\cmdb_views
Note: If BSM is the deployment scenario,
then deploy only EUM_BSMR. zip view in the
BSM server.
If OMi 10 is the deployment scenario, then
deploy only EUM_OMi.zip view in the OMi 10
server.
Real User EUM_BSMR.zip(BSM %PMDB_
Transaction only) HOME%\packages\EndUserManagement\ETL_
Monitoring L ) RUM. ap\source\cmdb_views
EUM_OMi.zip(OMi 10
only) %PMDB_

HOME%\packages\EndUserManagement\ETL_RUM_
OMi.ap\source\cmdb_views
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Content Pack View Name Location

Note: If BSM is the deployment scenario,
then deploy only EUM_BSMR. zip view in the
BSM server.

If OMi 10 is the deployment scenario, then
deploy only EUM_OMi. zip view in the OMi 10

server.
Network Performance = SHR_Network_ %PMDB_HOME?%\packages\Network\ETL_Network_
Views.zip NPS92_RTSM.ap\source\cmdb_views
Network Component_ ' No views
Health
Network Interface No views
Health

System Performance = SM_BSM9_Views.zip %PMDB_
HOME%\packages\SystemManagement\ETL_

SM_S15_Views.zip SystemManagement_PA.ap\source\cmdb_views

(APM 9.40 only)
%PMDB_
HOME%\packages\SystemManagement\ETL_
SystemManagement_SiS_API.ap\source\cmdb_
views

%PMDB_
HOME%\packages\SystemManagement\ETL_
SystemManagement_SiS_API_

NonRtSM. ap\source\cmdb_views

%PMDB_
HOME%\packages\SystemManagement\ETL_
SystemManagement_SiS DB.ap\source\cmdb_
views

Note: If APM 9.40 is the deployment
scenario, then deploy only SM_SiS
Views.zip view in the APM server.

Oracle SHR_DBOracle %PMDB_HOME?%\packages\DatabaseOracle\ETL_
Views.zip DBOracle_DBSPI.ap\source\cmdb_views

SHR_DBOracle_OM.zip

Oracle WebLogic J2EEApplication.zip For OM/SPI: %PMDB
Server HOME%\packages\ApplicationServer\ETL_

S;EE/:\ppllcatlon_ AppSrvriWLS_WLSSPI.ap\source\cmdb_views
.zip

For OMi/MP: %PMDB_
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Content Pack View Name

IBM WebSphere J2EEApplication.zip

Application Server . .
J2EEApplication_
OM.zip

Microsoft SQL Server = SHR_DBMSSQL _

Views.zip
SHR_DBMSSQL_OM. zip

Microsoft Exchange
Server

SHR_Exchange_
Business_View.zip

SHR_Exchange_OM.zip

Microsoft Active
Directory

SHR_AD_Business_
View.zip

SHR_
ActiveDirectory_
OM.zip

Virtual Environment
Performance

SM_BSM9_Views.zip

SM_SiS Views.zip
(APM 9.40 only)

HPE Operations Bridge Reporter (10.21)

Location

HOME%\packages\ApplicationServer\ETL_
AppSrvriWLS_WLSMP.ap\source\cmdb_views

For OM/SPI: %PMDB_
HOME%\packages\ApplicationServer\ETL_
AppSrvriBS_WBSSPI.ap\source\cmdb_views

For OMi/MP: %PMDB_
HOME%\packages\ApplicationServer\ETL_
AppSrvriBS_WBSMP.ap\source\cmdb_views

%PMDB_HOME%\packages\DatabaseMSSQL\ETL_
DBMSSQL_DBSPI.ap\source\cmdb_views

Exchange Server 2007:

%PMDB_HOME%\packages\ExchangeServer\ETL_
Exchange_Server2007.ap\source\cmdb_views

Exchange Server 2010:

%PMDB_HOME%\packages\ExchangeServer\ETL_
Exchange_Server2010.ap\source\cmdb_views

Exchange Server 2013:

%PMDB_HOME%\packages\ExchangeServer\ETL_
Exchange_Server2013.ap\source\cmdb_views

%PMDB_HOME%\packages\ActiveDirectory\ETL_
AD_ADSPI.ap\source\cmdb_views

%PMDB_
HOME%\packages\SystemManagement\ETL_
SystemManagement_PA.ap\source\cmdb_views

%PMDB_
HOME%\packages\SystemManagement\ETL_SM_
VI_VMWare_SiS_API.ap\source\cmdb_views

%PMDB_
HOME%\packages\SystemManagement\ETL_SM_
VI_VMWare_SiS_DB.ap\source\cmdb_views

I Note: If APM 9.40 is the deployment
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Content Pack View Name
Health and Key All the views
Performance <M SiS Vi )
Indicators (Service —>1>_V1EWs.z1p
Health) (APM 9.40 only)
Server Automation No views
Cross-Domain All the views

Operations Events

Operations Events No views
On Linux:
Content Pack View Name
BPM (Synthetic EUM_BSMR.zip(BSM
Transaction only)
Monitorin
9) EUM_OMi . zip(OMi 10
only)
Real User EUM _BSMR.zip(BSM
Transaction only)

Monitorin
9 EUM_OMi . zip(OMi 10

only)

HPE Operations Bridge Reporter (10.21)

Location

scenario, then deploy only SM_SiS
Views.zip view in the APM server.

%PMDB_HOME%\packages\ServiceHealth\ETL_
SvcHealth_BSM.ap\source\cmdb_views

Note: If APM 9.40 is the deployment
scenario, then deploy only SM_SiS_
Views.zip view in the APM server.

Location

$PMDB_
HOME/packages/EndUserManagement/ETL_
BPM.ap/source/cmdb_views

$PMDB_
HOME/packages/EndUserManagement/ETL_BPM_
OMi.ap/source/cmdb_views

Note: If BSMis the deployment scenario,
then deploy only EUM_BSMR. zip view in the
BSM server.

If OMi 10 is the deployment scenario, then
deploy only EUM_OMi.zip view in the OMi 10
server.

$PMDB_
HOME/packages/EndUserManagement/ETL_RUM_
OMi.ap/source/cmdb_views

$PMDB_
HOME/packages/EndUserManagement/ETL_RUM_
OMi.ap/source/cmdb_views

Note: If BSM is the deployment scenario,

then deploy only EUM_BSMR. zip view in the
BSM server.
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Content Pack View Name Location

If OMi 10 is the deployment scenario, then
deploy only EUM_OMi.zip view in the OMi 10

server.
Network Performance = SHR_Network $PMDB_HOME/packages/Network/ETL_Network_
Views.zip NPS92 RTSM.ap/source/cmdb_views
Network Component_ | No views
Health
Network Interface No views
Health

System Performance  SM BSM9 Views.zip $PMDB_
HOME /packages/SystemManagement/ETL_

SM_S15_Views.zip SystemManagement_PA.ap/source/cmdb_views

(APM 9.40 only)
$PMDB_
HOME/packages/SystemManagement\ETL_
SystemManagement_SiS_API.ap/source/cmdb_
views

$PMDB_
HOME/packages/SystemManagement/ETL_
SystemManagement_SiS_API_

NonRtSM. ap/source/cmdb_views

$PMDB_
HOME/packages/SystemManagement/ETL_
SystemManagement_SiS DB.ap/source/cmdb_
views

Note: If APM 9.40 is the deployment
scenario, then deploy only SM_SiS_
Views.zip view inthe APM server.

Oracle SHR_DBOracle $PMDB_HOME/packages/DatabaseOracle/ETL_
Views.zip DBOracle DBSPI.ap/source/cmdb_views

SHR_DBOracle_OM.zip

Oracle WebLogic J2EEApplication.zip For OM/SPI: $PMDB
Server . . HOME/packages/ApplicationServer/ETL_
JZEE,iAppllcatlon_ AppSrvriWLS_WLSSPI.ap/source/cmdb_views
OM.zip
For OMi/MP: $PMDB_
HOME/packages/ApplicationServer/ETL_
AppSrvriWLS_WLSMP.ap/source/cmdb_views
IBM WebSphere J2EEApplication.zip For OM/SPI: $PMDB_HOME/
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Content Pack View Name Location
Application Server J2EEApplication_ packages/ApplicationServer/ETL_
OM.zip AppSrvriWBS_WBSSPI.ap/source/cmdb_views

For OMi/MP:$PMDB_
HOME/packages/ApplicationServer/ETL_
AppSrvriBS_WBSMP.ap/source/cmdb_views

Microsoft SQL Server = SHR_DBMSSQL $PMDB_HOME/packages/DatabaseMSSQL/ETL_
Views.zip DBMSSQL_DBSPI.ap/source/cmdb_views

SHR_DBMSSQL_OM. zip

Microsoft Exchange  SHR_Exchange_ Exchange Server 2007:
Server Business_View.zip
$PMDB_HOME/packages/ExchangeServer/ETL_
SHR_Exchange_OM.zip Exchange_Server2007.ap/source/cmdb_views
Exchange Server 2010:

$PMDB_HOME/packages/ExchangeServer/ETL_
Exchange_Server2010.ap/source/cmdb_views

Exchange Server 2013:

$PMDB_HOME/packages/ExchangeServer/ETL_
Exchange_Server2013.ap/source/cmdb_views

Microsoft Active SHR_AD Business $PMDB_HOME/packages/ActiveDirectory/ETL_
Directory View.zip AD_ADSPI.ap/source/cmdb_views

SHR_

ActiveDirectory_

OM.zip

Virtual Environment SM_BSM9_Views.zip $PMDB_
Performance HOME/packages/SystemManagement/ETL_

. . . SystemManagement_PA.ap/source/cmdb_views
SM_SiS _Views.zip

(APM 9.40 only)
$PMDB_
HOME/packages/SystemManagement/ETL_SM
VI_VMWare_SiS_API.ap/source/cmdb_views

$PMDB_
HOME/packages/SystemManagement/ETL_SM
VI_VMWare_SiS_DB.ap/source/cmdb_views

Note: If APM 9.40 is the deployment
scenario, then deploy only SM_SiS

Views.zip view in the APM server.

Health and Key All the views $PMDB_HOME/packages/ServiceHealth/ETL_
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Content Pack

Performance
Indicators (Service
Health)

Server Automation

Cross-Domain
Operations Events

Operations Events

BSM Server

View Name

SM_SiS Views.zip
(APM 9.40 only)

No views

All the views

No views

Location

SvcHealth_BSM.ap/source/cmdb_views

Note: If APM 9.40 is the deployment
scenario, then deploy only SM_SiS_
Views.zip view inthe APM server.

To deploy the topology model views for the Content Packs in the BSM server, follow these steps:

1. Inthe web browser, type the following URL:

http://<BSM system FQDN>/bsm

where, <BSM system FQDN> is the FQDN of the BSM server.

Note: You canlaunch the BSM server from a system where OBR is installed or any other

local system. If you are launching from local system, ensure that you browse to the location

mentioned in List of Content Pack and Topology Views to Deploy and copy the required views

to yourlocal system.

The Business Service Management Login page appears.

2. Type the login name and password and click Log In. The Business Service Management - Site

Map appears.

3. Click Administration > RTSM Administration. The RTSM Administration page appears.
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Management - Site Map

Full Screen View  User: administrator [ﬂ]
& +~  MyBSM Applications » Admin v Help v  Site Map
Applications I Adminiztration I g

Change the default page... a
System Availability Management

Summary

Service Health
View Management - View Builder| Cl Indicators| Custom Image| Cl Status

Alerts

Metrics and Indicators
Assignments - Health Indicator Assignments| KPI Assignments|

Propagation Rules

|RTSM Administration |

Repositories - KFls| Indicators| Business Rules| Contesxt Menus

Medeling - IT Universe Manager| Modeling Studio| Impact Analysis

I Cl Type I Enrichment
Service Level Management

g Data Flow Management - Integration Studic| Discovery Control Panel|

Agreements Manager Data Flow Probe Set up| Adapter Management| Data Flow Frobe Status
SLA Data Corrections Administration - Fadage I Sc State Cl life

oycle
SLA Alerts

4. Click Administration > Package Manager. The Package Manager page appears.

service J"v"'.-:]ﬂClE]Eﬂ'lEﬂf - RTSM Administration Full Screen View  User: administrator | Logout |
.‘@ G - MyBSM  Applications +  Admin + Help »  Site Map
Administration » Package Manager |
Modelng | DataFlow Management | Admnistraton | 8
Wiew = Tools =
wexlpalibilogloren
= Package Name | Category | Readme |Ver5...| Description
l__J Active_Directory Applications | Readme | 11.0... | Active Directory topology discovery =
I AlertsMogel =
L AlertsTqls Alerts 8.0
[ aat

5. Click the Deploy Packages to Server (from local disk) icon. The Deploy Package to Server
dialog box appears.

| Administration > Package M
Modeling Data Flow Management Adminiztration

View = Tools =

+¢.%|BD lao|@|r wm|?
[ De Pack i
ploy F to Serverifrom local disk)
BB active_Directory ‘
B AlertsModel
B AlertsTols

6. Click the Add icon.
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Deploy Packages to Server

Choose the package zip files 1o be depoyed

Peckage(zp)

The Deploy Package to Server (from local disk) dialog box appears.
7. Browse to the location of the Content Pack zip files, select the required files, and then click Open.

You can view and select the TQL and ODB views that you want to deploy under Select the
resources you want to deploy in the Deploy Package to Server (from local disk) dialog box.
Ensure that all the files are selected.

8. Click Deploy to deploy the Content Pack views.

You have successfully deployed the Content Packs views based on the type of deployment scenario
selected for OBR.

OMi 10 Server

To deploy the topology model views for the Content Packs in the OMi 10 server, follow these steps:

1. Inthe web browser, type the following URL:
http://<OMi system FQDN>/omi

where, <OMi system FQDN> is the FQDN of the OMi server.

Note: You canlaunch the OMi server from a system where OBR is installed or any other
local system. If you are launching from local system, ensure that you browse to the location
mentioned in List of Content Pack and Topology Views to Deploy and copy the required views
to your local system.

The Operations Manager i Login page appears.

2. Type the login name and password and click Log In. The Operations Manager i Workspace page
appears.

3. Click Administration > RTSM Administration > Package Manager.
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@ Operations Manager i

Workspaces v

Administration Q sea

Workspaces - My Workspace

360° View x
Hierarchy
EUN_BSWMR v B T

Name

?EUI\LBSMR

L EJ1

L 5155524542

() 1659.11-16.50.50.265
L (0 16501011 16.50.150 255
_\"!‘)15591511—15592551
() 16504270- 15.504270
L [ 1650511-16.50.100 255
L 5155957149

L @2

L @4

L @, Active

T
ﬁ} ) Event Processing
[Select 3 Fiter] ﬂ 3 Service Health

& - RTSM Administration
=~

Modeling
IT Universe Manager

Data Flow Management
Reconciliation Priority

Modeling Studio Integration Studio

Impact Analysis Manager Discovery Control Panel

(I Type Manager Data Flow Probe Setup

Enrichment manager Adapter Management
Data Flow Probe Status

Administration

Package Manager

CHf

State Manager

(I Life Cycle

@ ) Setup and Maintenance

20 ) users

Qiadminv @~

Wl

The Package Manager page appears.

4. Click the Deploy Packages to Server (from local disk)icon. The Deploy Package to Server

dialog box appears.

@ Operations Manageri ~ Workspaces~  Administration v

Q;’E':‘Z”"C' MEnu Items

Lradmin v

Administration > RTSM Administration - Administration - Package Manager

View~ Tools= Help -

88 e ng oz ven

= Package N Deploy packages to server (from local disk) H Readme ‘ Version ‘ Build Nu... |

Descripon

1L 2ctive Directory Appications Readme  130-1179 1179
1L Aertshodel
|| AertsTgis Herts 30

5. Click the Add icon.
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Choose the package zip files to be deployed
il

Add Fackage(zip) Path

Select the resources you want to deploy

The Deploy Package to Server (from local disk) dialog box appears.
6. Browse to the location of the Content Pack zip files, select the required files, and then click Open.

You can view and select the TQL and ODB views that you want to deploy under Select the
resources you want to deploy in the Deploy Package to Server (from local disk) dialog box.
Ensure that all the files are selected.

7. Click Deploy to deploy the Content Pack views.

You have successfully deployed the Content Packs views based on the type of deployment scenario
selected for OBR.

Enabling CI Attributes for a Content Pack

Note: To enable ClI attributes for Content Pack in OMi 10 environment, follow the same
configuration steps given in this section. However, use OMi server details instead of BSM server.

Each Content Pack view includes a list of Cl attributes that are specific to that Content Pack. The ClI
attributes that are required for data collection are automatically enabled in each of the Content Pack
views after you deploy them.

To enable additional Cl attributes to collect additional information relevant to your business needs:
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1. Inthe web browser, type the following URL:

http://<BSM system FQDN>/bsm

where, <BSM system FQDN> is the FQDN of the BSM server.

The Business Service Management Login page appears.

2. Type the login name and password and click Log In. The Business Service Management Site

Map appears.

3. Click Administration > RTSM Administration. The RTSM Administration page appears.

5.

Click Modeling > Modeling Studio. The Modeling Studio page appears.

s Service Management - RTSM Administration
@ = MyBSM  Applications + Admin + Help » Site Map

[ Modeling

Modeling ; Data Flow Management Adminiztration

IT Universe Manager 7

&

Dizplay the topology of a view, showing the results of configuring your
IT Universe model (TAL queries and views). You can also view
propertiez and related configuration tems (Clz)

Modeling Studio 7

/
Y
it

Create and edit models, which are reusable collections of Cls, and
create and edit perspective views bazed on modelz and/or on
collections of Cls.

Impact Analysis Manager 7

£
&%

Define the interdependencies between the compenents in your I
infrastructure to simulate how infrastructure changess you want to make

impact your system.

topology view to openit.
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Resources || Cl selector || Cl Types

o

=R AT

Resource Type: | LI views 'l

Business Services
Cluster

Databaze

Dot Met

SM_PA
1 sm_sis

L] 5M_SiS_Server

1.1 SM_Sis_virtualization
L] SM_virtuglization
B3 IBM WebSphere MG

[]—E Integrations

FHES J2EE

—E Local impact views

[]—E Locations

6. Inthe Topology pane, right-click any node in the topology diagram, and then click Query Node

Properties to view the list of Cl attributes for the selected node.

TIsm pa x|

9| hE|B R|x|e

Comnuterf' *, . i
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+/ B comndsition 6
,/ Comnos'rition \..

P/ ¥ o \ [}

©

a
a
@
=
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@
i
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The Query Node Properties dialog box appears.

7. In Query Node Properties dialog box, perform the following:
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a. Click Element Layout.

b. Click Select attributes for layout option.

c. Select the required Cl Type that you want to enable.
d. InConditions, select All for Attribute condition.

e. Click OK.

|| Query Node Properties ==

Query Node Properties

Enables you to add attributes, cardinglity, quaifiers and Cl speciic conditions

Element name: Element type:

‘ Computer | | Computer Vl Show element in query resuits m

Atributes)| Cardingity|| Element Type)| Element Layou] Identty ||

Here you can define which atiribules wil be retumed in the query result for this query node.
I Yeu can choose to keep the defauit behavior, where attributes are not refumed in the query resuls or you can define the layout to include or exciude attributes in the query result according to the C1 Type

O Mo attrbutes
(® Select attributes for layout

Cl Types Conditions
) B -
B T - st oo (A1 :
E—E ‘Computer &
B HP Compiex O e
Exclud ttribut
L5 HP Nonstop ude specific attributes
—§ IEM Frame Avaiable Altributes Excluded Aftributes
B iseries

—E LooM Server aok ceared e
—& Mainframe CPC
{—E Mainframe Logical Partiicn
—& OpenvMs

7% Teminal Server

B unix @

—E vMware ESX Server

|Leger|d: @ a1 % specific Attributes

Configure SiteScope to integrate with OBR

SiteScope is an agentless monitoring solution designed to ensure the availability and performance of
distributed IT infrastructures—for example, servers, operating systems, network devices, network
services, applications, and application components.

For OBR to collect data for the physical nodes from SiteScope, you must first create the monitors in
SiteScope. Monitors are tools for automatically connecting to and querying different kinds of systems
and applications used in enterprise business systems. These monitors collect data on various IT
components in your environment and are mapped to specific metrics that are used by OBR such as
CPU usage, memory usage, and so on. After you create the monitors, you must also enable SiteScope
to log data in BSM profile database so that OBR can collect the required data from the agent. Perform
this task only if you have SiteScope installed in your environment. Otherwise, proceed to the next task.
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For the list of monitors (including the counters and measures) to be created in SiteScope, see
"SiteScope Monitors for OBR " on page 263.

For more information about creating monitors in SiteScope, see the Using SiteScope and the Monitor
Reference guides. This document is available at the following URL:

https://softwaresupport.hpe.com/

Enable integration between SiteScope and BSM or OMi 10 to transfer the collected topology data by
the SiteScope monitors to BSM or OMi 10. For more information about SiteScope integration with
BSM, see Working with Business Service management (BSM) of the Using SiteScope guide.

If BSM is the deployment scenario then you can integrate SiteScope with OBR using either Configuring
the Management and Profile Database Data Source procedure or Configuring the SiteScope Data
Source procedure.

If OMi10 is the deployment scenario then you can integrate SiteScope with OBR using Configuring the
SiteScope Data Source procedure.
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Chapter 4: Configure OBR for OM Deployment
Scenario

If you plan to configure OBR to work with an OM installation, you must:

« Install and configure OM successfully

« Deploy necessary SPI policies

Authentication for OBR connection with OM

OBR connects to OM to collect data. The NT authentication and database authentication are the two
methods of authentication for OBR to connect to OM.

If OBR and OM are installed on Windows then both NT and database authentication is supported. For
all the other deployment scenarios only database authentication is supported.

Windows Linux

OBR on Windows OBR on Linux

=== NT Authentication

Database Authentication

HPE Operations Bridge Reporter (10.21) Page 81 of 282



Configuration Guide
Chapter 4: Configure OBR for OM Deployment Scenario

OBR connection with OM using NT authentication

If OBR is installed on a system which is part of a domain, and if you have logged into the system as a
local user or domain user having administrator privileges (say DOMAIN\Administrator), start the HPE
PMDB Platform Administrator and HPE PMDB Platform Collection service. You must configure the
services for the domain before configuring the OM service definition source connection.

Task 1: Configure HPE PMDB Platform Administrator Service for the Domain
1. Click Start > Run. The Run dialog box appears.

Type services.msc in the Open field, and then press Enter. The Services window appears.

On the right pane, right-click HPE_PMDB_Platform_Administrator, and then click Stop.

> w0 D

Right-click HPE_PMDB_Platform_Administrator and then click Properties. The OBR Service
Properties dialog box appears.

5. Onthe Log on tab, select This account.

6. Type DOMAIN\Administrator in the field (where Administrator is the local user having
administrator privileges).

7. Type the user password in the Password field.
8. Retype the password in the Confirm password field.
9. Click Apply and then click OK.
10. Ontheright pane, right-click HPE_PMDB_Platform_Administrator, and then click Start.

Task 2: Configure HPE_PMDB_Platform_Collection Service for the Domain

Note: You have to perform the following steps on a collector system to which the OM is assigned
for collection.

1. Click Start > Run. The Run dialog box appears.
Type services.msc in the Open field, and then press ENTER. The Services window appears.

On the right pane, right-click HPE_PMDB_Platform_Collection_Service, and then click Stop.

> w0 b

Right-click HPE_PMDB_Platform_Collection_Service and then click Properties. The OBR
Collection Service Properties dialog box appears.

5. Onthe Log on tab, select This account.

HPE Operations Bridge Reporter (10.21) Page 82 of 282



Configuration Guide
Chapter 4: Configure OBR for OM Deployment Scenario

6. Type DOMAIN\Administrator in the field (where Administrator is the local user having
administrator privileges).

7. Type the user password in the Password field.
8. Retype the password in the Confirm password field.
9. Click Apply and then click OK.
10. On the right pane, right-click HPE_PMDB_Platform_Collection_Service, and then click Start.

After performing the configuration steps, proceed with the OM service definition connection
configuration.

OBR connection with OM using database authentication

Creating database user account depends on how Microsoft SQL Server is set up in the OM
environment and how you configure OBR to communicate with the OM database server. The following
are the two possible scenarios:

« Scenario 1: OM for Windows 8.x or 9.x is installed on one system with Microsoft SQL Server 2005
or Microsoft SQL Server 2008 installed on the same system or a remote system. OBR, which is
installed on another system, can be configured to connect to SQL Server either through Windows
authentication or SQL Server authentication (mixed-mode authentication). The authentication
method defined in SQL Server can be used in OBR to configure the OM database connection.

« Scenario 2: OM for Windows 8.x uses Microsoft SQL Server 2005 Express Edition that is
embedded with it by default. Similarly, OM for Windows 9.x uses the embedded Microsoft SQL
Server 2008 Express Edition by default. The authentication mode in this scenario is Windows NT
authentication. However, in this case, a remote connection between SQL Server and OBR is not
possible. Therefore, you must create a user account for OBR so that mixed-mode authentication is
possible in this scenario.

Before you create the user account, enable the mixed-mode authentication. For information on the
steps to enable the mixed-mode authentication, see the following URL:

http://support.microsoft.com

To create a user name and password for authentication purposes on OM system with embedded
Microsoft SQL Server 2005, follow these steps:

Task 1: Create a user name and password
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1. Log on to the OM system with embedded Microsoft SQL Server 2005.

2. Click Start > Programs > Microsoft SQL Server 2005 > SQL Server Management Studio.
The Microsoft SQL Server Management Studio window opens.

Note: If SQL Server Management Studio is not installed on your system, you can download it
from the relevant section of Microsoft web site using the following URL:

http://www.microsoft.com

3. Inthe Connect to Server dialog box, select NT Authentication in the Authentication list, and

then click Connect.

g!tonnect to Server B

Microsoft 2 indows Server System

SQL Server200s

Server type: I [Databaze Engine j

Server name: 5

Authentication: IWindows Authentication j
User name: IHF'SW'XVM 505 Administrator j
Paszmard: I

™| Remember password

Connect I Cancel | Help Options »»

4. Inthe Object Explorer pane, expand Security.

Object Explarer

Connect ~ | 37 3z m ﬂ 5

Bl g hpswvmSOSIOVORS (SQL Server 10,50, 1600 - HPSWVMSO
[ Databases
L3 g
[ Server Objects
[ Replication
1 Managernent

5. Right-click Login and click New Login. The Login - New dialog box opens.

HPE Operations Bridge Reporter (10.21) Page 84 of 282


http://www.microsoft.com/downloads/en/details.aspx?FamilyID=c243a5ae-4bd1-4e3d-94b8-5a0f62bf7796.

Configuration Guide

Chapter 4: Configure OBR for OM Deployment Scenario

E Login - New

A General

2 Server Roles
f Uszer Mapping
# Securables
A Satus

=] B3
‘S Script = Lﬁ Help
Login name: || Search... |

& Wwindows authertication

7 SOL Server authentication

Fazsword: I

Confirm password: I

) Specify old password

0ld pazzword: I
V| Enfarce pazsword policy
V| Enfarce pazsword expiration

V| User must change password &t next login

" Mapped to certificate I j
= Mapped ta asymmetric key I j
[T Map to Credential I j Ldd
Connection Mapped Credentisls Credential Provider |
Server
hpawsymB0EAOVOPS
Connection:
HPS'Ww 505 A dministrator
27 View connection properties
Femove |
Ready Default databaze: I master j
Default language: I <default> j
oK I Cancel |

4

© ® N O

Click SQL Server authentication option button.

In the Password field, type the password.

rules to create a simple password.

10. Click User Mapping.

11. InUsers mapped to this login, select the openview check box.
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|
E Login - New =] 3
Selecta 5 Seript - m Help
A General
g ol
-1 Uz:‘r'el\;a;p?:g Uszers mapped to this login:
4 Ceciurables Map | D atabase Uszer Default Schema
A Satus - master
- model
- mzdb
openview _I
- termpdb
I~ | Guest account enabled|for: operyview
[atabaze role membership for: operview
[ db_accesszadmin
Server [] db_backupoperator
hpsurvmS05AIVOPS O dh_datareader
. [] db_datavriter
Connection: o [] db_ddladmin
HPS'Ww 505N dministrator [ db_denydatareadsr
47 View connection properties [ db_denydatawriter
[ db_owner
[ db_securityadmin
[wl public
[ role_ovdb_user
oK I Cancel |
4

12. Click OK to create the user name and password.

Note: To create user name and password on OM system with embedded Microsoft SQL Server
2008, follow the same steps in Task 1.

Task 2: Enable Connect and Select permissions

The database user must have at least the Connect and Select permissions. To enable Connect and
Select permissions for the newly created user account, follow these steps:

1. Inthe Object Explorer pane, expand Databases.

r 2] &

"
Connect = | &Y & m
=l | g§ hpswovmSOSIOVORS (SOL Server 10,50, 1600 - HPSWXYIMSD
[ [ Databases
[ System Databases
0]
[ Security
[ Server Objects
1 Replication
[ Managernent

openyiew

2. Right-click openview and then click Properties. The Database Properties - openview dialog
box opens.
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3. Click Permissions.

._ Databa: operties - openview !E[ E
Seeclapa S Script - m Help
A4 General
4 Files
g Server name: IHPSWMEDE\DVDPS
2 Filegroups
A4 Optiores “Wigw server pemissions
%4 Change Tracking -
27 Pemissians Database name: Iopenwew
#4 Etended Propertiss sers of roles: Search... |
| M ame Type | |
A ovmz_adm Uszer
A ovmz_deleg Uszer
B she ¢ User
Permissions for shr:
Explicit | Effectivel
Server o 7
hpswsymE0S0VOPS Permission | Grartor | Grant | “ith Grant | Deny I;I
Connection: Connect replication dbo | | |
HPSWiWME05 Administratar Connect dho I - [l
3¢ View connection properties Cantral dbo r r r _I
Create aggregate dbo - - -
Create assembly dbo - - -
Fioad Create asymmetric key dbo - - -
sady Create certificate dbo - - -
Create contract dbo | | | -|
oK I Cancel |
4

4. Inthe Users or roles, click the newly created user account.

5. Inthe Explicit tab of permissions for newly created user, scroll down to the Connect permission,

and then select the Grant check box for this permission.

6. Scroll down to the Select permission and select the Grant check box for this permission.
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. Database Properties - openview

IS[=] 3

Selecta S Seript - m Help
A4 General
% Files
- Server name: IHPSWMEDS\DVDPS
2 Filegroups
A4 Options Wigw $erver Demissions
_’@ Change Tracking =
T D atabase name: IDDenwew
%4 Ewtended Properties sers of roles: Search... |
M ame Type | |
A ovms_adm Uszer
A ovmz_deleg Uszer
B she ¢ User
Permissions for shr:
Explicit | Effectivel
Server o 7
hpswsmS 05,0V OPS Permission | Grartor | Grant | “ith Grant | Deny I;I
Connection: Execute dbo r r r
HPSWwMB05 Administrator Irsert dbo Il Il -
27 View connection properties References dbo r r r
Select dbo W - - |
Show plan dbo - - -
Subscribe query notific... | dbo Il Il Il
Take ownership dbo - - - _I
Update dbo | | | -|
oK I Cancel |
4

7. Click OK.

Task 3: Check for the OM server port number

1. Click Start > Programs > Microsoft SQL Server 2005 > Configuration Tools > SQL Server
Configuration Manager. The SQL Server Configuration Manager window is displayed.

2. Expand SQL Server Network Configuration and select Protocols for OVOPS. If the instance

name has been changed, select the appropriate instance name.
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= sql server Configuration Manager

File  Action Wiew Help

@& | %= | H
@ S0L Server Configuration Manager (Local) Prokacol Mame | Skatus
H 5QL Server Services W Shared Memary Enabled

& 50L Server Metwork Configuration (32bit) % Mamed Pipes Disabled

5 50L Mative Client 10,0 Configuration (32bit) YTCPIIP Disabled

J . 30L Server Metwork Configuration YA Disabled
Ef Protocals For OWOPS

.. SOL Mative Client 10.0 Configuration

3. Onthe right pane, right-click TCP/IP, and then click Enable.
4. Right-click TCP/IP again, and click Properties. The TCP/IP Properties dialog box is displayed.

TCP/IP Propetties EHE
Fratacal | IP Addressesl
B general
Enabled Yes |
Keep Alive 30000
Listen Al Yes
Enabled
Enable or disable TCPYIP protocol For this server instance
QK I Cancel | Apply | Help |

5. Click IP Addresses tab, under the IPAIl, note down the port number.

Task 4: Restart the OM database server
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1. Inthe SQL Server Configuration Manager window, click SQL Server Services.

_ O x
File  Action Wiew Help
&= || o= H
@ S0L Server Configuration Manager {Local) ame | State
Sl 50L Server Services Ehi5GL Server (OYOPS) Running

(L Server Services

H 50L Server Metwork Configuration (32bit) [HR)50L Server Agent ... Stopped

= S0L Mative Client 10,0 Configuration {32bit) ﬁSQL Server Browser  Stopped

& 50L Server Metwork Configuration
Ef Protocols For OWOPS

.. SOL Mative Client 10.0 Configuration

ol
&l

K1 — i

2. Onthe right pane, right-click SQL Server (OVOPS), and then click Restart.

You can use the newly created user name, password, and the observed instance name and port
number when configuring the OM data source connection in the Administration Console.

Note: You can perform these steps by using the command prompt utility, osql. For more
information, visit the Microsoft website at the following URL:

http://support.microsoft.com

Checking for the OM Server Port Number

If Microsoft SQL Server is the database type in OM, follow steps in Task 3 to check for the OM server
port number.

If Oracle is the database type in OM, follow these steps to check the port number:

1. Logon to the Oracle server.
2. Browse to the $ORACLE_HOME/network/admin or %0RACLE_HOME%\NET80\Admin folder.

3. Openthe listener.ora file. Note the port number for the OM server listed in the file.
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Chapter 5: Install and Uninstall the Content
Packs

For installing the required Content Packs, OBR provides the Content Pack Deployment utility through
the Administration Console. This web-based interface simplifies the process of installation by
organizing the Content Packs based on the domain, the data source applications from where you want
to collect data, and the specific Content Pack components you want to install to collect the data.

Before You Begin

Before you begin installing Content Packs, make sure that:

« Post-installation is complete
« Data source selections are complete

« Inadistributed scenario, if OBR is installed on Windows, irrespective of BO installed on Windows
or Linux or on the same system or different system, you must configure DSN on OBR system
(installed on Windows) to connect to Vertica database. If OBR is installed on Linux then installer
automatically handles the DSN configuration and connection to Vertica database.

To configure DSN, see "Configuring DSN on Windows for Vertica Database Connection” on page
166.

Note: Toinstall Content Packs on Windows Operating System, make sure that UAC is disabled
on the system.

Check Availability and Integrity of Data Sources

OBR has Data Source Readiness Check tool that enables you to check the availability and integrity of
RTSM and PA data sources before installing Content Packs. The tool is available on Windows and
Linux operating systems. You can check the data source readiness using the property file or by
database.

Check Data Source Related to RTSM

To check the availability and integrity of data source related to RTSM, follow these steps:
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1. Logontothe OBR system.
2. Before you check the data source readiness, ensure the following:
a. The dscheck folder is available in PMDB_HOME.

b. The dscheckRTSM. sh script is available in %PMDB_HOME%\dscheck\bin (On Windows) and
$PMDB_HOME/dscheck/bin (On Linux).

c. Property file is created with the following entries:
## RTSM DB connection properties
rtsm.hostname=<hostname>
rtsm.username=<username>
rtsm.password=<password>
rtsm.port=<port>
3. Tocheck the data source readiness, run the following command in the command prompt:
a. cd {PMDB_HOME}/dscheck/bin
b. Check the data source readiness using:
i. Property file:
dscheckRTSM.sh -propFile <File_Path>/<property file>
where, <File_Path> is the path where property file is created.

<property file>is the name of the RTSM property file. For example, rtsm.prp.

ii. Database:
./dscheckRTSM. sh

You can open the . html file created in dscheck folder to check the availability and integrity of
the RTSM data source.
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SMIOMi Host Name Connection | View Mandatory Cl Type
i Status. Status.

| Unknown | IWFVM02277 hpswlabs.adapps. hp.com Q Q [x) [x) 0 |

[INot available in RTSM [ Missing Mandatory Cl Types [ Missing Mandatory CI Attributes

The file displays the following information:
i. Serverstatus
ii. Configuration details
iii. Views available in RTSM
iv. Mandatory Cl types missing in the view

v. Mandatory Cl attributes missing with the Cl type

Check Data Source Related to PA
To check the availability and integrity of data source related to PA, follow these steps:

1. Logon tothe OBR system.
2. Before you check the data source readiness, ensure the following:
a. The dscheck folder is available in PMDB_HOME.

b. The dscheckPA. sh script is available in %PMDB_HOME%\dscheck\bin (On Windows) and
$PMDB_HOME/dscheck/bin (On Linux).

c. Property file with the entries of PA nodes is created.
3. To check the data source readiness, run the following command in the command prompt:
a. cd {PMDB_HOME}/dscheck/bin
b. Check the data source readiness using:
i. Property file:
dscheckPA.sh -propFile <File_Path>/<property file>

where, <File_Path> is the path where property files is created.
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<property file> is the name of the PA property file. For example, pa.prp.
ii. Database:
./dscheckPA. sh

You can open the . html file created in dscheck folder to check the availability and integrity of
the PA data source.

Total Not Reachable Policy Missing Data not logged for last 2 days DSifCODA Status
1 a 1 1 1
Node Name:l:l Domains: - Select All - W
Node Name ICMP | BBC CODA | Agent Version | LastLog Time Number | Domain | DSi/CODA
ping ping ping of

Missing
Policies

WEMVS017 HPSWLABS HP.COM (@ Q [v] 11.11.025 09/28/15 13:38:00 1 Q

The file displays the following information:

i. Node status summary

ii. Node status

Selecting the Content Pack Components

A Content Pack is a data mart—a repository of data collected from various sources—that pertains to a
particular domain, such as system performance or virtual environment performance, and meets the
specific demands of a particular group of knowledge users in terms of analysis, content presentation,
and ease of use. For example, the system performance content provides data related to the availability
and performance of the systems in your IT infrastructure. Content Packs also include a relational data
model, which defines the type of data to be collected for a particular domain, and a set of reports for
displaying the collected data.
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Content Packs are structured into the following layers or components:

« Domain component: The Domain component defines the data model for a particular Content
Pack. It contains the rules for generating the relational schema. It also contains the data processing
rules, including a set of standard pre-aggregation rules, for processing data into the database. The
Domain component can include the commonly-used dimensions and cubes, which can be
leveraged by one or more Application components (Report Content Pack components). The
Domain Content Pack component does not depend on the configured topology source or the data

source from where you want to collect data.

o ETL (Extract, Transform, and Load) component: The ETL Content Pack component defines the
collection policies and the transformation, reconciliation, and staging rules. It also provides the data
processing rules that define the order of execution of the data processing steps.

The ETL Content Pack component is data source dependent. Therefore, for a particular domain,
each data source application has a separate ETL Content Pack component. For example, if you
want to collect system performance data from the Operations Agent, you must install the SysPerf_
ETL_PerformanceAgent component. If you want to collect system performance data from
SiteScope, you must install either SysPerf ETL_SiS_API (sourcing data logged in SiteScope
directly using API) or SysPerf ETL_SiS_DB (sourcing data logged in BSM Profile database).
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A single data source application can have multiple ETL components. For example, you can have
one ETL component for each virtualization technology supported in Performance Agent such as
Oracle Solaris Zones, VMware, IBM LPAR, and Microsoft HyperV. The ETL component can be
dependent on one or more Domain components. In addition, you can have multiple ETL
components feeding data into the same Domain component.

« Application component: The Report Content Pack component defines the application-specific
aggregation rules, business views, SAP BusinessObjects universes, and the reports for a particular
domain. Application components can be dependent on one or more Domain components. This
component also provides the flexibility to extend the data model that is defined in one or more
Domain components.

The list of Content Pack components that you can install depends on the topology source that you
configured during the post-install configuration phase of the installation. Once the topology source is
configured, the Content Pack Deployment page filters the list of Content Pack components to display
only those components that can be installed in the supported deployment scenario. For example, if
RTSM is the configured topology source, the Content Pack Deployment page only displays those
components that can be installed in the Service and Operations Bridge (SaOB) and APM deployment
scenarios.

For more information about each Content Pack and the reports provided by them, see the Operations
Bridge Reporter Online Help for Users.

Installing the Content Pack Components

Use the Content Pack Deployment page in the Administration Console to install the Content Pack
components.

Note: The Content Packs already selected in the Content Pack Deployment page may be
mutually exclusive. For information on Content Packs that are mutually exclusive, see "Listing of
ETLs" on page 270.

To install the Content Packs, follow these steps:

1. Tolog on to Administration Console, follow these steps:
a. Launch the following URL:

https://<OBR_Server FQDN>:21412/0BRApp
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where, <OBR_Server_FQDN> is the fully qualified domain name of the system where OBR is

installed.

b. Type administrator in the Login Name field and password in the Password field. Click Log

In to continue. The Home page appears.

Note: If you use any other user account to access the Administration Console, make

sure that the user account has administrator privileges.

2. Onthe left pane, click Content Pack Deployment. The Content Pack Deployment page

appears.

The Content Pack Deployment displays the Content Pack components that can be installed in the
supported deployment scenario. You can modify the selection by clearing the selected content,

the data source application, or the Content Pack components from the list.

Note: While you clear the components of the selected Content Pack that you do not want to

install, make sure that you clear the dependent components of the Content Pack.

The following table lists the content that is specific to each deployment scenario:

List of Content Packs

Content BSM/OMi
Default v

Cross-Domain v
Operations
Events

HealthandKey v
Performance
Indicators

IBM WebSphere v
Application
Server

Microsoft Active v
Directory

Microsoft v
Exchange
Server
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Operations
Manager

v

Application
Performance
Management

v

VMware
vCenter

v
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Content BSM/OMi
Microsoft SQL 4

Server

MSAppCore 4
Network v
Performance

Network v
Component

Health

Network 4

Interface Health

Operations v
Events

Oracle v

Oracle v
Weblogic
Server

Real User v
Transaction
Monitoring

Synthetic v
Transaction
Monitoring

System v
Performance

Virtual v
Environment
Performance

3. Click Install / Upgrade to install the Content Packs.

Operations
Manager

v

Application
Performance
Management

VMware

vCenter

TYou must use the NetworkPerf ETL_PerfiSPI_NonRTSM ETL contentin an RTSM deployment of
OBR when Network Node Manager i (NNMi) is not integrated with BSM.
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An Installation Started status appears in the Status column for Content Pack that is currently
being installed. The Content Pack Deployment page automatically refreshes itself to display the
updated status. Once the installation completes, an Installation Successful status appears. If
the installation fails, an Installation Failed status appears.

Note: The HPE_PMDB_Platform_Orchestration and the timer service will be stopped
automatically during Content Pack(s) install/uninstall operation and will be started once
operation is complete.

4. Click the @ icon for more information about the installation process.

The Content Pack Component Status History window opens. It displays the details of the current
and historical status of that Content Pack component's installation.

Note: During install/uninstall process, Content Pack Deployment page does not allow you to
interrupt the process. Instead, you must wait till the current process is complete before you
can perform any other operations on the Content Pack Deployment page.

Note: If the Status of the Content Pack installation is in Installation Started for more than 1 hour
and the Content Pack installation hangs, see Installing of Content Packs Hangs (on Linux only) in
Operations Bridge Reporter Troubleshooting Guide.

You may install and configure additional Data Processors after completing the Content Pack
installation. For more information, see Operations Bridge Reporter Interactive Installation Guide.

Note: Install the Network Performance Content Pack to collect performance data at hourly
granular from NPS source. So executive summary reports display hourly/daily /monthly
summarized view of Network devices collected from NPS. OBR collects performance data of only
‘Switches and Routers’ devices from NPS source.

Install the Network Component_Health and Network Interface_Health Content Pack to collect
network performance data directly from NNMi. The data collection gives you detailed real time
view of component or interface health in your network. You can view detailed health or utilization
reports. You have to revisit the hardware requirements, if you choose to install these Content
Packs.

For more information, see Operations Bridge Reporter Performance, Sizing, and Tuning guide.

Based on your requirement, OBR recommends you to install either the Network Performance
Content Pack or Network Component_Health/Network Interface_Health Content Packs. Installing
both Network Performance Content Pack and Network Component_Health/Network Interface
Health Content Packs may lead to performance issues due to redundant data.
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Note: If you have installed Component Health and / or Interface Health Content Pack, you have to
configure OBR and NNMi to exchange network data. For configuration procedure, see
"Configuring OBR with Network Node Manager i (NNMi)" on page 161.

You have to ensure that the following prerequisites are met before you go ahead with the
configuration procedure:

« The NNMiand NPS are installed and configured correctly.

« The HPE_PMDB_Platform_NRT_ETL service is up and running.

After you install Content Pack and open reports, you might come across Memory Full errorin
SAP BusinessObjects Bl Launch Pad. To overcome this issue, you have to disable the memory
analysis and APS service monitoring settings in CMC. See "Disabling Memory Analysis and APS
Service Monitoring" on the next page.

Uninstalling the Content Pack Components

Use the Content Pack Deployment page in the Administration Console to uninstall the Content Pack
components.

To uninstall the Content Packs, follow these steps:

1. Tolog on to Administration Console, follow these steps:
a. Launch the following URL:
https://<0BR_Server_ FQDN>:21412/0BRApp

b. Type administrator in the Login Name field and password in the Password field. Click Log
In to continue. The Administration Console page appears.

Note: If you use any other user account to access the Administration Console, make
sure that the user account has administrator privileges.

2. Onthe left pane, click Content Pack Deployment. The Content Pack Deployment page
appears.

The Content Pack Deployment page displays the Content Pack components that are installed in
the supported deployment scenario. For the list of Content Pack, see, "List of Content Packs" on
page 97.

3. Click X icon for the required Content Pack to be uninstalled. A summary message is displayed.
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Note: At atime, only one Content Pack and its dependent Content Packs are uninstalled.

4. Click OK to uninstall the Content Pack. The uninstall status is displayed in the Status column.

Note: If you uninstall Content Pack, run the DLC to get the correct license usage count in the
Additional Configurations > Licensing page of Administration Console.

Disabling Memory Analysis and APS Service Monitoring

To disable the memory analysis and APS service monitoring settingin CMC, follow these steps:

1. Log on to the Central Management Console by launching the following URL:
https://<System_ FQDN>:8443/CMC

where, <System_ FQDN> is the fully qualified domain name of the system where SAP
BusinessObjects is installed.

Note: By default HTTPs is enabled for OBR. You can also launch CMC using
http://<System FQDN>:8080/CMC if you have disabled HTTPs.

You can also access CMC from Administration Console. Click Additional Configurations >
Reporting Platform > Launch CMC. The Log in page is displayed.

2. Logon as user with administrator privileges.

The System Configuration Wizard is displayed. Click Close to close the wizard. The Central
Management Console home page is displayed.

Note: If you do not want the System Configuration Wizard to appear each time you log on
to CMC, click the check box Don’t show this wizard when cms is started.
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Central Management Console

Hewlett Packard
Burteahs Operations Bridge Reporter

Welcome: Administrator | Preferences | Help ¥ | Log Off

EEEEEERE LG G

R EEEEEEE

3. Click B Servers or select Servers from the drop down list

Organize

Folders.

Personal Folders
Cateqories
Personal Categories
Users and Groups
Profiles

Inboxes

Servers

Replication Lists
Federation

Query Results
Temporary Storage
Universes
Connections

Web Service Query

FobttnRAEIBRFEBBED

OLAP Connections

Define

&F  Access Levels

Calendars

72 Events

[E user Attribute Management

Manage

1Bl oD ¥ OB

% B &7

e
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Instance Manager
Applications

Settings

Sessions

Authentication

License Keys

Promotion Management
Version Management

Visual Difference

Auditing

Monitoring

Multitenancy

Cryptographic Keys

System Configuration Wizard

. The Manage page is displayed.

Manage + Actions

B servers List
~ B server Groups List

% Server Groups
B 8 Nodes

20" sorvice Categorics]

- Connectiity Senvices

DADADD D

-

B Data Federation Services
& promotion Management Servi
® Analysis Services

) e tntsligence Services
) Gashboards services

% B server Status

R=L S E = |

0

()
Name
Connectivity Services
Core Services
Data Federation Services
Promotion Management Services
Analysis Services
Web Intelligence Services
Dashboards Services

& a[i]ofr v m

Total: 7 items

4. Click Web Intelligence Services.
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Manags v Actions + Find Title ~

R =TI - N T

Server Name Enahled PID  Description

5 server Groups List
B oBR AdaptiveProcessingserver @ Running @ Enabled Adaptive Processing shrbat? 6900  Adaptive Processing Server

5 server Groups

B B Nodes

B Seice Categories

i B Connectivity Services

B Gore Services

% Dakta Federation Services

- bromotion Management Servi
BB nalysis Services

B eb Intalligence Services

" B Dashboards Services

% ) cenver status

=3 1 of1
Date Modified

~ B senversList
T e B Sy

Mar 9, 2016 12:28 AM

B 0BRWeblntelligenceProcessing @ Running & Enabled Web Intelligence Pro shrbat? . 6963 Web Intelligence Processing Sei Mar 9, 2016 12:23 AM

< >
Total: 3 items
5. Right-click Web Intelligence Processing Server and click Properties.
Pmperng OBR.WebIi ? Ox
Hide
Web Inteligence Core Service a
Translations [] Use Configuration Template
User Security Timeout Before Recycling (seconds): 1200
[T Idle Document Timeout (seconds): 300
Placeholders
Server Polling Interval (seconds): 120
Existing Server Group
Maximum Documents per User: 5
Maximum Documents Before Recycling: 50
Allow Document Map Maximum Size Errors
Idle Connection Timeout (minutes): 20
Maximum Connections: 200

[J Enable Memory Analysis

Memory Lower Threshold (MB): 3500
Memory Upper Threshold (MB): 4500
Memory Maximum Threshold (MB): 6000
[] Enable APS Service Menitoring

Retry Count on APS Service Ping Failure: 3
APS Service Monitoring Thread Period: 300

[] Enable Current Activity Logs

[] Restore System Defaults
[ Set Configuration Template

Web Inteffigence Processing Service

6. Scroll down the page to clear the selection from Enable Memory Analysis and Enable APS
Service Monitoring. Click Save & Close.

7. Right-click Web Intelligence Processing Server and click Start Server.

You can now view reports using SAP BusinessObject Bl Launch Pad.
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Upgrading Content Packs
After successfully upgrading to the latest version of OBR, you must upgrade all Content Packs
installed on the OBRsystem with the help of the Content Pack Deployment page.
To upgrade Content Packs, follow these steps:
1. Tolog on to Administration Console, follow these steps:
a. Launch the following URL:

https://<0OBR_Server FQDN>:21412/0BRApp

where, <OBR_Server_FQDN> is the fully qualified domain name of the system where OBR is

installed.

b. Type administrator in the Login Name field and password in the Password field. Click Log
In to continue. The Home page appears.

Note: If you use any other user account to access the Administration Console, make
sure that the user account has administrator privileges.

2. Onthe left pane, click Content Pack Deployment. The Content Pack Deployment page appears.
3. Click the @ icon in the Installed Version column to upgrade the Content Packs.

| Note: If the upgrade fails, do not uninstall the content pack; attempt upgrade again.
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After installing Content Packs, you must configure OBR to collect required data from various data
collectors. The data collectors work internally within the OBR infrastructure to collect the data.
Therefore, you cannot directly interface with these collectors. Instead, you can specify the data
sources from where the collectors can collect the data using the Administration Console.

You can configure the data source based on the following deployment scenarios:

1. OMi 9.2x deployment scenario
a. Configuring the Management and Profile Database Data Source
b. Configuring the OMi Data Source (Events database)
c. Configuring the Operations Agent Data Source
d. Configuring the Operations Manager Data Source
e. Configuring the Network Data Source (using Generic Database)
f. Configuring the Network Data Source (using NNMi)
g. Configuring the VMware vCenter Data Source
h. Configuring the SiteScope Data Source
2. OMi 10 deployment scenario
a. Configuring the OMi Data Source (Operations database)
b. Configuring the Operations Agent Data Source
c. Configuring the Network Data Source (using Generic Database)
d. Configuring the Network Data Source (using NNMi)
e. Configuring the VMware vCenter Data Source

f. Configuring the SiteScope Data Source

3. Operations Manager deployment scenario
a. Configuring the Operations Agent Data Source
b. Configuring the Operations Manager Data Source

c. Configuring the Network Data Source (using Generic Database)
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d. Configuring the Network Data Source (using NNMi)
e. Configuring the VMware vCenter Data Source
4. VMware vCenter deployment scenario
a. Configuring the VMware vCenter Data Source
b. Configuring the Network Data Source (using Generic Database)
c. Configuring the Network Data Source (using NNMi)
5. Other deployment scenarios
a. Configuring the Network Data Source (using Generic Database)

b. Configuring the Network Data Source (using NNMi)

For information on listings of ETLs for Content Pack, see Appendix C.

Topology Source

If you have not configured the topology source in post-install configuration, you can configuration it
using the Topology Source page. However, if you have already configured the topology source during
the post-install configuration, you can only test or modify the connection parameters of the topology
source you already configured.

Topology Source ?

Topology Source

Selected Topeology source (based on available data sources): RTSM
OBR collects enfity (CI) and fopology relatienships from any of the following data sources — BSM/OMi, OM or YMware vCenter,

A topology source configured in OBR, serves as a single point of truth for topology data; once selected it cannot be altered .

Collection Frequency (Hrs.) 1 — +

Host name Enable Collection Connection Status Collection Status

Topology Data Source not Configured

For more information on topology source configuration, see "Task 2: Configuring the Topology Source"
on page 52.
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Configuring the Operations Manager Data Source

If you have installed the Operations Manager (OM) Content Pack and created the topology source
connection for OM, the same data source connection appears on the Data Source Configuration >
Operations Manager page. You need not create a new data source connection. You can test the
existing connection and save it.

Operations Manager 7

Operations Manager

Host name/Service name Enable Collection Schedule Frequency(Hrs.) Connection Status Collection Status
Operations Manager data source nof configured

However, updating the data source connection on the Topology Source page does not update the
connection details on the Operations Manager page.

To configure the database connection, follow these steps:
1. Inthe Administration Console, click Data Source Configuration > Operations Manager. The
Operations Manager page appears.

2. Click Create New to create the OM data source connection. The Connection Parameters dialog
box appears.

3. Specify or type the following values in the Connection Parameters dialog box:

Field Description
Database in Oracle Option to enable OM database on Oracle RAC.
RAC
Enable TLS Enable JDBC connection over TLS.
Host name IP address or FQDN of the OM database server. If the OM database

is configured on a remote system, the machine name of the remote
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Field Description
system must be typed here.

Port Port number to query the OM database server. The default port is
1433 if SQL Server is the database type and 1521 if Oracle is the
database type.

To check the port number for the database instance, such as OVOPS,
see "Checking for the OM Server Port Number" on page 90.

Database Instance System Identifier (SID) of the database instance. The default
database instance is OVOPS.

Note: Forinformation about the database host name, port
number, and SID, contact your OM database administrator.

Database type The type of database engine that is used to create the OM database.
It can either be Oracle or MSSQL.

Windows If you have selected MSSQL as the database type, you have the

Authentication option to enable Windows authentication for MSSQL, that is, the user
can use the same credentials to access SQL Server as that of the
Windows system hosting the database.

Note: If you are using the database method of authentication to
connect to the OM database server, you must provide the user
details that have the select and connect permissions for the
“openview” database here.

User name Name of the OM database user.
Password Password of the OM database user.
Collection Station This option is used for a collector installed on a remote system.

Database in Oracle RAC selected:

Service Name Specify the name by which OBR connects to the Oracle instance.
This option appears only if OM on Oracle RAC is selected.

ORA file name The *.ora configuration file that defines database addresses for
establishing connections. Manually copy this file from the data source
system to the {PMDB_HOME }/ config folder in the OBR system. This
option appears only if OM on Oracle RAC is selected.

Database type The type of database engine that is used to create the OM database.
User name Name of the database user.
Password Password of the database user.
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Field Description
Collection Station This option is used for a collector installed on a remote system.
Enable TLS selected:

Truststore Path Full path to the truststore path. This option is displayed when
Enable TLS is selected.

Tip: Itis recommended to have a common trust store file.

Truststore Password The password to access the truststore. This option is displayed when
Enable TLS is selected.

Service Name Specify the name by which OBR connects to the Oracle instance.
This option appears only if OM on Oracle RAC is selected.

ORA file name The *.ora configuration file that defines database addresses for
establishing connections. Manually copy this file from the data source
system to the {PMDB_HOME }/config folder in the OBR system. This
option appears only if OM on Oracle RAC is selected.

Database type The type of database engine that is used to create the OM database.
User name Name of the database user.
Password Password of the database user.
Collection Station This option is used for a collector installed on a remote system.
4. Click OK.

5. Select the host name and then click Test Connection to test the connection.

6. Click Save to save the changes. A Saved Successfully message appears in the Information
message panel.

You can select the host name and click Edit to modify a specific OM data source connection.

7. To change the OM data collection schedule for one or more hosts, in the Schedule Frequency
column, specify a collection time between 1 and 24 hours in the Hrs box.

8. Click Save to save the changes. A Saved Successfully message appears in the Information
message panel.

For more information about creating or configuring Operations Manager data source connections, see
the Operations Bridge Reporter Online help for Administrators.
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Configuring the SiteScope Data Source

You can use the SiteScope page to configure a SiteScope data source, which collects data from
SiteScope in your environment. Using this page, you can enable or disable data collection and add or
delete SiteScope data sources according to your requirements.

You can also use this page to discover the host name of SiteScope Server. Click Discover Data
Source to list the host name of SiteScope servers.

If you have configured the RTSM topology source, Discover Data Source discovers all the associated
SiteScope servers. Also, you must have deployed the SiteScopeProfileView.zip from the location
{PMDB_HOME }\packages\SystemManagement\ETL_SystemManagement_SiS_API.ap/source/cmdb_

views.

Site Scope ?

Site Scope Data Source

Host name Enable Collection Connection Status Collection Status

SiteScope data source not configured

If you have enabled SSL for SiteScope, perform the steps mentioned in "SiteScope with SSL enabled"
on page 113.

To create a new SiteScope data source connection, follow these steps:

1. Inthe Administration Console, click Data Source Configuration > SiteScope. The
SiteScope page appears.

2. Click Create New. The Connection Parameters dialog box appears.

3. Inthe Connection Parameters dialog box, type the following values:
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Connection Parameters

Cannection Settings
Host name™

Port* 0

O Use SSL

User name*®
Password*

Collection Station local ~

General Data Integration Setfings

Create Integration

Integration name™ SHRSISIntegrafion
Encoding UTF-8
Init String®

O Use SSL

Reporting interval (seconds) 60 —_ +
Request timeout (seconds) 120 —_ +
Connection timeout (seconds) 120 — 4+
Number of refries 3 —_ +
D Authentication when requested
Authentication user name shrtest

Authentication password

Proxy address

Proxy user name

Proxy password

Create tag
Tag name SHRSISIntegrationTag

* Indicates Mandatory Fields

“ Test Connection
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Field
Connection Settings
Host name

Port

Use SSL

User name
Password

Collection Station

Description

IP address or FQDN of the SiteScope server.
Port number to query the SiteScope server.

Note: The port number 8080 is the default port to connect to
SiteScope server.

(Optional). If selected, you must enable the SiteScope server to
support communication over Secure Sockets Layer (SSL).

If you have enabled SSL for SiteScope, perform the steps mentioned
in "SiteScope with SSL enabled" on the next page.

Name of the SiteScope user.
Password of the SiteScope user.

The collector to which the data source should be assigned to for the
collection.

General Data Integration Settings:
These settings create a generic data integration between the SiteScope server and the OBR
server. After the connection is successful, SiteScope servers push data to the OBR server.

Also, you must create a tag in OBR that you must manually apply to the SiteScope monitors
that you want to report on. For more information on applying the tag, see documentation for

SiteScope.

Create Integration

Integration name

Encoding

Init String

Use SSL

Check box to create integration between the SiteScope server and the
OBR server.

Enter the name of the integration.

| Note: You cannot change it later.

The encoding type for communication between OBR and SiteScope.
Shared key used to establish a connection to SiteScope server.

Note: To obtain the Init String, log on to SiteScope server with
your credentials and click on General Preferences > LW SSO.

(Optional). If selected, you must enable the SiteScope server to
support communication over Secure Sockets Layer (SSL).

If you have enabled SSL for SiteScope, perform the steps mentioned
in "SiteScope with SSL enabled" on the next page.
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Reporting interval
(seconds)

Request timeout
(seconds)

Connection timeout
(seconds)

Number of retries

Authentication when
requested

Authentication user
name

Chapter 6: Data Source Configuration

For OBR to obtain the data from SiteScope in HTTPs mode, perform
the steps "Configuring OBR server to get data from SiteScope in
HTTPs mode" on the next page, after completing the Sitescope data
source configuration.

Frequency at which SiteScope pushes data to OBR.

The time to wait before the connection times out. To configure infinite
timeout, set it as 0.

Timeout until connection is reestablished. Value of zero (0) means
timeout is not used.

Number of retries that SiteScope server attempts during connection
error with OBR.

(Optional). If selected, authentication is performed using the Web
server user name and password.

If OBR is configured to use basic authentication, specify the user
name to access the server.

Authentication
password

If OBR is configured to use basic authentication, specify the

password to access the server.
Proxy address If proxy is enabled on SiteScope, enter the proxy address.
Proxy user name Enter user name of the proxy server.

Proxy password Enter password of the proxy server.

Create tag Select it to create a tag for the SiteScope monitors that you must
manually apply to monitors or groups from the SiteScope server.
Tag name User defined name of the tag.
4. Click OK.
5. Click Save.

A Saved Successfully message appears in the Information message panel.

Data collection for the newly created SiteScope data source connection is enabled by default. In
addition, the collection frequency is scheduled for every 15 minutes.

For more information about SiteScope data source page, see the Operations Bridge Reporter Online
help for Administrators.

SiteScope with SSL enabled

If you have enabled SSL for SiteScope, perform these steps:
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a M w0 b

Copy the certificate from Sitescope server to OBR server {PMDB_HOME }/config folder.
Rename the certificate extension with . pem.

Perform the steps "Configuring the SiteScope Data Source" on page 110.

Go to the location {PMDB_HOME }/stores and verify if cacert. jks file is created.

Run the command keytool -v -list -keystore {PMDB_HOME}/stores/cacerts.JKS to verify
the certificate.

Note: The password is changeit.

The certificate should display the parameter Owner: CN=<Sitescope Server name>.

Configuring OBR server to get data from SiteScope in HTTPs mode

Perform these steps to configure the OBR server to get the data from Sistescope serverin HTTPs

mode after "Configuring the SiteScope Data Source" on page 110:

1.
2.

From the location {PMDB_HOME}/config, open the file collection.properties.
Edit the following parameter values from false to true:
sis.gdi.http.server.use.ssl=true

sis.https.server.enable=true

Also, change the following parameter from true to false:
sis.http.server.enable=false

On the OBR Collector system, run the following command to export the OBR Collector CA
certificate from keystore:

ovcert -exporttrusted -file <filename> -ovrg server

Copy the exported CA certificate to the SiteScope server.

On the SiteScope server, log on to the SiteScope user interface, click Preferences > Certificate
Management and click Import Certificates button. Select File or Host, and enter the details of
the source server.

From the Loaded Certificates table, select the server certificates to import and click Import. The
imported certificates are listed on the Certificate Management page.

On the OBR server, restart the HPE_PMDB_Platform _Collection service.
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Configuring the Generic Data Source

This page allows you to configure connections to generic databases that use Vertica, Oracle, Sybase
IQ or SQL Server as the database system.

If you have installed “Network Performance” Content Pack, you must configure OBR to collect network
performance data from NPS data base which is integrated with NNMi. OBR collects performance data
of only ‘Switches and Routers’ devices from NPS source. Using the Generic Database page in the
Administration Console, you can configure OBR to collect the required data from the NPS.

Sybase 1Q as Data Source

If Sybase 1Q is the database in your system, you have to manually copy the jconn4. jar file to the
OBR system and then continue with the generic database configuration.

To copy the jconn4. jar file, follow these steps:

1. Copy the jconn4. jar from %SYBASE%/jConnect-7_0/classes (On Windows) and
$SYBASE\jConnect-7_0\classes (On Linux) on Sybase |Q server to $PMDB_HOME/1ib directory
on OBR system.

2. Restart the collection service.

Note: If the Generic DB is configured to collect from Remote Collector, you have to manually
copy the jconn4. jar file to the Collector system and then continue with the generic database
configuration.

To copy the jconn4. jar file, follow these steps:

1. Copy the jconn4.jar from %SYBASE%/jConnect-7_0/classes (On Windows) and
$SYBASE\jConnect-7_0\classes (On Linux)on Sybase |IQ server to $PMDB_HOME/1ib
directory on Collector system.

2. Restart the collection service.

Configure Generic Data Source

To configure the generic database, follow these steps:
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Generic Database ?

Host name Enable Collection Schedule Frequency Connection Status Collection Status

1. Inthe Administration Console, click Data Source Configuration > Generic Database. The
Generic Database page appears.

2. Click Create New to create the NPS data source connection. The Connection Parameters
dialog box appears.

3. Specify or type the following values in the Connection Parameters dialog box:

Field Description
Host name Address (IP or FQDN) of the NPS database server.
Port Port number to query the NPS database server.
TimeZone The time zone in which the database instance is configured.

Note: You must select the same time zone for the database as
the time zone of the data collected from data sources. They
cannot be in different time zones.

Database type The type of database engine that is used to create the NPS
database.
Domain Select the domain(s) for which you want OBR to collect data from

the selected database type.

URL The URL of the database instance.

User name Name of the NPS database user.

Password Password of the NPS database user.

Collection Station The collector to which the data source should be assigned to for the
collection.

The Domain name Network _Core appears for selection only after the installation of NetworkPerf_
ETL_PerfiSPI_RTSM or NetworkPerf_ETL_PerfiSPI_NonRTSM.

4. Click OK.

5. Click Test Connection to test the connection.
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6. Click Save to save the changes. A Saved Successfully message appears in the Information
message panel.

7. To change the data collection schedule for one or more hosts, in the Schedule Frequency
column, specify a collection time between 1 and 24 hours in the Hrs box.

8. Click Save to save the changes. A Saved Successfully message appears in the Information

message panel.

Data collection for all the newly created data source connections is enabled by default. For more
information about configuring network data source connections, see the Operations Bridge Reporter
Online help for Administrators.

Note: Sybase |Q as Data Source

If you have configured Sybase 1Q as your data source and collection is not happening when
network data source is configured, follow these steps:

1. Copy the jconn4. jar from %SYBASE%/jConnect-7_0/classes (On Windows) and
$SYBASE\jConnect-7_0\classes (On Linux) on Sybase |Q server to $PMDB_HOME/1ib
directory on OBR system.

2. Restart the collection service.

Configuring the VMware vCenter Data Source

You can configure VMware vCenter as the data collection source to collect virtualization metrics.

To configure VMware vCenter, follow these steps:
1. Inthe Administration Console, click Data Source Configuration > VMware vCenter. The
VMware vCenter Data Source page appears.
2. Click Create New to create the connection. The Connection Parameters dialog box appears.

3. Inthe Connection Parameters dialog box, type the following values:

Field Description
Host name IP address or FQDN of the VMware vCenter application server.
User name Name of the VMware vCenter application user.
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Field Description
Password Password of the VMware vCenter application user.
Collection Station To specify whether it is a Local / Remote Collector.

Note: You can configure additional VMware vCenter data sources using step 2 on page 109
for each VMware vCenter connection that you wish to create.

. To change the VMware vCenter data collection schedule for one or more hosts, in the Schedule
Frequency column, specify a collection time between 5 and 60 minutes in the Mins box.

Click Save to save the changes. A Saved Successfully message appears in the Information

message panel.

6. Inthe VMware vCenter server, grant the user the following permissions:

o Set the datastore permission to Browse Datastore.

o Set the datastore permission to Low Level File Operations.

o Set the sessions permission to Validate session.

7. Inthe VMware vCenter server, set the Statistics Level:

a.

b.

In the vSphere Client, click Administration > vCenter Server Settings.

In the vCenter Server Settings window, click Statistics. The Statistics Interval page is
displayed. This page displays the time interval after which the vCenter Server statistics will
be saved, the time duration for which the statistics will be saved and the statistics level.

Click Edit.

In the Edit Statistics Interval window, set the Statistics Interval from the drop-down list. For
the statistics level that you select, the Edit Statistics Interval window appears. This displays
the type of statistics which will be collected for that level. You must set the minimum statistic
level as 2.

For more information about configuring VMware vCenter data source connections, see the Operations
Bridge Reporter Online help for Administrators.

Configuring the Operations Agent Data Source

If you configure OM or RTSM as the topology source, you do not have to create new Operations Agent
data source connections. Because, by default, all the nodes on which Operations Agent is installed are
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automatically discovered when the topology information is collected. These data sources or nodes are
listed in the Operations Agent Data Source page of the Administration Console.

To view the list of Operations Agent data sources, follow these steps:

1. Inthe Administration Console, click Data Source Configuration > Operations Agent. The
Operations Agent page appears.

2. Toview detailed information about the Operations Agent data sources, click the ETL Content
Pack component name or the number in the Host collection status summary table. The Hosts:
table appears.

3. Tochange the data collection schedule for a host, specify a polling time between 1 and 24 hours in
the Collection Frequency column.

For one or more hosts, select host(s) and click Edit Group, specify a polling time between 1 and
24 hours in the Collection frequency column. Click Save.

4. Click Save to save the changes. A Saved Successfully message appears in the Information
message panel.

For more information about configuring Operations Agent data source connections, see the Operations
Bridge Reporter Online help for Administrators.

Configuring the Management and Profile Database

Data Source

You can configure OBR to collect data from the following Business Service Management data
repositories:

« Management database: The Management database stores system-wide and management-related
metadata for the Business Service Management environment.

« Profile database: The Profile database stores raw and aggregated measurement data obtained
from the Business Service Management data collectors. The Profile database also stores
measurements collected through OM, OMi, BPM, RUM, and Service Health.

In your BSM deployment, you might have to set up multiple Profile databases for scaling because one
database might not be enough to store all the data. You may also require multiple Profile database to
store critical and non-critical data. The information on different Profile databases deployed in your
environment is stored in the Management database.

HPE Operations Bridge Reporter (10.21) Page 119 of 282



Configuration Guide
Chapter 6: Data Source Configuration

Before you configure the multiple Profile database connections, you also need to configure the
Management database on the BSM/APM/OMi page.

To configure a new Management Database, follow these steps:

1. Inthe Administration Console, click Data Source Configuration > BSM/APM/OMi >
Management Database.

Note: To discover Profile or Operations database in OBR system, you must copy the
seed.properties and encryption.properties files from BSM/OMi server to OBR system.
For more information, see "Discover Profile or Operations Database" on page 170.

BSM/APM/OMi ?

Management Database  Profile Database  OMi

Management Database
Create New

Host name Data Source Connection Status Collection Status

2. Click Create New. The Connection Parameters dialog box appears.
3. Based on the topology source, select Data Source as BSM or OMi.

4. Enter appropriate values in the fields of Connection Parameters dialog box:

Field Description

o BSM Select the data source from the options
o OMi

Database in Oracle RAC | Enable this option to select the Database in Oracle RAC.

Enable TLS Enable JDBC connection over TLS. This option is displayed when
Database type selected is ORACLE.

Host name IP address or FQDN of the Management Database server.

Not displayed when Database in Oracle RAC is selected.

Port Port number to query the Management Database server.

Not displayed when Database in Oracle RAC is selected.

Database instance System Identifier (SID) of the Management Database instance.
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Field Description
Not displayed when Database in Oracle RAC is selected.

Note: Forinformation about the database host name, port
number, and SID, contact your Business
Service Management administrator.

Database type The type of database engine that is used to create the
Management Database. It can either be Oracle or MSSQL.

Windows Authentication | If you have selected MSSQL as the database type, you have the
option to enable Windows authentication for MSSQL, that is, the
user can use the same credentials to access SQL Server as that of
the Windows system hosting the database.

Database name Name of the database. This field appears only if MSSQL is
selected as the database type.

User name Name of the Management Database user, which was specified in
the BSM Configuration Wizard when setting up the Management
Database.

Note: If the Windows Authentication option is selected, this
field is disabled.

Password Password of the Management Database user.

Note: If the Windows Authentication option is selected, this
field is disabled.

Collection Station This option is used for a collector installed on a remote system.
Database in Oracle RAC selected:

Service name Name of the service. This option appears only if Database in
Oracle RAC is selected.

ORA file name The ORA file that contains connection information to the Oracle
Real Application Cluster. This option appears only if Database in
Oracle RAC is selected.

Database type The type of database engine that is used to create the
Management Database.

User name Name of the Management Database user, which was specified in
the BSM Configuration Wizard when setting up the Management
Database.
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Field Description
Password Password of the Management Database user.
Collection Station This option is used for a collector installed on a remote system.

Enable TLS selected

Truststore Path Full path to the truststore path. This option is displayed when
Enable TLS is selected.

Tip: Itis recommended to have a common trust store file.

Truststore Password The password to access the truststore. This option is displayed
when Enable TLS is selected.

Service name Name of the service. This option appears only if Database in
Oracle RAC is selected.

ORA file name The ORA file that contains connection information to the Oracle
Real Application Cluster. This option appears only if Database in
Oracle RAC is selected.

Database type The type of database engine that is used to create the
Management Database.

User name Name of the Management Database user, which was specified in
the BSM Configuration Wizard when setting up the Management
Database.

Password Password of the Management Database user.

Collection Station If you installed collectors on remote systems, you can choose

either the local collector or a remote collector.

To configure a remote collector with this topology source, select
one of the available remote systems in the drop down list.

To use the collector that was installed by default on the OBR
system, select local.

5. Click OK.
6. Click Test Connection to test the connection.

7. Click Discover Database to automatically discover corresponding Profile database(s).

Note: If management database and profile database are on the same system as the BSM
system (local database), clicking Discover Database will automatically discover the
corresponding Profile database. If the databases are on different systems (remote database),
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you have to manually configure the Profile database using the Profile Database tab. You
have to manually provide configuration details with user name and password for each profile
database.

Note: After you configure management database with Database in Oracle RAC option
selected and the Test Connection is successful, clicking Discovery Database does not
automatically discover the corresponding Profile database(s). You have to manually configure
the profile database using the Profile Database tab. You have to manually provide
configuration details with user name and password for each profile database.

8. Click Save to save the changes. A Saved Successfully message appears in the Information
message pane.

To configure a new Profile database, follow these steps:

1. Inthe Administration Console, click Data Source Configuration > BSM/APM/OMi > Profile
Database.

BSM/APM/OMi ?

Management Database Profile Database OMi

Profile Database

Host name Enable Collection Schedule Frequency(Hrs.) Connection Status Collection Status

BSM Profile Database not configured

2. Click Create New. The Connection Parameters dialog box appears.

3. Type the following values in the Connection Parameters dialog box:

Field Description
Database in Oracle Enable this option to select the Database in Oracle RAC.
RAC
Enable TLS Enable JDBC connection over TLS.
Host name IP address or FQDN of the Profile Database server.
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Field Description
Not displayed when Database in Oracle RAC is selected.

Port Port number to query the Profile Database server.

Not displayed when Database in Oracle RAC is selected.

Database instance System Identifier (SID) of the Profile Database instance.

Not displayed when Database in Oracle RAC is selected.
Note: Forinformation about the database host name, port

number, and SID, contact your Business Service Management
administrator.

Database type The type of database engine that is used to create the Profile
Database. It can either be Oracle, MSSQL, or PostgreSQL.

Management Links Profile Database to the Management Database. If you collect

Database data from only SiteScope, no Management Database needs to be
selected.

Domains Select the domains for which you want to enable data collection.

Note: You must select the domains from which you want to
enable data collection. If you have skipped topology configuration
during post-install configuration and installed the content packs,
you must return here to select from among the following domains
to enable data collection.

o Operations Manager
o OMi

o RUM

o BPM

e}

Service Health

Windows If you have selected MSSQL as the database type, you have the

Authentication option to enable Windows authentication for MSSQL, that is, the user
can use the same credentials to access SQL Server as that of the
Windows system hosting the database.

Database name Name of the database. This field appears only if MSSQL is selected
as the database type.

User name Name of the Profile Database user, which was specified in the BSM
Configuration Wizard when setting up the Profile Database.
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Field

Password

Collection Station

Description

Note: If the Windows Authentication option is selected, this field
is disabled.

Password of the Profile Database user, which was specified in the
BSM Configuration Wizard when setting up the Profile Database.

Note: If the Windows Authentication option is selected, this field
is disabled.

This option is used for a collector installed on a remote system.

Database in Oracle RAC selected:

Service name

ORA file name

Database type

Management
Database

Domains

User name

Password

Name of the service. This option appears only if Database in Oracle
RAC is selected.

The ORA file that contains connection information to the Oracle Real
Application Cluster. This option appears only if Database in Oracle
RAC is selected.

The type of database engine that is used to create the Profile
Database.

Links Profile Database to the Management Database. If you collect
data from only SiteScope, no Management Database needs to be
selected.

Select the domains for which you want to enable data collection.

Note: You must select the domains from which you want to
enable data collection. If you have skipped topology configuration
during post-install configuration and installed the content packs,
you must return here to select from among the following domains
to enable data collection.

o Operations Manager
o OMi

o RUM

o BPM

o Service Health

Name of the Profile Database user, which was specified in the BSM
Configuration Wizard when setting up the Profile Database.

Password of the Profile Database user, which was specified in the
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Field Description
BSM Configuration Wizard when setting up the Profile Database.
Collection Station This option is used for a collector installed on a remote system.
Enable TLS selected:

Truststore Path Full path to the truststore path. This option is displayed when
Enable TLS is selected.

Tip: Itis recommended to have a common trust store file.

Truststore Password The password to access the truststore. This option is displayed when
Enable TLS is selected.

Service name Name of the service. This option appears only if Database in Oracle
RAC is selected.

ORA file name The ORA file that contains connection information to the Oracle Real
Application Cluster. This option appears only if Database in Oracle
RAC is selected.

Database type The type of database engine that is used to create the Profile
Database.

Management Links Profile Database to the Management Database. If you collect

Database data from only SiteScope, no Management Database needs to be
selected.

Domains Select the domains for which you want to enable data collection.

Note: You must select the domains from which you want to
enable data collection. If you have skipped topology configuration
during post-install configuration and installed the content packs,
you must return here to select from among the following domains
to enable data collection.

o Operations Manager
o OMi

o RUM

o BPM

o Service Health

User name Name of the Profile Database user, which was specified in the BSM
Configuration Wizard when setting up the Profile Database.

Password Password of the Profile Database user, which was specified in the
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Field Description
BSM Configuration Wizard when setting up the Profile Database.

Collection Station This option is used for a collector installed on a remote system.

4. Click OK.

5. Click Test Connection to test the connection.

6. Click Save to save the changes made on this page. A Saved Successfully message appears in
the Information message pane.

After you save the newly created Management database connection, OBR (local collector or remote
collector) retrieves the Profile database information from the Management database data source and
lists all the existing Profile database data sources under the Profile Database section of the page.

Data collection for the Profile database data source is enabled by default. In addition, the collection
frequency is scheduled for every one hour.

In case of a Remote Collector, the collection station has to be selected from the Database type drop
down box provided in the Profile Database section of the page.

For more information about configuring Profile database data source connections, see the Operations
Bridge Reporter Online help for Administrators.

Enable KPI Data Collection for Service Health Cls

KPIs are high-level indicators of a Cl’s performance and availability. The KPI data pertaining to certain
logical Service Health Cls, such as Business Service, Business Application, Business Process, and
Host, are logged by default in the Profile database. OBR collects this data from the database for
reporting.

However, the KPI data for other Cl types are not automatically logged in the Profile database. To
enable the logging of the KPI data for these Cl types, you must configure the Cls in the BSM. For more
information, see the Persistent Data and Historical Data section of the Business Service Management
- Using Service Health guide. This guide is available for the product, Application Performance
Management (BAC), at the following URL:

https://softwaresupport.hpe.com/
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Configuring the OMi Data Source

If you install the OMi Content Pack, you must configure the OMi database connection for data
collection. You can configure OBR to collect data from the following OMi data repositories:

« Events database: The events database stores data obtained from OMi (9.x versions) data source.

« Operations database: The operations database stores data obtained from OMi10 (and later
versions) data source.

Note: Before you create a new OMi data source connection, make sure that a data source
connection for the Management database exists on the Management DB / Profile DB page, see
"Configuring the Management and Profile Database Data Source" on page 119. This data
connection is required to retrieve Assigned User/Group information for OMi, which is stored in the
Management database.

If you have one or more OMi setups in your environment, you must configure the OMi data source that
belongs to the BSM RTSM that was configured as the topology source.

BSM/APM/OMi ?

Management Database  Profile Database OMi

Host name Enable Collection Schedule Frequency(Hrs.) Data Source Connection Status Collection Status

OMi data source not configured

To configure the OMi data source connections, follow these steps:

1. Inthe Administration Console, click Data Source Configuration > BSM/APM/OMi > OMi.

2. Click Create New to create a new OMi data source connection. The Connection Parameters

dialog box appears.

3. Specify or type the following values in the Connection Parameters dialog box:

Field Description

Event Select your data source.
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Field
Operations

Database in Oracle
RAC
Enable TLS

Host name

Port

Database instance

Database type

Management
Database

Windows
Authentication

Database name

User name

Password

Description

Enable this option to select the Database in Oracle RAC.

Enable JDBC connection over TLS. This option is displayed when
Database type selected is ORACLE.

IP address or FQDN of the Management Database server.

Not displayed when Database in Oracle RAC is selected.

Port number to query the Management Database server.

Not displayed when Database in Oracle RAC is selected.

System Identifier (SID) of the Management Database instance.

Not displayed when Database in Oracle RAC is selected.

Note: Forinformation about the database host name, port
number, and SID, contact your Business Service Management
administrator.

The type of database engine that is used to create the Management
Database. It can either be Oracle or MSSQL.

Links Profile Database to the Management Database. If you collect
data from only SiteScope, no Management Database needs to be
selected.

If you have selected MSSQL as the database type, you have the
option to enable Windows authentication for MSSQL, that is, the user
can use the same credentials to access SQL Server as that of the
Windows system hosting the database.

Name of the database. This field appears only if MSSQL is selected
as the database type.

Name of the OMi Database user, which was specified in the BSM
Configuration Wizard when setting up the Profile Database.

Note: If the Windows Authentication option is selected, this field
is disabled.

Password of the OMi Database user, which was specified in the BSM
Configuration Wizard when setting up the Profile Database.

I Note: If the Windows Authentication option is selected, this field
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Description
is disabled.

This option is used for a collector installed on a remote system.

Database in Oracle RAC selected:

Service name

ORA file name

Database type
Management
Database
User name

Password

Collection Station

Enable TLS selected:

Truststore Path

Truststore Password

Service name

ORA file name

Database type

Management
Database

User name

HPE Operations Bridge Reporter (10.21)

Name of the service. This option appears only if Database in Oracle
RAC is selected.

The ORA file that contains connection information to the Oracle Real
Application Cluster. This option appears only if Database in Oracle
RAC is selected.

The type of database engine that is used to create the Database.

Links Profile Database to the Management Database.

Name of the OMi Database user, which was specified in the BSM
Configuration Wizard.

Password of the OMi Database user, which was specified in the BSM
Configuration Wizard.

This option is used for a collector installed on a remote system.

Full path to the truststore path. This option is displayed when
Enable TLS is selected.

The password to access the truststore. This option is displayed when
Enable TLS is selected.

Name of the service. This option appears only if Database in Oracle
RAC is selected.

The ORA file that contains connection information to the Oracle Real
Application Cluster. This option appears only if Database in Oracle
RAC is selected.

The type of database engine that is used to create the Database.

Links Profile Database to the Management Database.

Name of the OMi Database user, which was specified in the BSM
Configuration Wizard.
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Field Description

Password Password of the OMi Database user, which was specified in the BSM
Configuration Wizard.

Collection Station This option is used for a collector installed on a remote system.
4. Click OK.

Note: You can create only one OMi data source connection. After the connection is created,
the Create New button is disabled by default. Make sure that you type in the correct values.
5. Click Test Connection to test the connection.

6. Click Save to save the changes. A Saved Successfully message appears in the Information
message panel.

7. Tochange the OMi data collection schedule for one or more hosts, in the Schedule Frequency
column, specify a collection time between 1 and 24 hours in the Hrs box.

8. Click Save to save the changes. A Saved Successfully message appears in the Information
message panel.

For more information about configuring OMi data source connections, see the Operations Bridge
Reporter Online help for Administrators.
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This page displays status of Content Pack Component Installation, and Data Source Configuration.
Based on the status you can decide to install the remaining Content Pack or configure the data

sources.

The following image shows the pending configurations based on the data source selected. Click on the
links provided in the console to complete the pending configurations.

Operations Bridge Reporter Pending Configuration A User : adminisirator Logout
Dashboard Pending Configuration ?
Data Source Selection Wizard
Content Pack Deployment
In Progress

Content Pack Deployment

Based on fhe selections via the Data source selection wizard, there are confent packs pending deployment Navigate to Confent Pack Deployment page for deploying required set of content,

Data Source Configuration

Data Source Configuration
In Progress
Additional Configurations

Proceed to listed data source configuration pages to complete the necessary configuratiens for enabling data collection and reporting

Internal Monitoring Generic Database

SiteScope

VMware vCenter

HP Operations Manager
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Administration

This section provides information and procedures to configure and administer OBR. This section helps
you to configure Operation Agent for data collection in secure mode, report drill feature, set up internal
alters, certificates, create keystore file using keytool, Vertica cluster, external Vertica, and logon

banner.

HPE Operations Bridge Reporter (10.21) Page 133 of 282



Chapter 8: Configuring the Operations Agent
for Data Collection in Secure Mode

The Operations Agent supports HTTP 1.1-based communications interface for data access between

client and server applications. However, you can also configure data collection from Operations Agent-
managed nodes via the secure (HTTPS) mode. Because HTTPS communication is certificate-based,
certificates must be installed on the OBR system and on the managed nodes. The OBR system acts

as a certificate client and the certificate server (certificate authority) is provided by the OM.

If the SSL_SECURITY is enabled in agents, then the collection from the agent to OBR fails with No
trusted certificate found error. The collection happens only with HTTPS protocol and proper

certificates installed. To get data, the certificates from certificate server corresponding to the agent(s)
should be installed on OBR system or on the remote collector.

To check if the SSL_SECURITY is enabled, run the following command:

ovconfget

If SSL_ SECURITY is set to ALL or REMOTE then it is enabled.

To install certificates from the server to OBR or remote collector, follow these steps:

Task 1: Configuration on OBR system

1.

2.

Log on to OBR machine.

To list the installed certificate on OBR machine, run the following command:

ovcert -list

To delete the certificate on OBR machine, run the following command:

ovcert -remove <certificate no>

where, certificate nois the certificate alias number.

EnterY in the following prompt to remove the certificate. A status message is displayed.
To change the certificate server to OM server, run the following command:

ovconfchg -ns sec.cm.client -set CERTIFICATE_SERVER <OM_SERVER>

where, <OM_SERVER> is the name of the OM system

or
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Run the following command and change the certificate server values manually:
ovconfchg -edit
6. Torequest for certificate, run the following command:
ovcert -certreq
7. Logonto OM system and run the following command to list the certificate:
ovcm -listpending -1
8. Run the following command to get the certificate ID corresponding to OBR machine:
ovcm -grant <certificate ID> -host <obr_hostname>
where, <certificate ID> is the certificate ID corresponding to OBR system
<obr_hostname> is the name of the OBR system
9. Run the following commands to verify that the certificates are installed properly:
ovcert -list
ovcert -check
10. Run the following command on the OBR system:
ovcert -exporttrusted -file <filename> -ovrg server
11. Run the following command on the OBR system:
ovcert -importtrusted -file <filename>
where, <filename> is the name of the file mentioned in the above step.

12. Run the following command to trust the OM server keystore and import the certificate to the OBR
local keystore:

ovcert -trust <OM_SERVER> -ovrg server
where, <OM_SERVER> is the name of the OM server
13. Run the following command to restart the ovc:

ovc - restart

The collection happens from the agents that are enabled, that is, where SSL_ SECURITY is set to ALL
or REMOTE.

Note: If you are configuring HTTPS for new remote collector, perform the following "Task 2a:
Configuring HTTPS on new remote collector" on the next page. If you are configuring HTTPS for
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already existing remote collector, perform the following "Task 2b: Configuring HTTPS on an

existing remote collector " on the next page.

Task 2a: Configuring HTTPS on new remote collector

Perform the following steps once the new remote collector is installed.

1.

10.

Go to %PMDB_HOME%\bin\script (on Windows) and $PMDB_HOME/bin/script (on Linux)and run
the following command to configure the poller with OM server:

perl configurePoller.pl <OM_Server>

Ensure that you have added the new remote collector in OM server and the certificate request is
accepted.

Run the following commands on the remote collector to verify that the certificates are installed
properly:

ovcert -list
ovcert -check
Log on to OBR system and run the following command:
C:\>ovcert -exporttrusted -file C:\trusted_cert -ovrg server
Copy the certificate file generated in the above step to the new remote collector.
Run the following command on the remote collector to import the trusted certificate file:
ovcert -importtrusted -file C:\trusted_cert
To get the corelD from OBR system, follow these steps:
a. Logonto OBR system and run the following command:

ovcoreid

You have to note the core ID displayed by the above command.

Run the following command on the remote collector and edit the MANAGER and MANAGER _ID
parameters:

ovconfchg -edit

Set the MANAGER parameter to <OBR server name> and MANAGER _ID to the core ID you
noted in the above step.

Restart the ovc.

Log on to the Administration Console. Go to Additional Configurations > Collectors and
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configure the new remote collector.

For information on configuring the new remote collector, see "Task 4: Configuring the Remote
Collectors " on page 41.

Task 2b: Configuring HTTPS on an existing remote collector

1. Run the following commands on the remote collector to check the existing certificate and remove
it:

ovcert -list
ovcert -remove

2. Run the following command to change the certificate server from OBR Server to OM Server:
ovconfchg -ns sec.cm.client -set CERTIFICATE_SERVER <OM_SERVER>
where, <OM_SERVER> is the name of the OM system
or
Run the following command and change the certificate server values manually:
ovconfchg -edit

3. Torequest for certificate, run the following command:
ovcert -certreq

4. Logonto OM system and run the following command to list the certificate:
ovcm -listpending -1

5. Run the following command to get the certificate ID corresponding to remote collector :
ovcm -grant <certificate ID> -host <Remotecollector_hostname>
where, <certificate ID> is the certificate ID corresponding to OBR system
<Remotecol lector_hostname> is the host name of remote collector

6. Run the following commands on remote collector to verify that the certificates are installed
properly:

ovcert -list
ovcert -check
7. Logonto OBR system and run the following command:

ovcert -exporttrusted -file <file_name> -ovrg server
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where, <file_name> is the trusted certificate file name
8. Copy the certificate file generated in the above step to the remote collector.
9. Run the following command on the remote collector to import the trusted certificate file:
ovcert -importtrusted -file <file_name>
where, <file_name> is the trusted certificate file name exported in the Step 7.
10. Log on to the Administration Console.

11. To verify that proper collection is happening, go to Additional Configurations > Collectors and
click Test and then click Save.
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OBR includes the SAP BusinessObjects Bl launch pad portal that enables you to view the generated
reports. SAP BusinessObjects Bl launch pad provides a Drill feature that you can use to view

information at a daily, monthly, and yearly level. However, when drilling up or down within a report,

sections of the report might not display the relevant data for the specified level. This is because the

report blocks lose the synchronization between the Drill options in the report. To ensure that the reports
display the correct data, you need to re-establish the synchronization by configuring the SAP

BusinessObjects Bl launch pad Preference settings.

1.

Launch the Administration Console in a web browser using the following URL:
http://<0BR_Server FQDN>:21411/0BRApp

where,<OBR_Server_FQDN> is the fully qualified domain name of the system where OBR is
installed.

The Log on page is displayed.

Enter user name as administrator in the User Name field and password in the Password field.
Click Log On.

The Home page is displayed.

In the Administrator Console, click Additional Configurations > Reporting Platform.

The Reporting Platform page is displayed.

Click Launch Bl launch pad. The SAP BusinessObjects Bl launch pad log on page is displayed.
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—

Hewlett Packard

Enterprise

Bl launch pad

Enter your user information, and click "Log On".
If you are unsure of your account information, contact your system administrator.

System:
User Name:

Password:

Help

Operations Bridge Reporter

shrbat12 6400

|administrator

6. Enteruser name as administrator in the User Name field and password in the Password field.

7. Click Log On. The SAP BusinessObjects Bl launch pad Home page is displayed.

=
Hewle
Enterprise

fone [0

tPackard  Operations Bridge Reporter

o —

Welcome: Administrator | Applications ¥ Preferences  Help menu
+ My Recently Viewed Documents ~ 0 unread messages in My Inbox ~ My Applications
Ne recently viewed documents No unread messages .
) -

My Recently Run Documents

+ 10 or more Unread Alerts

No recently run documents

9 Consolidated Health Watch Caution Event

9 Senvice Categories Watch Caution Event.

9 Enterpriss Nodes Watch Caution Event

59 Web Intelligence Services Watch Caution Event

(8 Connectivity Services Watch Caution Event

8 Analysis Services Watch Caution Event

9 Data Federation Senvics Watch Caution Event

9 Promation Management Services Watch Caution Event
59 Core Services Watch Caution Event

9 0BR Watch Caution Event.

8. Click Preferences. The Preferences page opens.
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Preferences — Administrator

v Preferences Web Intelligence
General View
Change Enterprise Password (@ HTML (no mload required)
Locales and Time Zone © Applet (download required)
() Desktop (Rich Client, Windows only, installation required) (installation required)

Analysis edition for OLAP
() PDF

Modify (creating, editing and analyzing documents):
BI workspaces This is also the interface launched from the Go To list or My Applications shertcut.
Crystal Reports O HTML mioad required)
(@ Applet (
(O Desktop (Rich Client, Windows only, installation required) (installation required
Sellct a default universe:

No default universe [Browse ...

ad required)

When viewing a document:
() Use the document locale to format the data
(@ Use my preferred viewing locale to format the data

Drill options:
[] Prompt when drill requires additional data
[ Synchronize drill on report blocks
[] Hide Dril toolbar on startup
Start drill session:
() On duplicate report
(@) On existing report

Select a priority for saving to MS Excel:
() Prioritize the formatting of the documents
(@ Prioritize easy data processing in Excel

(oo (ot o] o)

9. Click Web Intelligence.

10. Under Drill options, select the Synchronize drill on report blocks option, and Click Save &

Close.

11. Close the web browser.
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The Home page of Administration Console displays the connectivity status, runtime file distribution,
content health summary, collection status and alerts. OBR can be configured to send traps or emails
when there is a failure in OBR system. You can also view the alerts in administration console of OBR.
Alerts are sent when a service stops or when there is a failure in data processing.

The HPE_PMDB_Platform_IA service is responsible for internal alerting. Internal Alerting (IA) is a
supportability tool used to alert when some parts of OBR are non operative. IA also sends alerts for
current status of the services mentioned below. You can receive the following types of alerts from IA:
o Email
o SNMP trap

« Health alerts on Administration Console

Understanding how the Internal Alert rules work

The IA framework reads SHR_Depolyment.conf file first and gets information on the OBR components
that are installed on the system. Based on this information, IA framework loads the corresponding rules
in the individual . rule files in the location {PMDB_HOME }/bin/scripts/perl/InternalAlerting.

For example:
« IflIAis enabled on the system where all the OBR components are installed, then SHRServer_
IA.rule, BO_IA.rule, VerticaIA.rule will beloaded.
o IflAis enabled on the system where the OBR server and SAP BusinessObjects components are

installed, then SHRServer_IA.rule andBO_IA.rule will be loaded.

Following .rule files can be found in the location {PMDB_HOME }
/bin/scripts/perl/InternalAlerting:

e SHRServer_IA.rule

e« BO_IA.rule

o Vertica_IA.rule

e Custom_IA.rule

e RC_IA.rule
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You can check the rules that have been loaded from {PMDB_HOME}/log/IAEngine.log.

The following services are monitored by IA:

1. Collection Configuration

2. Duplicate Dimensions

3. Server Runtime Data on Disk
4. Collector Runtime Data on Disk
5. DataLatency

6. Service Down

7. Connectivity

8. Collector Certificate

9. System Resource

Scheduled Execution

The OBR services are monitored every hour. However, all the other features are monitored at 8:00 AM
local time every day.

Configure Internal Alerting Service

To configure the internal alerting service, follow these steps:

1. Openthe IA Config.prp file in atext editor from %PMDB_HOME%\data (on Windows) or $PMDB
HOME/data (on Linux).

To configure e-mail, follow these steps:

a. Enterthe e-mail ID where you want to receive the alerts in email.to parameter.

b. Enter the domain name of the system where OBR is installed in email.from parameter.
c. Enterthe domain name of the mail server in email.host parameter.

To configure OBR to send SNMP traps to the third party SNMP Trap receiver, follow
these steps:

Note: Copy the hp-shr.mib and hp-nnnmi.mib files from %PMDB_HOME%\config (on
Windows) and $PMDB_HOME/config (on Linux) to the system where SNMP Trap Receiver is
installed. Load these .mib files to the SNMP Trap Receiver.

a. Enterthe IP address of the system where SNMP Trap Receiver is installed in
snmp.TargetHost parameter.
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b. Enter the port number of the system where SNMP Trap Receiver is installed in
snmp.TargetPort parameter.

2. Saveandclose the IA Config.prpfile.

3. Onasystem where OBR is installed, open the command prompt and run the following command
to enable the internal alerting service:

enableIA

4. Restart the HPE_PMDB_Platform_IA service.
You can also view the OBR Health alerts in the Administration Console.

1. Log on to Administration Console. The Dashboard is displayed.

2. Click Health Alerts links to view the internal alerts.

Health Alerts

Qo 0
9.

Health Alerts X

Status Message Time

o Management database server started successfully Feb 10,2017, 2:48:41 PM

Change threshold value for free space of the disk

You will get an alert if the free space falls below 15% of the disk space. If you receive an alert
when the free space falls below 15% of the disk space, reset the threshold value by editing the
im.disk.space.warnLimit (Free Space Threshold) parameterin config.prp located at
{PMDB_HOME}/data/.
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Customizing IA rules

You can create new customized rules in Custom_IA.rule. Do not change or edit SHRServer_IA.rule,
BO_IA.rule, Vertica_IA.rule, RC_IA.rule.

Caution: You must make sure that the custom rules does not consume more resources.
The following image shows a sample rule:

type=Calendar

time=01-23/1 ****

desc=Running ServiceStatus perl script

action=shellcmd perl IA_HOME_PATHServiceStatus.pl -output_file=IAEvent -output_dir=IA_PMDB_PATH

type=Single

ptype=RegExp

pattern=(\$+):STOPPED

desc=If Service stopped it will save the context in Storable module

context=ISERVER_STOPPED_CONTEXT_$1

action=shellcmd echo $1:shellcmd sendemail -s "Service Status Test" -b "Service $1 is down";shellcmd shralert "Service $1 is down"; shellemd sendtrap ServiceStatusTest
args [$1=down];create SERVER_STOPPED_CONTEXT_S1;event SAVE_CONTEXT;

type=Single

plype=RegExp

pattern=(\$+):RUNNING

desc=If Service running it will save the context in $torable module and delete stopped or failed context

context=SERVER_STOPPED_CONTEXT_S1

action=shellcmd echo "HPE_PMDB_Platform ${1} is RUNNING";shellcmd sendemail -s "Service Status Test" -b "Service $1 is up";shellemd shralert "Service $1 is up™; shellcmr
sendtrap ServiceStatusTest -args [$1=up];delete SERVER_STOPPED_CONTEXT_$1;event SAVE_CONTEXT;

Description of the fields used in the sample:

« type: Rule type (Calendar or Single)

« time: Time frequency of running the rule

« ptype: Pattern type (value is case insensitive)
« pattern: Pattern for recognizing input events

« context: context expression

« desc: operation description string

« action: action list

For more information on the fields, see https://simple-evcorr.github.io/man.html.

The sample rule has three parts. The first part is the rule type that runs at the specified time and checks
the service and writes the information in the TAEvent. log file. The part two and three looks for the type
of pattern mentioned in pattern, updates the context accordingly and performs the corresponding
action as mentioned in action field.

In the sample rule, the first part checks for the service status and logs the status in IAEvent. log. Part
two and three will search for a pattern and execute their actions based on the context. The alert
information will be sent as an email as described in the action field.
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Chapter 11: Certificates for OBR

This chapter provides information on Client Authentication certificate for OBR and recommends the
use of SSL.

Use Secure Sockets Layer (SSL) Certificate

The Secure Sockets Layer (SSL) is a networking protocol that manages server authentication, client
authentication and encrypted communication between servers and clients. The SSL secures
communication by encrypting data and provides authentication. Without SSL encryption, the
information that travels over network is vulnerable to attacks, such as Man In The Middle (MITM).
Setting up the SSL certificate to enable secure connection between two systems communicating over
the network is critical.

Note: OBR highly recommends the use of Certificate Authority (CA) signed certificate. To
configure OBR to use the CA signed certificate, see Generating a Certificate Authority Signed
Certificate section in Operations Bridge Reporter Interactive Installation Guide.

OBR does not recommend the use of self-signed certificate when setting up the SSL connection.
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OBR provides certificate based client authentication. OBR verifies the identity by validating the
certificate and authorizes the user using SAP BusinessObjects.

Authentication and Authorization

OBR uses SAP BusinessObjects for authentication and authorization. SAP BusinessObjects user
accounts are managed by SAP BusinessObjects Central Management console. You must be a SAP
BusinessObjects administrator to access OBR Administration console. By default, OBR uses
username/password based authentication mechanism. You can also configure OBR to use client
certificate based authentication by following the steps in "Configuring OBR Administration Console "
for Administration console and "Configuring SAP BusinessObjects Bl Launch Pad" for SAP
BusinessObjects Bl Launch Pad. OBR verifies the identity of the user by validating the certificate and
authorizes the user using SAP BusinessObjects.

Prerequisites of Certificate Based Authentication

Before you configure certificate based authentication ensure that the following prerequisites are met.
Task 1: Create a keystore file containing OBR server certificate and private key

The keystore file is password protected. OBR enables you to configure keystore location and password
using keystorepath and keystorepasswd properties. Keystorepath should be specified in the properties
files in "Task 4: Configuring for Certificate-based Authentication" on page 152 for Administration
Console and "Task 4: Set up the Certificate-based configuration” on page 157 for SAP
BusinessObjects Bl Launch Pad. Keystoretype property enables you to specify the type of the
keystore, supported values are JKS and PKCS12. The certificate alias in the keystore is specified
using the keyalias property as shown in the following table:

Property name Example

Keystorepath \/certs\/serverkeystore. jks (Linux)

C:\\certs\\serverkeystore. jks (Windows)

Keystorepasswd changeit
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Property name Example
Keyalias shserver
Keystoretype JKS

For more information, see Generating a Certificate Authority Signed Certificate in Next Steps section of
Operations Bridge Reporter Interactive Installation Guide.

Task 2: Create a keystore file containing the Certifying Authority (CA) certificates

You must create a keystore file containing the CA certificates trusted by the OBR server. This file is
password protected. OBR enables you to configure truststore by setting the truststorepath,
truststorepasswd, and truststoretype properties to values as shown in the following table. The
truststorepath should be specified in the properties files in "Task 4: Configuring for Certificate-based
Authentication" and "Task 4: Set up the Certificate-based configuration".

Property name Example of values

truststorepath \/certrelated\/Trustkeystore (Linux)

C:\\certrelated\\Trustkeystore (Windows)
truststorepasswd changeit

truststoretype JKS

For more information, see Generating a Certificate Authority Signed Certificate in Next Steps section of
Operations Bridge Reporter Interactive Installation Guide.

Task 3: Determine if certificate revocation check should be enabled

You should set com.sun.net.ssl.checkRevocation to true, to enable certificate revocation check. OBR
supports two methods of checking for revoked certificates.

« Certificate Revocation List (CRL) - A CRL contains information about revoked certificates and is
downloaded from the CA. OBR extracts the CRL distribution point URL from the certificate. You
should set com.sun.security.enableCRLDP to true to enable this check.

« Online Certificate Status Protocol (OSCP)- OSCP is a protocol for checking revocation of a single
certificate using an online service called an OSCP responder. You should set ocsp.enable to true to
enable revocation check using OCSP protocol. OBR extracts the OCSP URL from the certificate
for validating the certificate. If you want to configure a local OCSP responder service, OBR enables
you to configure it using ocsp.responderURL property.

For details on how to enable certificate revocation, CRL and OSCP on OBR Administration Console,
see "Task 4: Configuring for Certificate-based Authentication" in "Configuring OBR Administration
Console"
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For details on how to enable certificate revocation, CRL and OSCP on SAP BusinessObjects
Bl Launch Pad, see "Task 4: Set up the certificate-based configuration" in "Configuring SAP
BusinessObjects Bl Launch Pad".

Task 4: Determine the proxy server address if there is a proxy between the OBR server and
internet

In case of a proxy server, you must set it to enable OBR server to download the CRL. You can
configure the proxy server as:

http.proxyHost set the http proxy Hostname
http.proxyPort set the http proxy Port number
https.proxyHost set the https proxy Hostname
https.proxyPort set the https proxy Port number

For more details, see "Task 4: Configuring for Certificate-based Authentication" in Configuring OBR
Administration Console.

Task 5: Determine the username extraction mechanism

The username extraction mechanism depends on the format of your certificate. The user name
extracted from the certificate should match the user names configured in SAP BusinessObjects. OBR
enables you to extract username using SubjectDN and Subject Alternative Name (SAN) mechanisms.

To configure the username extraction mechanism, set the following properties in server.xml as shown
given in the below table:

Properties Value

field SubjectDN

entry set to CN to indicate CN as the username
or

set to OU to indicate OU as the username

For example,

<Realm className="com.hp.bto.bsmr.SHRSecureAuth.auth.SHRRealm" field="SubjectDN"

entry="CN" Type="" oid="" pattern="" useSubjectDNonMatchFail="true"/>

« To extract username from SubjectDN, set the following values to the properties

The entry property enables you to specify the entry that should be considered as username in
SubjectDN. You can also use a pattern to extract username from SubjectDN instead of using entry
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parameter. To configure a pattern to extract username from SubjectDN, use pattern parameter. For
example, if the pattern is configured as EMAILADDRESS=(.+)@) and if abc@hpe.com is the value
of emailaddress field, then abc is extracted as the username.

« Toextract username from Subject Alternative Name (SAN)

Set the property field to the value SAN. You can configure rcf822Name or otherName part of the
SAN username using the property Type.

To configure rcf822Name, set the value of the property Type to rcf822Name.

To configure otherName set the value of the property Type to otherName and set the value of object
identifier (OID) to OID.

By default, OBR extracts username from CN of SubjectDN.

You can configure OBR to allow a user to log on using smart card only. To enable smart card logon,
you must set the property smartcard.enable to true.

The location of the file server.xml is given in the table below:

For configuring Path

Administrator console $PMDB_HOME/adminserver/conf (for Linux)

%PMDB_HOME%\adminserver\conf (for Windows)

SAP BusinessObjects $PMDB_HOME /BOWebServer/conf (for Linux)

BIL h Pad
auneh Fa %PMDB_HOME?%\BOWebServer\conf (for Windows)

Task 6: Import Certificate and Configure Browser

« Import the certificate that has been issued by the root CA to the OBR server. Import it to your web
browser using the Trusted Root Certificate tab available in the Intemet Explorer. For details, see
the Internet Explorer help.

« Configure your web browser to accept the protocol TLSv1, here v1 indicates the version.

Note: For High Availability, configure both servers.

OBR enables you to configure certificate based authentication for Administration Console and SAP
BusinessObjects Bl Launch Pad.
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Configuring Username Extraction Method

Username extraction can be configured by editing the server.xml file, for details, see Task 5:
Determine the username extraction mechanism.

Configuring OBR Administration Console

Before you proceed, ensure that the post-install configuration of OBR is successful. To configure OBR
Administration Console for Certificate Based Authentication, follow these steps:

Task 1: Configuring trusted authentication

Shared secret is used to establish trusted authentication. You must enter the shared secret in character
format only.

1. Type https://<OBR_Server FQDN>:21412/0BRApp on the browser to log on to the Administration
Console of OBR.

where,<OBR_Server_FQDN> is the fully qualified domain name of the system where OBR is
installed.

2. Goto Additional Configurations > Security > BO Trusted Authentication

Security

LW-S50 BO Trusted Authentfication Logon Banner

BO Trusted Authentication Configuration

B0 () Enabled (@) Disabled
e Mo

Shared Secret

3. Select the Enabled option.
4. Type the Shared Secret.
5. Click Save.
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After successful configuration, the message given below is displayed:

° BO Trusted Authentication Configuration saved successfully!

Task 2: Stop the HPE_PMDB_Platform_Administrator service

« On Windows
To stop the HPE_PMDB_Platform_Administrator service, follow these steps:
a. Click Start > Run. The Run dialog box opens.
b. Type services.msc inthe Open field, and then press Enter. The Services window opens.
¢. Onthe right pane, right-click HPE_PMDB_Platform_Administrator, and then click Stop.
« On Linux
Goto /etc/init.d and run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_

Administration stop

On RHEL 7.x: systemctl stop HPE_PMDB_Platform Administration.service

Task 3: Configuring the config.prp file

In the file config.prp, located at %PMDB_HOME%\data folder (for Windows) and $PMDB_HOME /data (for
Linux) set the given value to the following fields:

Field Value
shr.loginMethod certbased
shr.auth.classes com.hp.bto.bsmr.security.auth.BOTrustedAuthenticator

Task 4: Configuring for Certificate-based Authentication

Specify following parameters in adminserverclientauth.prp file located at $PMDB_HOME/data (for
Linux) and %PMDB_HOME%\data folder (for Windows) . Edit the following fields and set the values
according to the given description:

Field Description

truststorepath Full path of the truststore file, which is to use to validate
client certificates.

truststorepasswd The password to access the trust store.
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Field
truststoretype

keystorepath

keystorepasswd

keystoretype
keyAlias

smartcard.enable

http.proxyHost
http.proxyPort
https.proxyHost
https.proxyPort

com.sun.net.ssl.checkRevocation

com.sun.security.enableCRLDP

crlFile

ocsp.enable

ocsp.responderURL

Description
The type of keystore used for the trust store.

Full path of the keystore file where you have stored the
server certificate to be loaded.

The password used to access the server certificate from the
specified keystore file.

The type of keystore file to be used for the server certificate.
The alias used to for the server certificate in the keystore

Set to true to enable smart card logon and to false to disable
smart card logon.

HTTP proxy Host name.
HTTP proxy Port number.
HTTPS proxy Host name.
HTTPS proxy Port number.

Set it as true for enabling revocation and to false to disable
revocation.

Set it to true to enable CRL revocation, otherwise set it to
false.

Enter the CRL file path.

Set it to true to enable OSCP based revocation, otherwise
set it to false.

Set the OCSP responder URL.

Note: You must set the OSCP based revocation to false, when the CRL based revocation is set

to true and vice versa.

After setting the properties value, do the following:

« On Windows

a. Gotothe %PMDB_HOME%\bin folder.

b. Run the following command:

perl adminserverclientauth.pl -authType clientcert -configFile <config file

Location>
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where <config file Location> indicates the full path of adminsever.prp file
For example, %PMDB_HOME%\data\adminserverclientauth.prp.
o On Linux
a. Goto $PMDB_HOME/bin folder.
b. Run the following command:

perl adminserverclientauth.pl -authType clientcert -configFile <config file

Location>
where <config file Location> indicates the full path of adminsrver.prpfile.

For example, $PMDB_HOME/data/adminserverclientauth.prp

Task 5: Configure Username Extraction

Ensure that CN entry in the SubjectDN field is extracted as username by OBR. Incase you need
different username extraction mechanism, modify the server. xml file as described in Task 5:
Determine the username extraction mechanism.

Task 6: Start the HPE_PMDB_Platform_Administrator service

To start the HPE_PMDB_Platform_Administrator service, follow these steps:

« On Windows
a. Click Start > Run. The Run dialog box opens.
b. Type services.msc inthe Open field, and then press Enter. The Services window opens.
c. Ontheright pane, right-click HPE_PMDB_Platform_Administrator, and then click Start.
« On Linux
Goto /etc/init.d and run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11; service HPE_PMDB_Platform_

Administration start

On RHEL 7.x: systemctl start HPE_PMDB_Platform_Administration.service
Task 7: Verify certificate based authentication

1. Typehttps://<OBR_Server FQDN>:21412/0BRApp on the Web browser to log on to the
Administration Console of OBR.
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where, <OBR_Server_FQDN> is the fully qualified domain name of the system where OBR is
installed.

2. Click LOG ON WITH A DIGITAL CERTIFICATE.

Revert back to Password-based authentication from Certificate-based
authentication

To revert back to Password-based authentication from Certificate-based authentication, follow these
steps:

On Windows:

1. Follow these steps to stop the HPE_PMDB_ Platform_Administrator service.
a. Click Start > Run. The Run dialog box opens.
b. Type services.msc inthe Open field, and then press Enter. The Services window opens.
¢. Onthe right pane, right-click HPE_PMDB_Platform_Administrator, and then click Stop.
2. Gotothe %PMDB_HOME%\bin folder.
3. Run the following command:
perl adminserverclientauth.pl -authType password
4. Edit the following parameters in %PMDB_HOME%\data\config.prp:
shr.loginMethod=default
shr.auth.classes=com.hp.bto.bsmr.security.auth.BOAuthenticator
5. Follow these steps to start the HPE_PMDB_Platform_Administrator service.
a. Click Start > Run. The Run dialog box opens.
b. Type services.msc inthe Open field, and then press Enter. The Services window opens.

c. Onthe right pane, right-click HPE_PMDB_Platform_Administrator, and then click Start.
On Linux:
1. Follow these steps to stop the HPE_PMDB_Platform_Administrator service.

Goto /etc/init.d and run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_
Administration stop
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On RHEL 7.x: systemctl stop HPE_PMDB_Platform_Administration.service

2. Gotothe $PMDB_HOME/bin folder.

3. Run the following command:
perl adminserverclientauth.pl -authType password

4. Edit the following parameters in $PMDB_HOME/data/config.prp:
shr.loginMethod=default
shr.auth.classes=com.hp.bto.bsmr.security.auth.BOAuthenticator

5. Follow these steps to start the HPE_PMDB_Platform_Administrator service.
Goto /etc/init.d and run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_

Administration start

On RHEL 7.x: systemctl start HPE_PMDB_Platform_Administration.service

Configuring SAP BusinessObjects Bl Launch Pad

Note: Inacustom installation of OBR with a remote SAP BusinessObjects system, copy the
SHRTrustedPrinciple. conf file from </nstall_Dir>/PMDB/adminServer/conf to <Install_
Dir>/PMDB/BOWebServer/conf on the system where SAP BusinessObjects is installed.

Task 1: Stop the SAP BusinessObjects WebServer service

Note: Inacustom installation of OBR, perform this tasks on the system where SAP
BusinessObjects is installed.

« On Windows
To stop the SAP BusinessObjects WebServer service:
a. Logonto the host system as administrator.
b. Click Start > Run. The Run dialog box opens.
c. Type services.msc inthe Open field, and then press Enter. The Services window opens.
d. Right-click the Business Object WebServer service and select Stop to stop the service.

e On Linux
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a. Goto $PMDB_HOME/BOWebServer/bin

b. Run the following command:

./shutdown.sh

Task 2: Stop the HPE_PMDB_Platform_Administrator service

o On Windows
To stop the HPE_PMDB_Platform_Administrator service, follow these steps:

a. Click Start > Run. The Run dialog box opens.
b. Type services.msc inthe Open field, and then press Enter. The Services window opens.

c. Ontheright pane, right-click HPE_PMDB_Platform_Administrator, and then click Stop.
e On Linux
Goto /etc/init.d and run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_

Administration stop

On RHEL 7.x: systemctl stop HPE_PMDB_Platform Administration.service

Task 3: Edit the config.prp file

In the file config.prp, located at %PMDB_HOME%\data folder (for Windows) and $PMDB_HOME /data (for

Linux) set the given value to the field.

Field Value

bo.protocol https
Task 4: Set up the Certificate-based configuration

Note: Inacustom installation of OBR, perform this tasks on the system where SAP
BusinessObjects is installed.

Set the following fields in the file BOclientauth.prp, located at $PMDB_HOME /data (for Linux) and %PMDB_
HOME%\data folder (for Windows) to the values as given in the description.

Field Description
truststorepath Full path to the truststore file
truststorepasswd The password to access the trust store
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Field
truststoretype

keystorepath

keystorepasswd

keystoretype
keyAlias

smartcard.enable

http.proxyHost

http.proxyPort

https.proxyHost

https.proxyPort
com.sun.net.ssl.checkRevocation
com.sun.security.enableCRLDP
crlFile

ocsp.enable

ocsp.responderURL

Description
The type of key store used for the trust store

Full path of the keystore file where you have stored the
server certificate to be loaded.

The password used to access the server certificate from the
specified keystore file.

The type of keystore file to be used for the server certificate.
The alias used to for the server certificate in the keystore.

Set it to true for enabling smart card logon or else set it to
false.

HTTP proxy Host name

HTTP proxy Port number

HTTPS proxy Host name

HTTPS proxy Port number

Set it to true to enable revocation or else set it to false.

Set it to true to enable CRL revocation or else set it to false.
Enter the CRL file path.

Set it to true for OSCP based revocation or else set it to
false.

Set the OSCP responder URL.

Note: You must set the OSCP-based revocation to false, when the CRL based revocation is set

to true and vice versa.

After setting the properties, follow these steps:

« On Windows

a. Gotothe %PMDB_HOME%\bin folder.

b. Run the following command:

perl BOclientauth.pl -authType clientcert -configFile <config file location>

where <config file Location> indicates the full path of BOclientauth.prp file.

For example, %PMDB_HOME%\data\BOclientauth.prp

HPE Operations Bridge Reporter (10.21)

Page 158 of 282



Configuration Guide
Chapter 11: Certificates for OBR

e On Linux

a. Gotothe $PMDB_HOME/bin folder.

b. Run the following command:
perl BOclientauth.pl -authType clientcert -configFile <config file location>
where <config file Location> indicates the full path of BOclientauth.prp file.

For example, $PMDB_HOME/data/BOclientauth.prp.
Run the following commands to clean up the work directory folders:

e rm -rf $PMDB_HOME/adminServer/work/Catalina/localhost/*

e rm -rf $PMDB_HOME/BOWebServer/work/Catalina/localhost/
Task 5: Start the SAP BusinessObjects WebServer service

Note: In acustom installation of OBR, perform this tasks on the system where SAP
BusinessObjects is installed.
« On Windows

a. Logontothe host system as administrator.

b. Click Start > Run.

o

Type services.msc in the Open field, and then press Enter. The Services window opens.

o

Right-click the SAP BusinessObjects WebServer service and select Start to start the
service.

o On Linux
a. Gotothe $PMDB_HOME/BOWebServer/bin folder.
b. Runthe command ./startup.sh

Task 6: Start the HPE_PMDB_Platform_Administrator service

o On Windows
To start the HPE_PMDB_Platform_Administrator service, follow these steps:

a. Click Start > Run. The Run dialog box opens.

b. Type services.msc inthe Open field, and then press Enter. The Services window opens.
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c. Onthe right pane, right-click HPE_PMDB_Platform_Administrator, and then click Start.

e On Linux
Goto /etc/init.d and run the following command:
On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_
Administration start

On RHEL 7.x: systemctl start HPE_PMDB_Platform_Administration.service

Task 7: Verify certificate based authentication

1. Type https://<HostName>:8443/BI on the web browser and log on to the Bl launch pad of OBR.

2. Alogon page is displayed. Click Login with Digital Certificate to log on to Bl launch pad with

digital certificate.
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Note: You have to perform the following configuration steps only if you have installed Component
Health and/or Interface Health Content Pack.

The OBR is integrated with NNMi to collect network performance data. The NNMi passes the network
performance data as .csv files to both OBR and Network Performance Server (NPS). The OBR stores
these .csv files from NNMi to data ware house to generate reports.

3 §‘ @

\

C CSVs y CSVs C
OBR NNMi NPS
“1a —la
Reports Reports

Prerequisite

You have to ensure that the following prerequisites are met before you go ahead with the configuration

procedure:

o The NNMiand NPS are installed and configured correctly.

« The HPE_PMDB_Platform_NRT_ETL service is up and running.

Note: The Network Performance Content Pack collects performance data at hourly granular from
NPS source. So executive summary reports display hourly/daily /monthly summarized view of
Network devices collected from NPS. OBR collects performance data of only ‘Switches and

Routers’ devices from NPS source.

The Network Component_Health and Network Interface_Health Content Pack collects network
performance data directly from NNMi. The data collection gives you detailed real time view of
component or interface health in your network. You can view detailed health or utilization reports.
You have to revisit the hardware requirements, if you choose to install these Content Packs.

For more information, see Operations Bridge Reporter Performance, Sizing, and Tuning guide.
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Based on your requirement, OBR recommends you to install either the Network Performance
Content Pack or Network Component_Health/Network Interface_Health Content Packs. Installing
both Network Performance Content Pack and Network Component_Health/Network Interface
Health Content Packs may lead to performance issues due to redundant data.

To configure OBR and NNMi to collect network data, follow these steps:
Task 1: On the NNMi system

To configure OBR with NNMi, ensure the following:

1. The NNMi and NPS are up and running.
2. You must have the shared drive details.

You may get the details from your system administrator or check the recent output of the
nnmenableperfspi.ovpl scriptin /opt/0V/newconfig folder (On Linux)and C:\Program
Files (x86)\HP\HP BTO Software\newconfig folder (On Windows).

Check for the most recently written file name with nnmEnableNps . 20XXXXXXXXXXX . cfg.
where, xxx is the most recent time stamp.

3. Set the exportToSHR property to TRUE in
$0vDataDir/shared/perfSpi/conf/nmsAdapter.conf and restart NNMi.

Enable NFS Mount
NNMi by default uses CIFS to share files. Perform these steps only to configure NFS shared drive:

On Linux:

1. Edit the /etc/exports file.

Inthe /var/opt/0V/shared/perfSpi/datafiles <Mounted System hostname>(rw,sync,no_
root_squash) parameter, add the <OBR Server Name>(rw,sync,no_root_squash) parameter
at the end.

where, <Mounted System hostname> is the host name of the system that is already mounted.
<OBR Server Name> is the host name of the OBR system.

For example, /var/opt/0V/shared/perfSpi/datafiles iwtest.hpeswlab.net(rw,sync,no_
root_squash) iwobr.hpeswlab.net(rw,sync,no_root_squash)

2. Run the following command to export the mount host:

exportfs -va
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The exporting message appears with the mount host name and the path.

3. Tocheck is the NFS is enabled for the OBR server that is edited in the file earlier, run the following
command:

exportfs
The path and the mount host name appears.

4. Setthe exportToSHR property to TRUE in
$0vDataDir/shared/perfSpi/conf/nmsAdapter.conf and run the following commands restart
NNMi:

/opt/0V/bin/ovstop
/opt/0V/bin/ovstart

Run the command to check the NNMi status: /opt/0V/bin/ovstatus

Task 2: On the OBR system
To configure OBR to retrieve the collected network performance data from NNMi, follow these steps:

On Windows:

1. Edit the HPE_PMDB_Platform_NRT_ETL property. To edit the property, follow these steps:
a. Click Start > Run. The Run dialog box appears.
b. Type services.msc inthe Open field, and then press Enter. The Services window appears.
c. Onthe right pane, right-click HPE_PMDB_Platform_NRT_ETL, and then click Stop.

d. Rightclick HPE_PMDB_Platform_NRT_ETL and then click Properties. The HPE_PMDB_
Platform_NRT_ETL Service Properties dialog box appears.

e. Onthe Log on tab, select This account.

f. Type DOMAIN\Administrator in the field (where Administrator is the local user having
administrator privileges).

g. Type the user password in the Password field.
h. Retype the password in the Confirm password field.
i. Click Apply and then click OK.

2. Run the following script on the command line interface:

perl %PMDB_HOME%\bin\mountSharedDirectory.ovpl -n <host name>
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where, <host name> is the host name of the NNMi system.
Note: The <host name> must be in uppercase only.

The remotely shared directory is mounted on the OBR system.
3. Edit the %PMDB_HOME%\config\NRT_ETL\rconfig\NNMPerformanceSPI.cfg file.

Inthe PRSPI_NNMDIR //NNMHOSTNAME/PerfSpi parameter, replace the NNMHOSTNAME with the
actual host name of the NNMi system.

For example, PRSPI_NNMDIR //IWFTEST.HPSWLABS.ADAPPS.HP.COM/PerfSpi

4. Inthe Services window, on the right pane, right-click the HPE_PMDB_Platform_NRT_ETL, and
then click Start to start the service.

On Linux:

Follow these steps to mount CIFS shared drive:

1. Run the following script on the command line interface:
perl $PMDB_HOME/bin/mountSharedDirectory.ovpl -n <host name>

where, <host name> is the host name of the NNMi system.
Note: The <host name> must be in uppercase only.

The remotely shared directory is mounted on the OBR system.
2. Edit the $PMDB_HOME/config/NRT_ETL/rconfig/NNMPerformanceSPI.cfg file.

Inthe PRSPI_NNMDIR /mnt/NNMHOSTNAME/PerfSpi parameter, replace the NNMHOSTNAME with
the actual host name of the NNMi system.

For example, PRSPI_NNMDIR /mnt/IWFTEST.HPSWLABS.ADAPPS.HP.COM/PerfSpi
3. Run the following script to start the ETL:

perl $PMDB_HOME/bin/startETL.ovpl

Note: To check the status of the ETL, run perl $PMDB_HOME/bin/statusETL.ovpl script.
To start and stop the ETL service, run perl $PMDB_HOME/bin/startETL.ovpl and perl
$PMDB_HOME/bin/stopETL.ovpl, respectively.

If the status of the service is returned as DEAD, then stop and start the ETL service.

For more information you can check the $PMDB_HOME/1og/NRT_ETL . log file.

Follow these steps to mount NFS shared drive:
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1. Run the following command to mount the NFS shared drive:
mount -t nfs <host name>://var/opt/OV/shared/perfSpi/datafiles /mnt/<host name>
where, <host name> is the host name of the NNMi system.
2. Edit the $PMDB_HOME/config/NRT_ETL/rconfig/NNMPerformanceSPI.cfg file.
In the PRSPI_NNMDIR parameter, add /mnt/<NNMi host name>.
where, <NNM1 host name> is the actual host name of the NNMi system.
For example, PRSPI_NNMDIR /mnt/IWFTEST.HPSWLABS.ADAPPS.HP.COM/
3. Run the following script to start the ETL:

perl $PMDB_HOME/bin/startETL.ovpl

Note: To check the status of the ETL, run perl $PMDB_HOME/bin/statusETL.ovpl script.
To start and stop the ETL service, run perl $PMDB_HOME/bin/startETL.ovpl and perl
$PMDB_HOME/bin/stopETL.ovpl, respectively.

If the status of the service is returned as DEAD, then stop and start the ETL service.

For more information you can check the $PMDB_HOME/1og/NRT_ETL . log file.

Note: If the collection has not yet started, you have to restart the service manually.

Note: The NNMPerformanceSPI.cfg file controls the operation of the iSPI Performance for
Metrics.

The file contains values written by the Configuration Utility, as well as many other options with
their standard and recommended settings. You should NOT modify the contents of this file
directly. Doing so can affect the functionality and performance of NPS and render it unsupportable.

You have now successfully completed the configuration of OBR with NNMi system.
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You must configure DSN only if OBR is installed on Windows. If OBR is installed on Linux then the
installer automatically handles the DSN configuration and connection to Vertica database.

To configure DSN to connect to Vertica database, follow these steps on OBR system installed on
Windows:

1. Log on to OBR system installed on Windows.

2. Click Start > Control Panel and then click System and Security. The System and Security
windows is displayed.

I:(__-) - 4 |Qj b Control Pa.. b Systern and Security v & | | Search Contral Panel P

Cantrol Panel H .
st Fans feme Action Center

Review your computer's status and resclve issues
'@' Change User Account Control settings
Troubleshoot commen computer problems

e System and Security
Metwork and Internet

Hardware . .
Windows Firewall
Programs Check firewall status | Allow an app through Windows Firewall

Uzer Accounts

e & ¢

System
Appearance View amount of RAM and processor speed
Clock, Language, and Region '@'Allow remote access | Launch remote assistance

Eace of Access See the name of this computer

Windows Update
Turn automatic updating on or off | Check for updates
Install opticnal updates | Wiew update history

8

Power Options

Require a password when the computer wakes
Change what the power buttons do

Change when the computer sleeps

@

5

Lk
6

% Administrative Tools

Defragment and optimize your drives

) Create and format hard disk partitions | B View event logs
'@ Schedule tasks '@ Generate a system health report

3. Click Administrative Tools. The Administrative Tools window is displayed.
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NN Shartcut Tools | Application Taals Administrative Tools \;‘i-
Home Share Wiew Manage Manage 0
T b Control Panel » Systern and Security » Administrative Tools v & | | Search Administrative Toals »p |
43¢ Favorites Marre - Date rmodified Type Size -~
B Desktop . Terminal Services 84222013 209 PA File falder
& Downloads [#= Component Services 822231227 PM Shortcut 2KE
5l Recent places @ Computer Management B/22/2M3 1224 PM Shortcut 2KE
[l Defragrment and Optimize Drives B2 12T PN Shortcut 2KE
I | Thiz PC [l Event Viewer 822723 12:25 PM Shortout 2KE
fah, iSCSI Initiatar 822231227 PN Shortcut 2KE
b 9! Metnark (@ Local Security Policy 8722231224 PM Shortcut 2KE
ODBC Data Sources (32-bit) 87222013 326 Ak Shortout 2 KB
ODBC Data Sources {64-bit) 8/22/201312:29 P Shortcut 2KE _
|‘j|-) Performance Monitor 8227231222 PM Shortout 2KE =
|‘j|_) Resaurce Monitar B22/2M3 1222 PM Shortout 2kE
[ Security Configuration Wizard 822231215 PM Shortcut 2KE
@ Server Manager 822231225 PM Shortout 2kE
[@); Services 8722720131224 PM Shortcut 2KE
7 Systern Configuration 8227231223 PM Shortout 2KE
F Systern Inforration S22/2M3 12423 PM Shortout 2kE
@Task Scheduler 822231225 PM Shortcut 2KE
@ Windows Firewvall with Advanced Security 872272013 1275 PR Shortout 2kE
Windows Memaory Diagnostic 8/22/2M312:22 PM Shortout 2kE
E_g' Windows PowerShell (xB6) 84222013 207 PM Shortout 3 KB
@ Windows PowerShell 1SE (x86) 82272031225 P Shortout ] o
23iterns  1itern selected 1,17 KB

4. Doubleclick ODBC Data Sources (64-bit). The ODBC Data Source Administrator (64-bit)
window is displayed.

£ ODBC Data Source Administrator (64-hit)

User DSN | System DSM | File D5M I Diivers I Tracing I Connection Pooling I Ahout |

Spstem Data Sources:

Platform  Driver Add..

| E4-hit SOL Anpwhere 12
Bl4_CMS_DSN Bd-bit  SOL Anpwhere 12
club 32-bit Microzoft dccess Driver [*.mdb)
club-wehi 22-hit Microsoft Access Driver [* mdh)
efashion 32-bit Microzoft Access Driver [*.mdb)
efashion-webi 32-bit Microzoft Access Driver [*.mdb)
Sample Amazon EMA Hive DSM - B4-bit SAP Hive ODEBC Driver
Sample SAP Hive DSH E4-bit S4AP Hive ODEC Driver
Sample SAP Impala DSH B4-bit SAP Impala ODBC Driver
SHRDE E4-bit Wertica

An ODBC Syztern data source stores infarmation about haw to connect ta the indicated data provider.
A Spstem data source is visible ta all users of thiz computer, including NT services.

[ o ]

5. Click System DNS tab and then click Add. The Create New Data Source windows is displayed.
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Select a driver for which pou want ta set up a data source.

Mame Wersion Company

S4P Hive ODBC Driver  1.04.08.1008 Simba Tec
SAF Impala ODBC Driver 1.00.14.1015 Simba Tec
SOL Anywhere 12 12.00.01.4104 rpahiere
SOL Server 6.03.9600.16384  Microsoft C
! ] 7.01.01.00 Wertica Sy

>

| < Back ” Firigh || Cancel |

6. Click Vertica and then click Finish or double-click Vertica. The Vertica ODBC DSN
Configuration window is displayed.

Basic Settings | Client Settings | Server Settings | About |

Connection info
DSM hame ™ ||

Description:

D atabase ™ | |

Server | |

Backup servers: | |

Port: [5433 |

Usze connection load balancing: O

Authentication

Uszer name | |
Pazsword: | |
Frompt for missing password: O
Usze windows authentication: O

T[]

7. Enterthe DSN name as SHRDB.
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8. Enterthe Database as pmdb.

9. Enterthe database host name in Server.
10. Enter OBR schema user name in User name.
11. Enter OBR schema password in Password.

12. Click Test connection and then click OK.
The DSN connection is established between OBR system and Vertica database.

Note: You can configure DSN connection over TLS. For steps to configure, see "Configure SSL
for ODBC clients" on page 206.

HPE Operations Bridge Reporter (10.21) Page 169 of 282



Chapter 14: Discover Profile or Operations
Database

OBR supports the configuration of data collection from multiple Profile databases that are deployed in
your BSM/OMi environment.

Note: Perform the following steps only if the topology source is RTSM.

Note: In case of OMi 10 (and later versions) perform this task for Operations Database support
and then configure the database. To configure the Operations Database, see "Configuring the OMi
Data Source" on page 128.

If management database and profile database are on the same system as the BSM system (local
database), clicking Discover Database in the Administration Console will automatically discover
the corresponding Profile database. If the databases are on different systems (remote database),
you have to manually configure the Profile database using the Profile Database tab in the
Administration Console. You have to manually provide configuration details with user name and
password for each profile database.

After you configure management database with Database in Oracle RAC option selected and the
Test Connection is successful, clicking Discovery Database in the Administration Console does
not automatically discover the corresponding Profile database(s). You have to manually configure
the profile database using the Profile Database tab. You have to manually provide configuration
details with user name and password for each profile database.

To ensure that OBR identifies and displays all the existing Profile databases in the Administration
Console, follow these steps:

Task 1: Start the HPE_PMDB_Platform_Administrator service on the OBR system
If the status of HPE_PMDB_Platform_Administrator service is stopped, run the following command:

On Windows:

1. Click Start > Run. The Run dialog box is displayed.
2. Enter service.msc in Open. The Services windows is displayed.

3. Onthe right pane, right-click on the HPE_PMDB_Platform_Administrator service and then
click Start.

4. Close the Services window.
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On Linux:

1. Type the following command at the command prompt:
cd /etc/init.d

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_
Administration start

On RHEL 7.x: systemctl start HPE_PMDB_Platform_Administration.service
Task 2: Copy the configuration files from the BSM/OMi host system to OBR system
1. Log on to the BSM/OMi host system through remote access.

Note: If your BSM setup is distributed, you can access through the gateway server as well
as the data processing server. OBR recommends that you use the gateway server.

2. Browse tothe %topaz_home%\Conf folder.

3. Copy the following files from the %topaz_home%\Conf folder to %PMDB_HOME%\ config folder on the
OBR system:

a. encryption.properties
b. seed.properties

If you have configured multiple management databases (both BSM and OMi topology), create
multiple folders at %PMDB_HOME%\config (such as %PMDB_ HOME%\config\<Mgmt DB _
hostname>) and copy the seed.properties and encryption.properties files into each
folder.

Note: You must ensure to create the sub folders with same name as management
database (FQDN) in upper case.

Note: If you are configuring the Management/Profile database based on Oracle RAC,
you need to copy the file tnsnames.ora to the %PMDB_HOME%\config (On Windows) and
$PMDB_HOME/config (On Linux) folder on the OBR system.

If you are configuring the collection against a remote collector system then ensure to
copy the tnsnames.ora file to the config folder on that remote collector system acting
as polling station.

Task 3: Restart the HPE_PMDB_Platform_Administrator service on the OBR system

On Windows:
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1. Click Start > Run. The Run dialog box is displayed.
2. Enter service.msc in Open. The Services windows is displayed.

3. Onthe right pane, right-click on the HPE_PMDB_Platform_Administrator service and then
click Restart.

4. Close the Services window.
On Linux:

1. Type the following command at the command prompt:
cd /etc/init.d

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_
Administration restart

On RHEL 7.x: systemctl restart HPE_PMDB_Platform Administration.service
Caution: Ensure to take a backup of the OBR database in case you need to restore it later. If you

fail to take a data back up, you risk losing it permanently. For more information, see the "Part
IV: Database Backup and Recovery" on page 1.

HPE Operations Bridge Reporter (10.21) Page 172 of 282



Chapter 15: Configuring OBR to Setup Vertica
Cluster

Verticais, cluster based, analytic database management system. The architecture of Vertica is
designed to distribute physical storage and allows parallel query execution on a large collection of data.
Vertica manages large, fast-growing volumes of data and provides fast query performance for data
warehouses and other query-intensive applications.

Cluster in Vertica is physical and linearly scalable, that means you can have minimum of three nodes in
the Vertica Cluster. A cluster is a collection of nodes and a node is the host that runs an instance of
Vertica. Every node has its own computing power, CPU, RAM and storage. A cluster of nodes, when
active, can perform distributed data storage and SQL statement execution through administrative,
interactive, and programmatic user interfaces.

The following image shows Vertica cluster with three nodes:

Vertica Cluster

For more information on Vertica cluster, see Vertica Analytic Database Concepts Guide.
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Prerequisites for the nodes of Cluster

The following are the prerequisites for all the nodes of a cluster:

« Ensure that the system configuration of all the nodes of a cluster are identical.
« All the nodes share the same network.

« Ensure that Date & Time is synchronized on all the nodes of a cluster.

Set up Vertica Cluster and Scale Out

After post install configuration or content pack installation, to set up Vertica cluster, follow the
corresponding sections in Operations Bridge Reporter High Availability Guide:

1. Stopping the OBR services

2. Setting up Vertica Cluster
Note: In this section, Skip step 1 on creating the Vertica database, and proceed from step 2.

3. Configuring Vertica Cluster

4. Configuring connectivity changes for Vertica 3 Node Cluster

For more information on scale out, see Operations Bridge Reporter High Availability Guide.
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OBR supports configuring Vertica database in a common environment with other HPE products. In
your IT environment if you already have products that use Vertica as its database then you can
configure OBR to the same Vertica database. Else, if you already have Vertica installed with OBR then
you can configure the same Vertica database for other products that also use Vertica as its database
with their own specific schema.

Note: You must ensure to install OBR before you perform steps to configure OBR for external
Vertica.

For New OBR Installation

If you are installing OBR for the first time then the steps to configure external Vertica can be based on
the following scenarios:

« Scenario 1: OBR is the only product with Vertica as database.
« Scenario 2: OBR is installed before the other products are installed.
« Scenario 3: OBR is installed after the other product installation.

» Scenario 4: OBR is installed after the other product installation and then again other product is
installed.

For Existing OBR Installation

If you have already installed OBR, post install configuration is also complete and you want to configure
OBR for external vertica, see "Configuring OBR for External Vertica after Post Installation" on page
179.
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For New OBR Installation

Scenario 1: OBR is the Only Product

If OBR is the only product using Vertica database then to configure OBR to support external Vertica,
follow these steps:

1. Typical scenario: If OBR is installed in typical scenario, follow these steps:

a. During post-installation configuration, in step 2 of Initial Setup, creating the Vertica database,
enter the OBR schema user name.

b. Enterthe password for OBR schema user.
c. Confirm the password for OBR schema user.

The OBR schema user and the password is enabled and config.prp is updated with OBR
schema user credentials.

For more information, see Creating Database Schema for Co-located Vertica.
2. Distributed scenario: If OBR is installed in a distributed scenario, follow these steps:

a. Open the command prompt and run the following command on a system where Vertica is
installed:

$PMDB_HOME/bin/CreateVerticaDatabase.sh <Vertica DBA User Name> <DBA User
Password> <Database File Location> <Catalog File Location> <Vertica Database

User name > <Vertica Database User name Password> <Database Name>

where, <Vertica DBA User Name> is the Vertica database user name with DBA privilege to
log on to Vertica database

<DBA User Password> is the Vertica database password to log on to the Vertica database
<Database File Location> is the path to create the Vertica database

<Catalog File Location> is the path to create the Vertica catalog

<Vertica Database User name> is the Vertica Database user name

<Vertica Database User name Password> is the password for Vertica Database user
name
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<Database Name> is the name of Vertica database. This is an optional parameter. By default,
the name of the Vertica database is PMDB.

b. During post-installation configuration, in step 2 of the Initial Setup, provide the OBR schema
user name and password details.

The OBR schema user and the password is enabled and config. prp is updated with OBR
schema user credentials.

For more information, see Creating Database Schema for Remote Vertica.

Scenario 2: OBR is Installed Before Other Product

If you have installed OBR before installing other products then to configure external Vertica, follow

these steps:

1.

Install OBR and configure external Vertica as per steps given in "Scenario 1: OBR is the Only

Product " on the previous page.
Install other products.

Check the number of connections for OBR and update the connections and Lock Timeout settings
in OBR system accordingly. By default, the number of connections for OBR is 150. So, update the
connection as 150 + other products connections in the OBR system.

You can set the proper value of connections and lock timeout in config. prp using the following
commands:

a. SET_CONFIG_PARAMETER('MaxClientSessions',150)
b. SET_CONFIG_PARAMETER('LockTimeout',21600)
C. SET_LOAD_BALANCE_POLICY('ROUNDROBIN')

OBR is already installed and to change the schema from public to OBR, follow steps givenin
section "Configuring OBR for External Vertica after Post Installation" on page 179.

Scenario 3: OBR is Installed After Other Products

If you have installed OBR after installing other products then to configure external Vertica, follow these

steps:
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On Other Product(s)

1. Install other product(s) with Vertica as database.

2. Login as DBA user and run the following commands:

a.

CREATE USER <OBR User> IDENTIFIED BY <’OBR User Password’>;
where, <OBR User> is the user of OBR system

<’0BR User Password’ > is the password for OBR user

CREATE ROLE OBR_ROLE;

GRANT OBR_ROLE TO <OBR User> WITH ADMIN OPTION;

where, <OBR User> is the user of OBR system

GRANT CREATE ON DATABASE <Database name> TO OBR_ROLE;
where, <Database name> is the name of Vertica database

GRANT SELECT ON ALL TABLES IN SCHEMA PUBLIC TO <OBR User>;
where, <OBR User> is the user of OBR system

ALTER USER <OBR User> DEFAULT ROLE OBR_ROLE;

where, <OBR User> is the user of OBR system

GRANT PSEUDOSUPERUSER TO OBR_ROLE;

You have to check the maximum client sessions (MaxClientSessions) and lock timeout

(LockTimeout) of other products and then update these parameters accordingly in the

config.prpin OBR system.

Database Schema Creation for OBR System

1. Logonto OBR system as OBR user.

2. Open the command prompt and run the following commands:

a.

b.

CREATE SCHEMA OBR;
ALTER USER <OBR User> SEARCH_PATH OBR,PUBLIC;

where, <OBR User> is the user of OBR system

Open the config.prp in the OBR system from /opt/HP/BSM/PMDB/data/ and update the
value of database.dbname to the running DB name. For example, database.dbname=

opsadb.
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You can now continue with the post install configuration of OBR system using the same OBR user.

Scenario 4: OBR is installed after the other product
installation and then again other product is installed

If you install other products first, then OBR and later again install other products that use Vertica as its
database, you have to follow steps of both scenario 3 and scenario 2 to configure OBR for external
Vertica.

To configure OBR for external Vertica, follow these steps:

1. Perform the steps given in scenario 3, see "Scenario 3: OBR is Installed After Other Products" on
page 177.

2. Perform the steps given in scenario 2, see "Scenario 2: OBR is Installed Before Other Product” on
page 177.

For Existing OBR Installation

If you have already installed OBR and post install configuration is complete then in Vertica, PMDB
database is created with public schema. To Configure the existing OBR for external Vertica, you have

to move the public schema to OBR schema.

Configuring OBR for External Vertica after Post

Installation

To configure OBR for external Vertica, follow these steps:

1. Install OBR.
2. Goto %PMDB_HOME%\bin folder (On Windows) and $PMDB_HOME/bin folder (On Linux).
3. Open the command prompt and run the following script:

SchemaChange.sh <Vertica Database User Name> <Vertica Database User Name

Password>
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where, <Vertica Database User Name> is the user name for Vertica database

<Vertica Database User Name Password> is the password for Vertica database user

The tables, sequences and views from public schema are moved to OBR schema.
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You can configure logon banner after post install configuration for Administration Console, SAP
BusinessObjects and CMC in Operations Bridge Reporter. You can configure the text that is displayed
on logon banner. The text that is displayed is the first screen and warns the users against unauthorized
entry. Click Ok on this screen and the usual login screen is displayed.

Enabling the Logon Banner

To enable the logon banner, follow these steps:

1. Log on to Administration Console and click Additional Configurations > Security.

The Security page is displayed.

Security

LW-550 BO Trusted Authentication Logon Banner

Logon Banner Configuration

2. Click Logon Banner tab and select the Display banner check box.
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Security

LW-SSO BO Trusted Authentication Logon Banner

Logon Banner Configuration

Display banner

Banner message

Welcome to Operations Bridge Reporter

Administration Console

In the Banner Message text box, a default warning message is provided. If you want to change
the default message, click in the text box and enter your own logon banner message that must
appear as the first screen to warn the user. You can also use HTML tags for formatting the
message.

3. Click Save. A status message is displayed.

4. Click Logout to log out from Administration Console.

5. Launch the Administration Console in a web browser using the following URL:
https://<OBR_Server_FQDN>:21412/0BRApp

6. The logon banner warning message is displayed. Click OK to login again.

Welcome to Operations Bridge Reporter Administration Console.

7. Enter the username and password to log on and proceed with Administration Console tasks.

In typical scenario, after you enable the logon banner in Administration Console and launch the
SAP BusinessObjects Launch Pad or CMC from the Administration Console, the logon banner
warning message is displayed. Click OK and respective SAP BusinessObjects or CMC log on
screen is displayed. Enter the user credentials to log on and proceed with the tasks.

In remote SAP BusinessObject scenario, after you enable the logon banner in Administration
Console, copy the {PMDB_HOME }/data/config.prp manually from OBR system to {PMDB_HOME }
/data/config.prp in remote SAP BusinessObjects system.

HPE Operations Bridge Reporter (10.21) Page 182 of 282



Configuration Guide
Chapter 17: Configuring Logon Banner for OBR

Launch the SAP BusinessObjects Launch Pad or CMC from the Administration Console, the
logon banner warning message is displayed. Click OK and respective SAP BusinessObjects or
CMC log on screen is displayed. Enter the user credentials to log on and proceed with the tasks.

To launch the SAP BusinessObjects Launch Pad or CMC directly from the web browser use the
following URLs:

https://<System FQDN>:8443/BI1/
https://<System_FQDN>:8443/CMC/

where, <System_FQDN> is the fully qualified domain name of the system where SAP
BusinessObjects is installed.

Note: By default HTTPs is enabled for OBR. If you have disabled HTTPs, you can also
launch SAP BusinessObjects Launch Pad or CMC using the follwoing URLs:

http://<System_FQDN>:8080/CMC
http://<System_FQDN>:8080/CMC

where, <System_FQDN> is the fully qualified domain name of the system where SAP
BusinessObjects is installed.

Disabling the Logon Banner

1. Log on to Administration Console and click Additional Configurations > Security.
The Security page is displayed.

2. Click Logon Banner tab, uncheck the Display banner check box and click Save. A status
message is displayed.

Security

LW-S50 BO Trusted Authentication Logon Banner

Logon Banner Configuration

|:| Display banner

Banner message
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3. Click Logout to log out from Administration Console.

4. Logon to the Administration Console from the url https://<0BR_Server_ FQDN>:21412/0BRApp.
The log on screen is displayed.

In typical scenario, after you disable the logon banner in Administration Console and launch the
SAP BusinessObjects or CMC from the web browser, the respective SAP BusinessObjects or
CMC log on screen is displayed. Enter the user credentials to log on and proceed with the tasks.

In remote SAP BusinessObject scenario, after you disable the logon banner in Administration
Console, again copy the {PMDB_HOME }/data/config.prp manually from OBR system to {PMDB_
HOME}/data/config. prp in remote SAP BusinessObjects system.

Launch the SAP BusinessObjects or CMC from the web browser, the respective SAP
BusinessObjects or CMC log on screen is displayed. Enter the user credentials to log on and
proceed with the tasks.
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This section provides information on how to configure OBR to be compliant with Federal Information
Processing Standards (FIPS) 140-2.

FIPS 140-2 is a standard for security requirements for cryptographic modules defined by the National
Institute of Standards and Technology (NIST). To view the publication for this standard, go to:
http://csrc.nist.gov/publications/fips/fips 140-2/fips 1402. pdf.

OBR in FIPS Mode

When you configure OBR to run in FIPS mode, the following components are also configured to operate
in FIPS mode:

o Tomcat server
« Java Runtime Environment
o SAP BusinessObjects

« Vertica
OBR automatically uses FIPS-compliant cryptographic methods for the following:

o HTTPS communication (if configured) between browser and Administration Console/SAP
BusinessObjects.

o TLS communication (if configured) between Vertica and OBR server /SAP BusinessObjects.
o HTTPS communication (if configured) between OBR server and OBR collector.

« HTTPS communication (if configured) between OBR collector and agent.

o TLS communication (if configured) between OBR collector and BSM/OMi Oracle database.

o TLS communication (if configured) between OBR collector and BSM/OMi RtSM.
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Considerations When Running OBR in FIPS Mode

When runin FIPS mode, OBR uses the following RSA BSAFE Crypto module FIPS certified
algorithms for encryption and storage of OBR sensitive data:

Supported Encryption Keystore format: PKCS 12
Supported asymmetric algorithm for OBR Encryption Keystore: RSA (recommended size 2048)

Supported symmetric key algorithm used by OBR: AES (128-bit (default), 192-bit, and 256-bit key
sizes)

Supported Random Number Generation algorithm used by OBR for encryption is HMAC DRBG
(128-bit)

Integrations:

Typically, FIPS is not enabled for a single application only. Instead, all integrated systems must be
FIPS compliant for the entire deployment to be FIPS-compliant. For OBR , this means that all
clients, data sources and databases must be configured for FIPS compliance.

Configure OBR for FIPS 140-2 Compliance

Prerequisites:

You have to ensure that the following HTTPS and TLS configuration are enabled:

1.

HTTPS communication is configured between browser and Administration Console/SAP
BusinessObjects.

HTTPS communication is configured between OBR server and OBR collector.

HTTPS communication is configured between OBR collector and agent. "Configuring the
Operations Agent for Data Collection in Secure Mode" on page 134.

TLS communication is configured between Vertica and OBR server /SAP BusinessObjects. See
"Configuring TLS for Vertica" on page 195.

TLS communication is configured between OBR collector and BSM/OMi Oracle database. See
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"Data Source Configuration" on page 105.

6. TLS communication is configured between OBR collector and BSM/OMi RtSM. See "Data Source
Configuration" on page 105.

To enable FIPS, follow these steps:
1. Task 1: Enable FIPS

Note: To enable FIPS in Vertica database, ensure to connect to Vertica database and
perform only this task.

On SAP BusinessObject System

If you are enabling FIPS on the system where SAP BusinessObiject is installed, perform the
following steps to enable SSL handshake and then run the perl command to enable FIPS:

a. Goto<BO install Directory>:\Program Files (x86)\SAP BusinessObjects\SAP
BusinessObjects Enterprise XI 4.0\dataAccess\connectionServer\ (On Windows)
and /opt/HP/BSM/BOE4/sap_bobj/enterprise_xi4@/dataAccess/connectionServer/
(On Linux) and open the cs.cfgfile.

b. Locate the <JavavM> and add the following parameters in cs. cfg file:
<Option>-Djavax.net.ssl.trustStore=C:/HPE-OBR/verticatruststore.jks</Option>
<Option>-Djavax.net.ssl.trustStorePassword=sslpassword</Option>
The following is an example of the sample cs. cfg after adding the parameters:
<JavavM>
<!-- The default JVM configuration can be overriden here -->
<!-- Use an absolute path for the JWM -->
<!--

<LibraryName INIVersion="JINI_VERSION_1_4">ABSOLUTE_
PATH/jvm.d11l</LibraryName>

-->

<Options>

<Option Processor="64">-Xmx2048m</Option>
<Option>-Xrs</Option>

<Option>-Djavax.net.ssl.trustStore=C:/HPE-OBR/verticatruststore.jks</Option>
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<Option>-Djavax.net.ssl.trustStorePassword=sslpassword</Option>
</Options>
</JavavM>

Enabling FIPS on any OBR component

To enable FIPS, run the following commands on the command prompt:

a. cd {PMDB_HOME}/bin

b. perl FIPS.pl enable

The following status message is displayed.

2. Task 2: Create encryption keystore in the PKCS 12 format and import the certificates
a. cd {PMDB_HOME}/keystore
b. Run the following command to create the keystore:

keytool -genkey -alias SHR -keyalg RSA -keysize 2048 -keypass <Password> -
storepass <Password> -keystore SHR_CERT_PKCS.pl2 -storetype pkcsi2

where, <Password> is the password. For example: shradmin

c. Copy all the certificates (OMi CA certificate, Oracle server certificate, SiS certificate) to the
FIPS enabled OBR server to a common location.

d. Run the following command to import the certificates to truststore:

keytool -importcert -trustcacerts -keystore {PMDB_HOME}/keystore/SHR_CERT_
PKCS.p12 -file <individual certificate path> -alias <cerficate alias> -
storepass <Password>

where, <Password> is the password. For example: shradmin

3. Task 3: Stop the HPE_PMDB_Platform_Administrator service and edit server.xml
Note: You have to perform these steps on the system where OBR is installed.

a. Tostopthe HPE_PMDB_Platform_Administrator service, follow these steps:

On Windows:
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Click Start > Run. The Run dialog box opens.

Type services.msc in the Open field, and then press Enter. The Services window
opens.

On the right pane, right-click HPE_PMDB_Platform_Administrator, and then click Stop.

On Linux:

Goto /etc/init.d and run the following command:

On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_
Administration stop

On RHEL 7.x: systemctl stop HPE_PMDB_Platform Administration.service

b. To edit the server.xml, follow these steps:

iv.

Go to %PMDB_HOME%\adminserver\conf (On Windows) or $PMDB_
HOME/adminserver/conf (On Linux) and open the server.xml in an editor and locate
the Connector port="21412"

Update the keystoreFile, keystorePass, and keystoreType parameter values as per
the newly created encryption keystore in Task 2.

Delete the keyAlias parameter.

After editing server.xml, the sample code snippet for Connector port should look
similar to the following:

<Connector port="21412"
protocol="org.apache.coyote.httpll.HttpllProtocol"
maxHttpHeaderSize="8192" connectionTimeout="20000"

maxThreads="150" minSpareThreads="25" maxSpareThreads="75"
enablelLookups="false" disableUploadTimeout="true"
acceptCount="100" scheme="https" secure="true"

clientAuth="false"
sslEnabledProtocols="SSLv2Hello,TLSv1l,TLSv1.1,TLSv1.2"
SSLEnabled="true"

keystoreFile="../keystore/SHR_CERT_PKCS.pl1l2" keystorePass="shradmin"
keystoreType="pkcs12" xpoweredBy="false" server="SHR"/>

Save the server.xml and exit the editor.

4. Task 4: Stop the SAP BusinessObjects WebServer service and edit server.xml

Note: You have to perform these steps on the system where SAP BusinessObjects is
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installed.

a. Tostop the SAP BusinessObjects WebServer service, follow these steps:
On Windows:

i. Log on tothe host system as administrator.
ii. Click Start > Run. The Run dialog box opens.

iii. Type services.mscinthe Open field, and then press Enter. The Services window
opens.

iv. Right-click the Business Object WebServer service and select Stop to stop the
service.

On Linux:

i. Goto $PMDB_HOME/BOWebServer/bin
ii. Run the following command:
./shutdown.sh

b. To edit the server.xml, follow these steps:

i. Goto%PMDB_HOME%\BOWebServer\conf (On Windows) or $PMDB_
HOME /BOWebServer/conf (On Linux) and open the server.xml in an editor and locate
the Connector port="8443"

ii. Update the keystoreFile, keystorePass, and keystoreType parameter values as per
the newly created encryption keystore in Task 2.

iii. Deletethe keyAlias parameter.

After editing server.xml, the sample code snippet for Connector port should look
similar to the following:

<Connector port="8443"
protocol="org.apache.coyote.httpll.HttpllProtocol"
maxHttpHeaderSize="8192" connectionTimeout="20000"

maxThreads="150" minSpareThreads="25" maxSpareThreads="75"
enablelLookups="false" disableUploadTimeout="true"
acceptCount="100" scheme="https" secure="true"

clientAuth="false"
sslEnabledProtocols="SSLv2Hello,TLSv1,TLSv1.1,TLSv1.2"
SSLEnabled="true"
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keystoreFile="../keystore/SHR_CERT_PKCS.pl1l2" keystorePass="shradmin"
keystoreType="pkcs12" xpoweredBy="false" server="SHR"/>

iv. Savethe server.xml and exit the editor.
c. Start the SAP BusinessObjects WebServer service.

5. Task 5: Stop the HPE_PMDB_Platform_Collection service and edit Collection start and
stop scripts

On Windows:

a. Click Start > Run. The Run dialog box opens.

b. Type services.msc inthe Open field, and then press Enter. The Services window opens.
c. Onthe right pane, right-click HPE_PMDB_Platform_Collection, and then click Stop.

On Linux:

a. Goto/etc/init.d and run the following command:

b. On RHEL 6.x/SUSE Linux Enterprise Server 11: service HPE_PMDB_Platform_
Collection stop

On RHEL 7.x: systemctl stop HPE_PMDB_Platform_Collection.service
To add the path in collection service, follow these steps:
a. On Windows

Add the following argument to CollectionServiceCreation.bat file:

-Djavax.net.ssl.trustStore=%PMDB_HOME%\keystore\SHR_CERT_PKCS.pl2 -
Djavax.net.ssl.trustStorePassword=<Password> -

Djava.security.manager=com.hp.opr.foundation.securitymanager.DenyDataDirectS
ecurityProviderInsertion

where, <Password> is the password. For example: shradmin

b. On Linux

i. In$PMDB_HOME/bin/hpbsm_pmdb_collector start.sh files, locate jvm_args and add
the following argument at the last line:

-Djavax.net.ssl.trustStore=$PMDB_HOME/keystore/SHR_CERT_PKCS.pl2 -
Djavax.net.ssl.trustStorePassword=<Password> -

Djava.security.manager=com.hp.opr.foundation.securitymanager.DenyDataDi
rectSecurityProviderInsertion

where, <Password> is the password. For example: shradmin
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ii. In$PMDB_HOME/bin/hpbsm_pmdb_collector_stop.sh, locate nohup and add the
following argument:

-Djavax.net.ssl.trustStore=$PMDB_HOME/keystore/SHR_CERT_PKCS.pl2 -
Djavax.net.ssl.trustStorePassword=<Password> -
Djava.security.manager=com.hp.opr.foundation.securitymanager.DenyDataDi
rectSecurityProviderInsertion

where, <Password> is the password. For example: shradmin

AVA_HOME/JRE64/bin/java -Djavax.net.ssl.trustStore=/opt/HP/BSM/PMDB/keystore/SHR_CERT_PKCS.pl2

c. Gotothe location {PMDB_HOME}/data, open the config.prp file and add the following :
ucmdb.protocol=https
shr.truststorepassword=<Password>
where, <Password> is the password. For example: shr.truststorepassword=shradmin
(On Windows) shr.truststorepath=%PMDB_HOME%\keystore\SHR_CERT_PKCS.p12
(On Linux) shr.truststorepath=/opt/HP/BSM/PMDB/keystore/SHR_CERT_PKCS.p12
shr.truststoretype=PKCS12

d. Start the HPE_PMDB_Platform _Collection service.

You should be able to log on to Administration Console and SAP BusinessObjects without any errors.
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You have to change the vertica data storage location, if the current data storage disk is full.

To change the data storage location, follow these steps:

1. Logon as the Vertica DBA user. Run the following command to get the current storage location:

/opt/vertica/bin/vsql -c "select storage path from disk_storage where storage_
usage="DATA,TEMP';" -U <Vertica DBA Username> -w <Vertica DBA Password>

2. Tocreate a new location, run the following command from the command prompt as root user:
mkdir -p <storage path>

where, <storage path> is the complete path of the new storage location. The format of the new
location must be similar to the previous location.

For Example: Previous location - /disk1/pmdb/pmdb_node@01_data
New location - /disk2/pmdb/pmdb_node@01_data

3. Run the following command to change the owner and group to Vertica user for the newly created
storage disk.

chown -R <Vertica DBA Username>:<Vertica DBA group> <Location of new disk

mounted>

where, <Vertica DBA User> is the vertica user name with DBA privilege to log on to Vertica
database.

<Vertica group> is the group vertica DBA user belongs to.
Note: The Vertica group is same as Vertica DBA user name.

<Location of new disk mounted> is the location where new disk is mounted.
For Example, the location of new disk mentioned in the example of step 2 is /disk2.
4. Logon as the Vertica DBA user. Run the following command to create the new disk location:

/opt/vertica/bin/vsql -c "CREATE LOCATION ‘'<storage path>';" -U <Vertica DBA

Username> -w <Vertica DBA Password>

where, <storage path> is the complete path of the new storage location.
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For Example: /opt/vertica/bin/vsql -c "CREATE LOCATION '/disk2/pmdb/pmdb_node©ol

data';" -U verticadba -w password
5. To verify the new disk added, run the following SQL query:

/opt/vertica/bin/vsql -c "select * from disk_storage;" -U <Vertica DBA
Username> -w <Vertica DBA Password>

For more information, refer the following URLs:

https://my.vertica.com/docs/7.1.x/HTML/Content/Authoring/SQLReferenceManual/Functions/Vertica
Functions/ADD_LOCATION.htm

https://my.vertica.com/docs/7.1.x/HTML/Content/Authoring/ Administrators Guide/StorageLocations/A
ddingStorageLocations.htm
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Chapter 20: Configuring TLS for Vertica

You can configure JDBC or ODBC connections over TLS for Vertica. The following sections helps you
through the steps to configure TLS for Vertica based on the type of scenario (typical or distributed).

Configure TLS for Vertica in Typical Scenario

On Vertica:

Perform the following steps on the system where Vertica is installed. To enable TLS for Vertica, log on
to the vertica system and run the following commands on the command prompt:
1. Tocreate a CA private key and public certificate, follow these steps:

a. openssl genrsa -out servercakey.pem 2048

b. openssl req -newkey rsa:2048 -x509 -days 3650 -key servercakey.pem -out
serverca.crt

Enter the values for the following prompts:

i. Country Name (2 letter code) [XX]:
Enter the country code. For example, IN.

ii. State or Province Name (full name) []:
Enter full name of state. For example, KA.

iii. Locality Name (eg, city) [Default City]:
Enter name of your city. For example, BLR.

iv. Organization Name (eg, company) [Default Company Ltd]:
Enter name of your organization or default company name. For example, HPE.

V. Organizational Unit Name (eg, section) []:
Enter name of the section or organizational unit. For example, HPE.

vi. Common Name (eg, your name or your server's hostname) []:
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Enter your name or server's hostname as common name. For example,
test.hpeswlab.net.

vii. Email Address []:
Enter your email address. For example, test123@hpe. com.
2. Tocreate the server private key and certificate, follow these steps:

a. openssl genrsa -out server.key 2048

b. openssl req -new -key server.key -out server_reqout.txt
Enter the values for the following prompts:

i. Country Name (2 letter code) [XX]:
Enter the country code. For example, IN.

ii. State or Province Name (full name) []:
Enter full name of state. For example, KA.

iii. Locality Name (eg, city) [Default City]:
Enter name of your city. For example, BLR.

iv. Organization Name (eg, company) [Default Company Ltd]:
Enter name of your organization or default company name. For example, HPE.

V. Organizational Unit Name (eg, section) []:
Enter name of the section or organizational unit. For example, HPE.

vi. Common Name (eg, your name or your server's hostname) []:

Enter your name or server's hostname as common name. For example,
test.hpeswlab.net.

vii. Email Address []:
Enter your email address. For example, test123@hpe.com.

viii. Please enter the following 'extra' attribute to be sent with your

certificate request. A challenge password []:
Enter password.

ix. An optional company name []:
Enter an optional company name. For example, HPE.

3. Tosignthe server's certificate using the CA private key file and public certificate, run the following
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command:

openssl x509 -req -in server_reqout.txt -days 3650 -shal -CAcreateserial -CA

serverca.crt -CAkey servercakey.pem -out server.crt
Note: Run the above command in single line.

4. Run the following command to log on to vsql:
vsql -h <Host name> -U <User name> -p <Port> -d <Database Name>
where, <Host name> is the host name of the system where Vertica is installed
<User name> is the Vertica user with DBA privilages
<Port> is the port number
<Database Name> is the name of Vertica database
5. Setthe Enable SSLflagto 1:
SELECT SET_CONFIG_PARAMETER('EnableSSL', '1");
6. To set the private key in Vertica using the contents of server. key file, follow these steps:

a. SELECT SET_CONFIG_PARAMETER('SSLPrivateKey', '<contents of server.key
file>’);

The following is an example of the command with sample content of server.key file:
SELECT SET_CONFIG_PARAMETER('SSLPrivateKey','----- BEGIN RSA PRIVATE KEY-----
MIICXgIBAAKBgQDtWLTOFGTpsxXc9Yoon4LbLgy@shp@q8TOhzwRnz31izgeOasT
KH4CCWXDOGQprcdELdS+Mr3NHGENi8ya+Cs9ZCCQIB+TzSk6Y7j40bBvIIwpVVIs
Na+YmpDnP9BM6ggnil/pn@i871Z+sHUIHZ386R08cttPqKILHdpixZy+RwIDAQAB
A0GBAJk/HGUH5PXL6ELpuxmtIGV6fzOwh4pricBréuoJl4oyHIAsHeyD81Relj7IT
2ABdNvsbiHBh/NDRkR1ik3I/6FIV3kuZd6DNIiectY8y7BfMtInw3Whm9gRAkron
VGbRiSA330e0KTTt6wz2PY+ZVVHA92gf33K6PZgXfR4+1iG7RAKEA+RODRNM5crinX
LQ1lygMhwRn1p2b4LmYYmMosnUkWOOueC5I+dTPTFnvGKtbO9We3csRIy1RHXUJJu2
yvT60/F5zwIBAPPoa3phaF3JE@QVY5DZS/r5+DKom14F5MeYsokPbqr2SG+xZ0Cm9
cFjMOAneF /zHcW8qVNwb1wQIY60IuRgEqgkCQQCccTJUWGE7BYkzON70u2uvCPGh
mbT1LBbu507DvwSsP1m30e2aN5mn@J7AtrGUBepZ/1eT779TYiqwiWIgRbHUHAKEA
7VyIC8bzrCFcUb+ne351TqiYZpX6L5PkDZ3uI5+In4erC00ijOxAgwnglx+9tE/b

glVte+575v7LDtQCX09dEQIAPFhGY /wyzI8aS7KTF6Lm+8WuM2xD7d9y4NU6Shs2
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tsb+QrM5jYg79AuwdwP4YceZLIp34QB19BSF/E7WAOXEUQ==

s
7. To set the certificate in Vertica using the contents of server. crt file, follow these steps:

a. SELECT SET_CONFIG_PARAMETER('SSLCertificate', '<contents of server.crt
file>’);

The following is an example of the command with sample content of server. crt file:
SELECT SET_CONFIG_PARAMETER('SSLCertificate','----- BEGIN CERTIFICATE-----
MIICmjCCAgOgAWIBAEIIAMNZpMFBYTJMAGGCSGGSIb3DQEBBQUAMGYXCZAIBENV
BAYTAk10MQswCQYDVQQIDAILQTEMMAOGALUEBWWDQkXSMQWWCgYDVQQKDANIUEUX
DDAKBgNVBASMAOhQRTEMMAOGALUEAWWDTOISMRIWEAYJIK0oZIhvcNAQKkBFgNjb20w
HhcNMTYwMz I5MDkyMDU1WhcNM7YwMzI3MDkyMDU1WjBmMQswCQYDVQQGEWIJTJEL
MAkGA1UECAWCSOExXDDAKBgNVBACMAGIMUJEMMAOGALUECEWDSFBFMQwwCgYDVQQL
DANIUEUXDDAKBgNVBAMMAO9CUJESMBAGCSqGSIb3DQEJARYDY29tMIGTMAGGCSqG
SIb3DQEBAQUAAAGNADCBiQKBgQDtWLTIFGTpsxXc9Yoln4LbLgy@shp@q8TOhzwR
nz31izqe0asTKHACCWXDOGQprcdELdS+Mr3NHGENi8ya+Cs9ZCCQIB+fzSkeY7j4
ObBvIIwpVV9sNa+YmpDnP9BM6ggniW/pn@i871Z+sHUJHZ386R08cttPgKILHdpi
XZy+RwWIDAQABO1AWTjAdBgNVHQAEFgQUNAaMPPOV4sEpHWWONuUrFx1laDrlQwHwYD
VRO]jBBgwFOAUNAaMPPOV4 s EpHWWONurFx1aDr1QwDAYDVROTBAUWAWEB/zANBgkq
hkiGOweOBAQUFAAOBEQCe0d8077n7eTftVw+xrE@qhBG3oWUURhgTgWrxBAHRY3V5
mL/TAapJhPSy@5CDeFgD78jabpymSulL sGBaKQHYW2mx9ko2bwI6qFN72rzsT828U

4TmngHjVye673QcLBpvsxhi5Hgqe8vgD5v6k7MfFizngICnUKDkkmF2jYHVNn5g==

s
8. From admintools, restart the Vertica database as vertica DBA user and to verify the settings,
follow the step:

Tip: Make sure that the admintools is running.

vsql -h <Host name> -U <User name> -p <Port> -d <Database Name>
where, <Host name> is the host name of the system where Vertica is installed

<User name> is the Vertica user with DBA privilages
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<Port> is the port number
<Database Name> is the name of Vertica database
A status message similar to the following will be displayed:

SSL connection (cipher: DHE-RSA-AES256-SHA, bits: 256)”

To disable TLS for Vertica, run the SELECT SET_CONFIG_PARAMETER('EnableSSL', '©'); command
and restart the Vertica database.

On OBR:

Perform the following steps on the system where OBR is installed.

Configure SSL for JDBC clients

To configure SSL for JDBC clients, run the following steps on the command prompt:

1. Logon as root and create the truststore in the same location as the cert.crt:

keytool -genkey -alias cacert -keyalg RSA -keysize 2048 -keypass <Password> -
storepass <Password> -keystore <File name> -storetype pkcsl2

where, <File name> is the trust store file name SHR_CERT_PKCS.p12 with the path
<Password> is the password. For example: shradmin

2. keytool -import -file server.crt -alias importcert -keystore <File name> -
storepass <Password>

where, <File name> is the trust store file name SHR_CERT_PKCS.p12 with the path

<Password> is the password. For example: shradmin

Configure SSL for ODBC clients
To configure SSL for ODBC clients, run the following steps on the command prompt:
1. Run the following command on a command prompt:
echo 'SSLMode = require' >> $PMDB_HOME/config/odbc.ini
2. Tocheck if the connection is working over TLS, run the following command:

isql -v SHRDB <Vertica DBA User> <Vertica DBA Password>
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where, <Vertica DBA User> is the Vertica user with DBA privileges
<Vertica DBA Password> is the password for Vertica user

A connection status message is displayed.

Enable TLS for Vertica in Administration Console

1. Inthe Administration Console, select Additional Configurations > Vertica Database & Time
Zone.

2. Inthe Vertica Database > TLS, select the Enable option.

Vertica Database & Time Zone

Vertica Database & Time Zone

Time zone:  GMT

Vertica Database:
Database type: vertica

Host name btpvm0918 hpeswlabnst

m Change Password

A confirmation dialog box is displayed.
3. Click Yes. Enable TLS pane is displayed.

4. Enter trust store file name with path in TrustStore File, trust store password in TrustStore
Password, and re-enter password to confirm in TrustStore Confirm Password.

5. Click OK. A confirmation message is displayed.

Configure TLS for Vertica in Distributed Scenario

On Vertica:

Perform the following steps on the system where Vertica is installed. To enable TLS for Vertica, log on
to the vertica system and run the following commands on the command prompt:

HPE Operations Bridge Reporter (10.21) Page 200 of 282



Configuration Guide
Chapter 20: Configuring TLS for Vertica

1. Tocreate a CA private key and public certificate, follow these steps:

a. openssl genrsa -out servercakey.pem 2048

b. openssl req -newkey rsa:2048 -x509 -days 3650 -key servercakey.pem -out
serverca.crt

Enter the values for the following prompts:

i. Country Name (2 letter code) [XX]:
Enter the country code. For example, IN.

ii. State or Province Name (full name) []:
Enter full name of state. For example, KA.

iii. Locality Name (eg, city) [Default City]:
Enter name of your city. For example, BLR.

iv. Organization Name (eg, company) [Default Company Ltd]:
Enter name of your organization or default company name. For example, HPE.

V. Organizational Unit Name (eg, section) []:
Enter name of the section or organizational unit. For example, HPE.

vi. Common Name (eg, your name or your server's hostname) []:

Enter your name or server's hostname as common name. For example,
test.hpeswlab.net.

vii. Email Address []:
Enter your email address. For example, test123@hpe.com.
2. Tocreate the server private key and certificate, follow these steps:
a. openssl genrsa -out server.key 2048
b. openssl req -new -key server.key -out server_reqout.txt
Enter the values for the following prompts:
i. Country Name (2 letter code) [XX]:
Enter the country code. For example, IN.
ii. State or Province Name (full name) []:

Enter full name of state. For example, KA.
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iii. Locality Name (eg, city) [Default City]:
Enter name of your city. For example, BLR.
iv. Organization Name (eg, company) [Default Company Ltd]:
Enter name of your organization or default company name. For example, HPE.
V. Organizational Unit Name (eg, section) []:
Enter name of the section or organizational unit. For example, HPE.
vi. Common Name (eg, your name or your server's hostname) []:

Enter your name or server's hostname as common name. For example,
test.hpeswlab.net.

vii. Email Address []:
Enter your email address. For example, test123@hpe.com.

viii. Please enter the following 'extra' attribute to be sent with your

certificate request. A challenge password []:
Enter password.

ix. An optional company name []:
Enter an optional company name. For example, HPE.

3. Tosignthe server's certificate using the CA private key file and public certificate, run the following
command:

openssl x509 -req -in server_reqout.txt -days 3650 -shal -CAcreateserial -CA

serverca.crt -CAkey servercakey.pem -out server.crt
Note: Run the above command in single line.

4. Run the following command to log on to vsql:
vsgql -h <Host name> -U <User name> -p <Port> -d <Database Name>
where, <Host name> is the host name of the system where Vertica is installed
<User name> is the Vertica user with DBA privilages
<Port> is the port number
<Database Name> is the name of Vertica database

5. Setthe Enable SSL flagto 1:

SELECT SET_CONFIG_PARAMETER('EnableSSL', '1');
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6. To set the private key in Vertica using the contents of server.key file, follow these steps:

a. SELECT SET_CONFIG_PARAMETER('SSLPrivateKey', '<contents of server.key
file>’);

The following is an example of the command with sample content of server. key file:
SELECT SET_CONFIG_PARAMETER('SSLPrivateKey','----- BEGIN RSA PRIVATE KEY-----
MIICXgIBAAKBgQDtWLTIOFGTpsxXcOYoon4LbLgy@shpoq8TOhzwRnz31izgeOasT
KH4CCWXDOGQprcdELdS+Mr3NHGENi8ya+Cs9ZCCQIB+fzSk6Y7j40bBvIIwpVVIs
Na+YmpDnP9BM6qgnilW/pn@i871Z+sHUJHZ386R08cttPqKJILHdpixZy+RwIDAQAB
AoGBAJk/HGUH5PXL6ELpuxmtIGV6fzOwhdpricBréuol4oyHIAsHeyD81Relj71IT
2ABdNvsbiHBh/NDRkR1ik3I/6FIV3kuZd6DNIiecfY8y7BfMtInw3Whm9gRAkron
VGbR1SA330e0KTTt6wz2PY+ZVVHA92gf33K6PZgXTR4+1iG7RAKEA+RODRNMScrinX
LQ1lygMhwRn1p2b4LmYYmMosnUkWOOueC5I+dTPTFnvGKtbOWe3csRIy1RHXUIJu2
yvT60/F5zwIBAPPoa3phaF3JE@QVY5DZS/r5+DKom14F5MeYsokPbqr2SG+xZ0Cm9
cFjMOAneF /zHcW8qVNwb1wQIY60IuRgEqgkCQQCccTjuWGE7BYkzON70u2uvCPGh
mbT1LBbu507DvwSsP1m30e2aN5mn@J]7AtrGUBepZ/1eT779TYiqwWIgRbHUHAKEA
7VyIC8bzrCFcUb+ne351TqiYZpX6L5PkDZ3uI5+In4erC00ijOxAgwnglx+9tE/b
glVte+575v7LDtQCX09dEQIAPFhGY /wyzI8aS7KTF6LmM+8WuM2xD7d9y4NU6Shs2

tsb+QrM5jYg79AuwdwP4YceZLIp34QB19BSF/E7WAOXEUQ==

s
7. To set the certificate in Vertica using the contents of server. crt file, follow these steps:

a. SELECT SET_CONFIG_PARAMETER('SSLCertificate', '<contents of server.crt
file>’);

The following is an example of the command with sample content of server. crt file:
SELECT SET_CONFIG_PARAMETER('SSLCertificate','----- BEGIN CERTIFICATE-----
MIICmjCCAgOgAwIBAgIIAMNZgpMfBVTjMAGGCSqGSIb3DQEBBQUAMGYXCzAIBENV
BAYTAk10MQswCQYDVQQIDAJLQTEMMAOGATUEBwWWDQkxSMQwwCgYDVQQKDANIUEUX
DDAKBgNVBASMAOhQRTEMMAOGALUEAWWDTOISMRIWEAYJIK0oZIhvcNAQKkBFgNjb20w
HhcNMTYwMz I5MDkyMDU1WhcNMj YwMzI3MDkyMDU1WjBmMQswCQYDVQQGEWIJTJEL

MAKGA1UECAWCSOEXDDAKBgNVBACMA®IMUJEMMAOGATUECgwDSFBFMQwwCgYDVQQL
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DANIUEUxXDDAKBgNVBAMMA@9CUJESMBAGCSqGSIb3DQEJARYDY29tMIGFMARBGCSQG
SIb3DQEBAQUAA4AGNADCBiQKBgQDtWLTIOFGTpsxXc9YooOn4LbLgy@shp@g8TOhzwR
nz31izqe0asTKHA4CCWXDOGQprcdELdS+Mr3NHGENi18ya+Cs9ZCCQIB+fzSk6Y7j4
ObBvIIwpVV9sNa+YmpDnP9BM6qgnilW/pn@i871Z+sHUIHZ386R08cttPgKILHdpi
XZy+RWIDAQABO1AWTjAdBgNVHQAEFgQUNAaMPPOV4sEpHWWONuUrFxlaDr1QwHwYD
VRO7jBBgwFoAUNAaMPP9V4 s EpHWwWONurFx1aDr1QwDAYDVROTBAUWAWEB/zANBgkq
hkiGOw@BAQUFAAOBEQCe@d8077n7eTftVw+xrE@qghBG3oWUURhgTgWrxBAHRY3V5
mL/TAapJhPSy@5CDeFgD78jabpymSuL sGBaKQHYW2mx9ko2bwI6qFN72rzsT828U

4TmngHjVye673QcLBpvsxhi5Hgqe8vqD5vek7MfFizngICnUKDkkmF2jYHVN5g==

s
8. From admintools, restart the Vertica database as vertica DBA user and to verify the settings,
follow the step:

Tip: Make sure that the admintools is running.

vsql -h <Host name> -U <User name> -p <Port> -d <Database Name>
where, <Host name> is the host name of the system where Vertica is installed
<User name> is the Vertica user with DBA privilages

<Port> is the port number

<Database Name> is the name of Vertica database

A status message similar to the following will be displayed:

SSL connection (cipher: DHE-RSA-AES256-SHA, bits: 256)”

To disable TLS for Vertica, run the SELECT SET_CONFIG_PARAMETER('EnableSSL', '@'); command
and restart the Vertica database.

On OBR:

Perform the following steps on the system where OBR is installed.

On Linux:

Configure SSL for JDBC clients
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To configure SSL for JDBC clients, run the following steps on the command prompt:

1. Copy the certificate cert. crt from the system where Vertica installed to the OBR system.

2. Onthe OBR system, log on as root and create the truststore in the same location as the
cert.crt:

keytool -genkey -alias cacert -keyalg RSA -keysize 2048 -keypass <Password> -
storepass <Password> -keystore <File name> -storetype pkcsl2

where, <File name> is the trust store file name SHR_CERT_PKCS.p12 with the path
<Password> is the password. For example: shradmin

3. keytool -import -file server.crt -alias importcert -keystore <File name> -
storepass <Password>

where, <File name> is the trust store file name SHR_CERT_PKCS.p12 with the path

<Password> is the password. For example: shradmin

Configure SSL for ODBC clients

To configure SSL for ODBC clients, run the following steps on the command prompt:

1. Run the following command on a command prompt:
echo 'SSLMode = require' >> $PMDB_HOME/config/odbc.ini

2. Tocheck if the connection is working over TLS, run the following command:
isql -v SHRDB <Vertica DBA User> <Vertica DBA Password>
where, <Vertica DBA User> is the Vertica user with DBA privileges
<Vertica DBA Password> is the password for Vertica user

A connection status message is displayed.

On Windows:
Configure SSL for JDBC clients
To configure SSL for JDBC clients, run the following steps on the command prompt:
1. Copy the certificate cert.crt from the system where Vertica installed to OBR system.

2. Open the command prompt and create the truststore in the same location as the cert.crt:

keytool -genkey -alias cacert -keyalg RSA -keysize 2048 -keypass <Password> -
storepass <Password> -keystore <File name> -storetype pkcsl2
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where, <File name> is the trust store file name with path. For example, Verticatrustore.pl2
<Password> is the password. For example: shradmin

3. keytool -import -file server.crt -alias importcert -keystore <File name> -
storepass <Password>

where, <File name> is the trust store file name with path. For example, Verticatrustore.pl2

<Password> is the password. For example: shradmin
Configure SSL for ODBC clients

1. Logonto OBR system.

2. Click Start > Control Panel and then click System and Security. The System and Security
windows is displayed.

3. Click Administrative Tools. The Administrative Tools window is displayed.

4. Double-click ODBC Data Sources (64-bit). The ODBC Data Source Administrator (64-bit)
window is displayed.

5. Click System DNS tab, select SHRDB and click Configure.

= ODEBC Data Source Administrator (gd-bit) -

IJger DSN | Swstern DSN | File DSN I Drivers | Tracing I Connection Poaling | About |

Spstem Data Sources:

Mame Flatform  Driver ~ ‘ add.. |

Bl4_CHMS_DSM Bd-bit SOL Anywhere 12 =

club 32-bit Microzoft Access Driver [*.mdb) ‘ Bl |

club-webi 32-bit Microzoft Access Driver [*.mdb) =

efashion 32-hit Micrazoft Access Driver [*.mdb) ‘ . |
. . . . . Configure...

efashion-webi F2-bit Microsoft Access Driver Pmdb] | _

Sample &mazon EMA Hive DSM B4-bit SAP Hive ODBC Diriver -

Sample SAP Hive DSM Bd-bit SAP Hive ODBC Diriver

Sample SAF Impala DS E4-bit SAP Impala ODBC Driver

Sample SAP Salesfarce DSM B4-hit SAP Salesforce ODBC Driver

SHRDB B4-hit Vertica "

AnODBC Systemn data source stores infarmation about how to connect ta the indicated data provider.
EI; A, Syztem data source is wisible to all ugers of this computer, including NT services.

o ] o] aw

The Vertica ODBC DSN Configuration window is displayed.

6. Click Client Settings tab and select Require for SSL mode from the drop down list.
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HF Vertica CDBC DEN Configuration -

Basic Gettings | Client Settings | Server Settings | About |

Adwanced oplions

Kerberos host name: | |

k.erberoz service name: |vertica |
55L mode: [ Fequire v]
SS5L cert file: | |
SSL key file: | |
Address family preference: | Mane ¥ |
Drriver options

Direct batch insert [l

Avtocommit:

Drriver stritg conversions: | Output v |
Result buffer size [bytes): [131072 |

Third party options

Report Unicode columns as char: Il

Three part naming:

Logging

Log level: | Mo legging A |
Log path: | |

o | [ caes |

7. Click Test connection.
A connection succeeded message is displayed.
8. Click OK.

The SSL for DSN is enabled.

Enable TLS for Vertica in Administration Console

1. Inthe Administration Console, select Additional Configurations > Vertica Database & Time

Zone.

2. Inthe Vertica Database > TLS, select the Enable option.
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Vertica Database & Time Zone

Vertica Database & Time Zone

Time zone:  GMT

Vertica Database:

Database type: vertica

Host name: btpvm0918 hpeswlabnet
Port: 5433

User name: hpobr918

TLS. () Disabled (@) Enabled
@)
“ Change Password

A confirmation dialog box is displayed.
3. Click Yes. Enable TLS pane is displayed.

4. Enter trust store file name with path in TrustStore File, trust store password in TrustStore
Password, and re-enter password to confirm in TrustStore Confirm Password.

5. Click OK. A confirmation message is displayed.

On Remote Collector:

1. Toenable FIPS, run the following commands on the command prompt:

o

cd {PMDB_HOME}/bin

o perl FIPS.pl enable

o cd {OVINSTALLDIR}/1lbin/secco/

o ovconfchg -ns sec.cm -set ASYMMETRIC_KEY_LENGTH 2048
o MigrateSymKey -sym key algo eAES128

o MigrateSymKey -hash_algo eSHA256

o

FIPS tool -enable_FIPS

Run the command ovbbccb -status to check the FIPS status of OVBBC.

2. From the OBR server, copy the {PMDB_HOME }/keystore/SHR_CERT_PKCS.p12 to the Remote
Collector server to the location {PMDB_HOME }/keystore/SHR_CERT_PKCS.p12

3. Stopthe HPE_PMDB_Platform_Collection service.
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4. Perform the steps for the collector changes as mentioned in "Task 5: Stop the HPE_PMDB_
Platform_Collection service and edit Collection start and stop scripts" on page 191.

5. Start the collector HPE_PMDB_Platform_Collection service.

6. Logon tothe Administration Console and add the collector.
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Part IV: Database Backup and Recovery

This section provides you information to back up and restore the OBR databases.l|t also provides
information on how you can plan for back up using the database backup options in OBR.
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OBR enables you to back up and recover the database to prevent data loss in the event of a database
failure. It is recommended that you take regular backup of the database before you begin using OBR in
production.

Disaster recovery of OBR includes planning for taking regular back up of OBR databases, and creating
a backup of key configuration and license files. Regular back up helps you to recover data and prevent
data loss in the event of a disaster.

Important Considerations

« You must schedule the full back up tasks to run at regular intervals.

« While planning for database backup, the OBR system with SAP BusinessObjects installed on
same system requires 5 GB for the backup storage space.

In case of distributed (custom) scenario, 5 GB for the backup storage space is required in the OBR
system and SAP BusinessObjects system respectively.

For Vertica storage space, see Vertica Backup and Restore.

« You must ensure to change the Administration Console password on the systems before you move
ahead with back up and restore steps.

Also, change the SAP BusinessObjects Central Management Console (CMC) database (SQL
Anywhere) password on the systems before you move ahead with back up and restore steps.

« Itis recommended to take a daily backup.

If you have scheduled a daily backup, the backup files will be saved with the three letter prefix of the
day the backup is taken.

For example, if the backup script is run on a Monday the backup file will be saved with the name
/<backup path>/SHR_DR_FullBackup/Mon.

However the previous backup will be overwritten by the next week's backup files. Similarly, fora
twelve-hour backup, the backup files may get overwritten if the backup script is run on the same
day. You must ensure that you create separate folders for such instances if you prefer to retain the
old back ups.

« Inthe event of a OBR server failure, you can recover the OBR database from the backup location.
The backup system and the primary system must be identical with same hardware specifications,
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operating systems, OBR version, file path, topology, post installation configurations and deployed
content packs.

« If you have changed any of the configuration files (Example: CAC), performance tuning in the
primary setup then perform all those changes for the disaster recovery setup.

Caution: OBR must have a static IP address. You must set up the OBR Disaster Recovery

environment (remote or local) with the same IP address and host name similar to the primary OBR
server to restore the permanent license. No additional license is required for restoring OBR.

Terminologies used in this guide

Following are the terminologies used in this guide:

Terminology Explanation
SIA Server Intelligence Agent
cMC Central Management Console
CcM Central Configuration Manager
OBR server1 Initial OBR system where the existing data back up is taken.
OBR server2 New OBR installed system where the data is restored.
SHR_DR_Backup Name of the backup file.

Backup of OBR Components

It is recommended that you take regular back up of the OBR components before you begin using OBR
in production.

OBR's full back up script enables you to take a complete back up of the following components
(including the database files and transaction logs):

o SAP BusinessObjects (File store)

« SAP BusinessObjects Central Management Console (CMC) database (SQL Anywhere)

» Management database tables (PostgreSQL)

« Configuration Files
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Note: In a Custom Installation scenario, perform the following steps to take a backup of OBR on
the systems where you have installed the OBR components.

Create Full Backup of OBR on Windows

The %PMDB_HOME%\DR\SHR_full Backup.pl script helps you take a full backup of the OBR
components mentioned in "Backup of OBR Components" on the previous page.

The script generates the DR. 1log file in the path %PMDB_HOME%\ 1og.

Log on to OBR server1 where you have installed the OBR components and perform the following steps
to schedule the backup:
1. Go to Start and type Task Scheduler in Search. Double-click on the Task Scheduler to open it.
2. Inthe Task Scheduler window, click Create Basic Task. The Create Basic Task wizard appears.

3. Type SHR_DR_FullBackup for the Name and Description, and then click Next.

Create Basic Task Wizard -
Create a Basic Task
Create a Basic Task Use this wizard to quickly schedule a cormaon task, For more advanced options or settings
Trigger such as multiple task actions or triggers, use the Create Task command in the Actions pane,
Action Marre: SHR_DR_FullBackup
IFIHD Description: | SHR_DR_FullBackup|

4. Select Daily, and then click Next.
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'@ Task Trigger

Create a Basic Task

Action
Finish

“When do you want the task to start?
@ Daily

O Wieekly

O Monthhy

) One time

) When the computer starts

O rhen | log on

) When a specific eventis logged

| | Mext = | | Cancel |

5. Select the start time, type 1 in the Recur every text box, and then click Next.

@ Daily

Create a Basic Task

Trigger

S

Action
Finish

Start: | 7f 2f2ms [Ev || 2:00:00 BF %‘ [] Synchronize across time zones

| < Back | ‘ Mext > | | Cancel

6. Select Start a program in Action page, and then click Next.
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Create Basic Task Wizard
@  Action
Create a Basic Task
Trigger What action do you want the task to perform?
Daily
® Starta prograrm
L (O Send an e-mail {(deprecated)
) Display a message (deprecated)
| < Back | | Mext = | | Cancel |

7. Type perl and then Browse to %PMDB_HOME%\DR, select SHR_full_Backup.pl, and then click

Next.
In the Add arguments field, type the following details:
<backup_path>

In this instance:

o <backup_path> is the location where you want to store the backup files and data.

Example: E:\SHR_Full Backup

Note: If you want to backup the files to a custom folder, you must create it before you enter

the path in Add arguments text box.
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'@ Start a Program

Create a Basic Task

Trigger Program/script:

Daily perl %PMDE_HOMEZ\DRYSHR_full_Backup.pl || Browse... |
Action

Start 3 Program Add arguments {optionalk E}\SHR_DR_FU”B“kUP

8. The following Task Scheduler message appears, click Yes.

It appears as though argquments hawe been included in the Program text
bioz, Do you weant to run the following prograrm:
perl

Wifith the following arguments:
ZPMDB_HOMESZADRNSHE_full_Backup.pl EASHR_DR_FullBackup

| | Cancel

9. Click Finish in the Summary page.
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Create Basic Task Wizard -

@ Summary

Create a Basic Task

Trigger Marne:

Diaily
Action

Description: | SHR_DR_FullBackup

Start a Program

Trigger: |Dai|y; At 200 AM every day |

Action: |Start a prograrn; petl #%PRDE_HOREZNDRNSHR_full_Backup.pl E:\SHR,BackL.|

[] Cpen the Properties dialog for this task when | click Finish
When you click Finish, the new task will be created and added to your Windows schedule,

| < Back | | Finish | | Cancel |

You can check the task created in the Active Tasks of the Task Scheduler window.

Following image is the example of the backup files:

Hame Share s

:(—:l - | T | . v This PC » Local Disk () » test » SHR_DR_FullBackup » Thu »
Y
o Favorites Marme Date modified Type Size
B Desktop J Full_BOFileStore_BackUP G187 2015 423 PR File falder
& Dowenloads , Full_CAC_BackUP 6/18/205 4:23 FM File folder
] Recent places . Full_Configuration_BackUP 61872013 423 Ph File folder
. Full_MgrmtDE_BackUP 6182015 4123 Phd File falder
18 This PC o Full_SQLA&nMer_BackUP 61872015 4123 PR File folder
9! Metwrork

Create Full Backup of OBR on Linux

The $PMDB_HOME/DR/SHR_full_Backup.pl script helps you take a full back up of the OBR
components mentioned in "Backup of OBR Components" on page 212.

The script generates the DR. log file in the path $PMDB_HOME/ 1og.

Log on to the OBR server1 where you have installed the OBR components and follow these steps to
schedule the back up:
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1. Logontothe OBR system as root.
2. Toedit your crontab file, type the following command at the command prompt:
crontab -e

3. Addaline to the crontab file to invoke the $PMDB_HOME/DR/SHR_full Backup.pl script once
every day.

<time schedule> </opt/0V/non0OV/perl/a/bin/perl> <location of the backup
script> <backup path>

where, <time schedule> is the time of the day the script is invoked (the time schedule is as per
the crontab format)

<location of the backup script>is the location of the SHR_full Backup.pl back up script
<backup path> the location of the back up files

Forexample: @ 15 * * @ /opt/OV/nonOV/perl/a/bin/perl $PMDB_HOME/DR/SHR_full
Backup.pl /root/SHR_DR_FullBackup

In the above example, the /opt/HP/BSM/PMDB/DR/SHR_full Backup.pl scriptis invoked on the
first day of the week at 15:00 hours and the data file backup is stored at /root/SHR_DR_
FullBackup.

4. Savethe crontabfile.
All the log files for crontab are in the location /var/mail.

5. After running the scheduled backup, note down the backup sub folder and file for Management DB
<backup path>/SHR_DR_FullBackup/<the day of backup>/Full_MgmtDB_BackUP

<backup path>/SHR_DR_FullBackup/<the day of backup>/Full_MgmtDB_BackUP/Mgmt_
backup_AGGREGATE_CONTROL . dat

For example:
/root/SHR_DR_FullBackup/SHR_DR_FullBackup/Thu/Full_MgmtDB_BackUP

/root/SHR_DR_FullBackup/SHR_DR_FullBackup/Thu/Full_MgmtDB_BackUP/Mgmt_backup_
AGGREGATE_CONTROL .dat
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Restore OBR Components

After you complete the OBR installation and configuration, you must ensure to bring the Vertica
database down before you restore the back up.

Transfer all backup data into a local directory of the system. OBR's restore script enables you to
restore all of the backup data.

Note: In a Custom Installation scenario, perform the following restore steps on the systems where
you have installed the OBR components.

Restore Backup of OBR on Windows

For SAP BusinessObjects Database and File Store

Log on to the system where OBR is installed that is OBR server2 and follow these steps to restore the
back up of the OBR components:

1. Copy the backup file SHR_DR_FULLBACKUP from the backup location of OBR server1 to OBR
server2 where you want to restore the backup.

2. Goto Start and type Central Configuration Manager in Search. Double-click on the Central
Configuration Manager.

The Central Configuration Manager window appears.

i Central Configuration Manager |;|i-
=1 L] ur ) B @& =] Compuker Mame: j |English j
Display Mame [ version [ status | Descriptian |

14.1.5.1501 a Stopped  Manages a pool of Crystal Report publishers
gty 1.0.15.0 % Running  Manages BusinessObjects Enterprise Servers

Feady
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3. Right-click on Server Intelligence Agent (SHR) and click Stop.

4. From the Services window, click the SLQ Anywhere for SAP Business Intelligence service
and click Stop.

5. Rename the existing file store folder.

The default location of the file store is <BusinesObjects installed drive>:\Program Files
(x86)\SAP BusinessObjects\SAP BusinessObjects Enterprise XI 4.0\FileStore.

For example: You can rename it to FileStore_old.
6. From the default location move the existing SQL Anywhere database to another location.

The default location of the SQL Anywhere database is <BusinesObjects installed
drive>:\Program Files (x86)\SAP BusinessObjects\sqlanywhere\database.

7. Perform the following steps to run the restore script:
a. Click Start > Run.The Run dialog box appears.
b. Type cmd, and then press ENTER. The command prompt appears.
¢. Run the following command:
Perl <location of the restore script><location of the backup file>

where, <location of the restore script> is the path of the restore script, and
<location of the backup file> is the path of the particular day's backup file that you
want to restore.

For example: Perl %PMDB_HOME%\DR\SHR_full Restore.pl E:\SHR_Backup\SHR DR
FullBackup\Thu

8. Click Start > Run.The Run dialog box appears.
9. Type dbisqlc and then press ENTER. The Connect to SQL Anywhere window opens.

10. From the Services window, click the SQL Anywhere for SAP Business Intelligence service
and click Start.

0L Arpenehiere for S8P Business Intelligence Prowides th.. Running  &utomatic

A .

11. Inthe Connect to SQL Anywhere window, type the following details:

o UserID: Type the user as dba
o Password: <password>

where, <password> is the password used to log on to the CMC database (SQL Anywhere)

HPE Operations Bridge Reporter (10.21) Page 220 of 282



Configuration Guide
Chapter 21: Database Backup and Recovery

Note: If you have not changed the password in the server where the back up is taken,

type the same password else, type the changed password.

Caution: Ensure that you change the default password before you start using OBR. For
more information, refer Changing Default Passwords in the Operations Bridge Reporter

Online help for Administrators.

o Action: Select Connect with an ODBC Data Source from the drop down.

L Connect

Connect to a SQL Anywhere Database
Change database type

(% Authentication: | Database

Lser 1D dha
Password: srssessne
Lg Action: Connect with an CDBC Data Source

. Connect with an ODEC Data Source

® ODBC Data Siconnect to a running database on this computer
Bl4 CMs Ds{Connect to a running database on another cormputer

- = |Connect to a runhing database in a cloud

() DDBC Data SiStart and connect to a database on this computer

Start and connect to a database on another computer

Connect with a connection string

Advanced == || Tools v|| Connect || Cancel

Help

o Select the ODBC Data Source name option, and then click Browse to enter the source name

BI4_CMS_DSN.

HPE Operations Bridge Reporter (10.21)

Page 221 of 282



Configuration Guide
Chapter 21: Database Backup and Recovery

< Connect

Connect to a SQL Anywhere Database
Change database type

(g&‘ﬁ Authentication: |Database

User 10 |dba |
Password: |--------- |
Action: |Cnhnett with an ODBC Data Source ~ |

(@) ODBC Data Source name

|B14_cms_psn v | [ Erowse.. |
) oDBC Data Source file
v | | Browse... |

Mame Diriver
EI4_sudit_DSH SOL Arvvwhere 12

S re 12
Sarmnple Armazon EMR Hive DSH SAP Hive ODEC Driver
Sarnple SAP Hive DS SaAP Hive ODEC Driver
Sarnple SAP Impala DSk SAP Impala ODEC Driver
SHRDE Wertica | Cancel | | Help

[ Show all data sources

o Check the connection as shown in the following image.

& Connect

Connect to a SQL Anywhere Database
Change database type

% Authentication: |Database

User 1D |dba

Password: |uuuu.

Action: |CDnnect with an OOBC Data Source

® ODBC Data Source name

|E14_Ms DN

v|| Browse. .. |

() ODBC Data Source fle

v|| Browse. . |

@ Connection succesded.

Show Details | ‘ Copy To Clipboard | \

| Advanced == || Tools 'H Connect ||

Cancel | | Help

The Connection succeeded confirmation dialog box appears.

o Click Connect.
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Connect to a SQL Anywhere Database
Change database type

% Authentication: |Database w |

Uszer 1D: |dba |

Password: |----"--- |

@ Action: |Cunnect with an ODBC Data Source ~ |

(® ODBC Data Source name
|Br4_cms_psm v|[ Browse.. |

() ODBC Data Source file
| w | | Browse... |

Advanced = H Tooks '\l Cancel H Help

12. Inthe SQL Statements pane, type the following query:

delete from cms_infoobjects? where parentid=16 or parentid=59;

13. Click Execute. You will get a message that displays the number of records deleted as shown in

the following image.

VONGOU b WNRE

| <
-

Results

13 row(s) deleted
Execution time: 0.532 seconds

14. Commit the query execution and close the Connect to SQL Anywhere window.

15. Create anew SIA:
Note: Ensure that the SIA is not started before moving ahead.

a. Goto Start and type Central Configuration Manager in Search. Double-click on the Central
Configuration Manager to open it.
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b. Click on @ to create a new SIA node. The Add Node Wizard appears.

a2

i Central Caonfiguration Manager = .= -
@ 6 é ] @ Computer Mame: j |English ﬂ

Display Mame | Version | Skatus | Drescription |
B B Publisher Service 14.1.5.1501 % Stopped  Manages a pool of Crwstal Report publishers
géServer Inteligence Agent (SHRY | 1.0.15.0 % Stopped  Manages BusinessObjects Enterprise Servers

Ready

c. Click Next. The Node name and SIA Port Configuration page appears.

Add Mode Wizard -

YWelcome to the Add Node Wizard

Thiz wizard helps vou add a node.

Throughout thiz wizard, you may proceed to the next page by
clicking Me=t, or revizsit a previous page by clicking Back.

To begin adding a node, click Mest.

Mext » Cancel Help

]

d. Type the following details:
» Node Name:
o SIAPort: 6410
« Select the Recreate Node option.

o Click Next.

HPE Operations Bridge Reporter (10.21) Page 224 of 282



Configuration Guide
Chapter 21: Database Backup and Recovery

Add Node Wizard -

Mode Hame and 51A Port Configuration
Enter the new node name and Server Inteligence Agent port. @

Hode Mame: |SHF|

Sl Port: |541 0

Select one of the fallowing:
7 Add node with no servers
Add node with Ck5S

~
7 Add node with default zervers

< Back I Mest » I Cancel | Help |

e. A warning message appears as shown in the following image. Click Next.

Add Mode Wizard -

o

If the node exizts in the CMS systen databaze, then it will be
! EX recreated on the local host. Othenwise, a new node with default
) servers will be added.

Usze thiz option anly if thiz hode does not exist on any hosts in the
cluster.

The Select a CMS page appears.

f. Select Start a new temporary CMS option and click Next.
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Add Node Wizard -

Select a CM5S
Select 3 CMS that will be used to add the node. @’

" Use existing running CMS
Select when at least one CMS iz running.

* Start a new temporary CMS!

Select when cluster haz no running ChMSs. A temporary CHMS will be
automatically gtarted. Upon completion. it will be stopped.

< Back | MNext » | Cancel Help

The New CMS Configuration page appears.

g. Type 6400 for New CMS Port, and click on Specify.

Add Node Wizard -

Mew CHM5 Configuration
Pleasze specify the configuration for the new ChS. @’

Mew CMS Port:

1S System Database Data Source Mame:

10

The new CHS will be started using the configuration
! . specified here.

< Back | | Cancel | Help |

h. Select SQL Anywhere (ODBC) option in Select Database Driver page, and click OK.
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Add Node Wizard e

Hew CMS Configuration
Fleaze specify the configuration for the new ChS. @

Select Database Driver -

Choose a connection method:

rad

7 SAP HAMA databasze (ODEBC)
SOL Server [ODBELC)

)]

Oracle native driver

~
—~
7 DB2 native driver J
~
~
=

—0

Sybaze native driver
MpSGEL driver

MaxDB driver

SOHL Arnpwhere [ODEBC]

@ Ok I) Cancel |

< Back | | Cancel | Help |

i. InSelect Data Source page, click the Machine Data Source tab, and select Bl4_CMS _
DSN. Click OK.

Select Data Source -
Filz Data Source_Machine Data Source

Data Source Mame Type Drescription
Bl & b, Syzten

-] Sypstem
Sample Amazon EMRB Hive ... System  Sample dmazon EMR Hive DSK
Sample SAF Hive DSH Syztem  Sample SAF Hive DSH
Sample SAF Impala DSH Syztem  Sample SAF Impala DSH
SHRDE System

Mew. ..

A, b achine Data Source is specific ta thiz machine, and cannot be shared.
"Uszer" data zources are specific to a uzer on thiz machine. '"Spstern’ data
zources can be used by all users on thiz machine, or by a spstem-wide service.

< ak | } Cancel | Help

j- In Connect to SQL Anywhere wizard, type the following:
o UserlD: dba
o Password:<password>

where, <password> is the password used to log on to the CMC database (SQL Anywhere)

Note: If you have not changed the password in the server where the back up is taken,
type the same password else, type the changed password.
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Caution: Ensure that you change the default password before you start using OBR.
For more information, refer Changing Default Passwords in the Operations Bridge

Reporter Online help for Administrators.

Connect to SAL Amawhere _
Lagin l DDBC] Network] Advanced]
Authentication: |Database j
User 10 |dba

2 )

I Encrypt pazsword

Action: C:Iwzt to a running databasze on this computer

Server name: |B|4

Database name: |EII4_CMS

Help

@5 Cancel |

k. In Specify Cluster Key page, type the cluster key as 1ShrAdmin. Click OK.

« Action: Select the Connect to a running database on this computer option. Click OK.

Note: The default cluster key is 1ShrAdmin, if you have changed the cluster key then

enter the changed cluster key value.

Specify Cluster Key

Enter the cluster key.

*********l

o]

Cancel

I. The CMS System Database Data Source name will now be enabled in New CMS

Configuration page. Click Next.
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Add Node Wizard

MHew CM5 Configuration
Fleaze zpecify the configuration for the new ChS.

Mew CMS Paort:

£400

LCMS Syste

l L, specified here.

Bl4_CM5_DSH Specify...

The news CMS will be started using the configuration

Cancel | Help |

m. Type the Password for the CMS Logon page, and click Next.

Note: If you have not changed the password in the server where the back up is taken,
type the same password else, type the changed password.

Caution: Ensure that you change the default password before you start using OBR. For
more information, refer Changing Default Passwords in the Operations Bridge Reporter

Online help for Administrators.

CHMS Logon
Enrter the CMS logon information.

Swstem:

Add Node Wizard

|IWFVMD23IJEI:EF4DD

Uszer Mame:

|.-’-‘«dministrat0r

Pazsword:

Authentication:

|Entetprise

< Back [ | Mext » | ) Cancel Help
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The Confirmation page appears.
n. Click Finish.

Add Node Wizard -

Confirmation

To create the new node with the following information, click
Firigh.

Summary:

CMS Mame: M'wFY02309:6400
MHode Mame: SHR

Server Inteligence Agent Port: 6410
Mode Option: Recreate

CMS Port: 400

CMS Data Source: Bl4_CMS_DSH

Rezults will be stored in the lag file: C:%Program Files
[#EE]“SAF BusinezsObjects\SAF BusinessObjects

E nterprize ¥ 4.0%ogging
“addnode_20150617_152455.log

< Back T Finish Cancel | Help |

The Adding node... dialog box appears. Wait till the process gets completed.

Adding node... -

A confirmation dialog appears as shown in the following image:

Central Configuration Manager -

'-6-' Successfully added node,

Wiewe the log file for more details: C\Prograrm Files (xBE)h30P
BusinessObjectsY 34P BusinessObjects Enterprise Xl
4 oggingiaddnode_20150617_152455.10g

o. InCCM, right-click on Server Intelligence Agent (SIA) and select Properties.
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|

' Central Configuration Manager
=1 4 R N T AT Computer Narme:

Display Mame | ersion | Skakus | Descripkion

B Bw Publisher Service 14.1.5.1501 fé Stopped  Manages a pool of Crystal Report publishers

- N 1.0.15.0 ﬂ Stopped  Manages BusinessObjecks Enterprise Servers
Start
Stop
Pause
Restart
kdowe

; Properties

Ready

p. Select the Configuration tab and perform the following

« Select the Change Cluster Name to check box.

o Type the cluster name in the format <CLuster Name>:6400

where, the <CLuster Name>is same as the Computer Name that appears in the Central

Configuration Manager.

The following image shows the example for the Cluster Name:

7] Central Configuration Manager =
&8 ’ AX BB U D computer e Trwrizs < Tlenai
Display Mame | version [ status | Description
8 BW Publisher Service 14.1.5.1501 ﬁ Stopped  Manages a pool of Crystal Report publishers

) Server Inteligence Agent (SHR) 1.0.15.0 [ Stopped  Manages BusinessObjects Enterprise Servers

Server Intelligence Agent (SHR) Properties
Praperties | Dependency | Slart@rotucol |

Server Inteligence Agent Command Line Options

Port Numnber:

6410

Ready

CMS Spstem Database Configuration

|Bl4_CMS_DSM

Specify.
ChS belongs to cluster "SHRWINART 400",
v Change Cluster Mame to I PYMO2209:6400

CMS Cluster Key Configuration

[[EDMS ok T 4TEVRBITEMCPE w]] Change...

(I D Cancel |® Help

« Click Apply and then click OK.
g. InCCM, right-click on Server Intelligence Agent (SHR) (SIA) and click Start.
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Ready

B Central Configuration Manager = |[= -
: A [

% 4 é Pad 6 é il =k @ Computer Mame: j ]Engllsh j
Display Marne | Version | Skakus | Diescription |
8 B Publisher Service 14.1.5.1501 ﬁ Stopped  Manages a pool of Cryskal Report publishers

Server Inteligence AgecticHo’ EEREIEE ﬂ--‘;tnpped Manages BusinessObjects Enterprise Servers
Stark
Stop
Pause
Restart
I owe
Properties

For Management Database Table

To restore the management database table, follow these steps:

1. Logontothe OBR system.

2. Goto Start and type pgAdmin lll in Search. Double-click on the pgAdmin Il to open it.

3. Connect to the database by providing the password. Launch the sql query analyzer by clicking the

sqlicon.

Note: If you have not changed the password in the server where the back up is taken, type

the same password else, type the changed password.

Caution: Ensure that you change the default password before you start using OBR. For more

information, refer Changing Default Passwords in the Operations Bridge Reporter Online help

for Administrators.
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File Edit Plugins Yiew Tools Help

po

- wo|=ER P
x

Properties |Statistics I Dependencies I Dependents

N
- — | [ Propett: | alue -
Eg iervers(l) Mame dwabc

E|_J PostgresQL 9.0 {localhost: 54323 o 16394
= }Databases 3] .
l::_l | Cwner prdb_admin
atalogs (2) | ACL i
chemas (2) Tablespace abc
% dwabc Default tablespace abc
..... @‘ Dormains (0} Encoding UTF&
¢/ FT5 Configurations (0) Caollation English, United States
..... W FTS Dictionaries (0} Chararter bene anliih. 1Inited Skates _ILI
= FTS Parsers (0) d I k
- FTS Tfamplates ()] 0L pane %
[]...@ Functions (2) -- Database: dwahc
[]---% Sequences (58)
=13 Tables (37) -~ DROP DATABASE dwabo:
[#-[F abcpurgetable
[ aggregate_cantrol CREATE DATABASE dwabc
B[ audit_measure WITH OWNER = pmdb_admin
B[ audit_measure_metric_assoc ENCODING = 'UTF&'
B[ audit_metric TAELESPACE = ahc
- balance_measure LC_COLLATE = 'English, United States'
H balance_measure_metric_assoc LC_CTYPE = 'English, United Ztates'
H balance_metric CONNECTION LIMIT = -1:
[ cmdb_business_application =
i .
4 I>|_I 4 | 3

4. Run the following query to restore the database tables:
Delete From dwabc.aggregate_control

COPY dwabc.aggregate_control from '<Path of the backupfile>\\backup_ AGGREGATE_
CONTROL.dat"

where, <Path of the backupfile> is the directory where you placed the Management database
backup file.

For Example: COPY dwabc.aggregate_control from 'E:\SHR_DR_FullBackup\\backup_
AGGREGATE_CONTROL .dat"

Restore Backup of OBR on Linux

For SAP BusinessObjects Database and File Store

Log on to the system where OBR is installed that is OBR server2 and follow these steps to restore the
backup of the OBR components:

HPE Operations Bridge Reporter (10.21) Page 233 of 282



Configuration Guide

Chapter 21: Database Backup and Recovery

10.

11.

Copy the backup file SHR_DR_FULLBACKUP from the backup location of OBR server1 to OBR
server2 where you want to restore the back up.

Log on to the system as root.

Run the following command to stop the web server:
sh /opt/HP/BSM/BOE4/sap_bobj/tomcatshutdown.sh

Move the SQL Anywhere Data Base files in OBR server2 from the following location to another
location of your choice

$PMDB_HOME/ . . /BOE4/sqglanywhere/database/*BI4*

Similarly, from the following location rename the frsinput and frsoutput directories
$PMDB_HOME/ . . /BOE4/sap_bobj/data

Switch to the SAP BusinessObjects administrator by running the following command:
su - shrboadmin

Run the following command to stop all Server Intelligence Agent servers:

sh $PMDB_HOME/ . ./BOE4/sap_bob7j/stopservers

Stop the SQL Anywhere service:

sh $PMDB_HOME/ . ./BOE4/sap_bobj/sqlanywhere_shutdown.sh

If prompted for password, specify the SQL Anywhere database password.

Switch back to root by running the following command:

exit

Copy the backup files (that you have taken a back up in the chapter Back up OBR
Database"Create Full Backup of OBR on Linux" on page 217) perform the following:

perl <location of the restore script><location of the backup file>

where, <location of the restore script> is the path of the restore script, and <Location of
the backup file> is the path of the particular day's backup file that you want to restore.

For example: perl $PMDB_HOME/DR/SHR_full_Restore.pl /root/SHR_DR_FullBackup/Thu
Run the following command:
chown shrboadmin:shrboadmin $PMDB_HOME/../BOE4/sqlanywhere/database/*BI4*

Ensure that you log in as shrboadmin user and not root.
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su - shrboadmin
12. Start the SQL Anywhere service. Execute the following command to start SQL Anywhere.
sh $PMDB_HOME/../BOE4/sap_bobj/sqlanywhere_startup.sh

13. Gotothe location /opt/HP/BSM/BOE4/sap_bobj/enterprise xi4e/odbc.ini and note down
the ODBC Data Source name of the CMS database.

For example the ODBC Data Source name of the CMS database in the following image is BI4_
CMS_DSN_1435083599

CDBC Data Sources]
BI4 OMS DSM 1435083599=S()L Anywhere 12.0
BI4 Audit DSN 1435083599:=SQLAnywhere 12.0

[BI4 _aMS DSM 1435083599]

UID=dba

DatabaseName=BI4 OMS

Serveriame=BI4 1435083599

Hostzlocalhost:2638

Driver=/opt/HP/BSM/BOE4/sq lanywhere/ | ib&4/ | ibdbodbec12. 50

[BI4_Audit_DSN 1435083599]

UTD=dba

DatabaseMName=BI4 Audit

Serverhame=BI4 1435083599

Host=localhost:2638

Driver=/opt/HP/BSM/BOE4/sqlanywhere/ | ibé4/ | ibdbodbc12.s0

14. Create a new Server Intelligence Agent by running the following command:
sh $PMDB_HOME/../BOE4/sap_bob7j/serverconfig.sh
The SAP BusinessObjects wizard appears in the command line console.

15. Type 1, and then press Enter.
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SAP BusinessObjects
what do you want to do?

Add node

De lete node

Modify node

Move node

Back up server configuration
Restore server configuration
Modify web tier configuration
List all nodes

1
2
3
4
5
5
7
B

[quit(0)]

16. Type the name of the new Node, and then press Enter.

SAP BusinessObjects

* Node Configuration *

Enter the name of the new node.

[back (1)/quit{0}]

[TAFYAMO0Z2570] SHRMZ

17. Type 6410 as the port number, and then press Enter.

SAP BusinessObjects

* Node Configuration =

Enter the port of the new Server Intelligence Agent.

[back (1) /quit(0}]

18. Type 3 (default server) to add node with default server, and then press Enter.
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SAP BusinessObjects

™ Node Configuration *

Select one of the following:

he servers (Add node with no servers)

ems {(Add node with M5)

default servers (Add node with default servers)
recreate {(Recreate node)

[no servers{5)/cms{4)/default servers(3)/recreate(2)/back{1)/quit{0)]

[ne servers]3

19. Type 2 to select atemporary CMS, and then press Enter.

SAP BusinessObjects

* Select o QM5 *
Select a M5 that will be used te add the nede.
existing

(S¢lect when at least one WS is running.)
temporary

(Select when cluster has no running (MSs. A temporary (MS will be automatically started. Upon completion, it will be stopped.)

[existing(3)/temporary(2)/back(1)/quit(0)]

[existing]2

20. Type 6400 for the CMS port number, and then press Enter.
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SAP BusinessObjects

* New S Configuration *

Enter the port of the new MS.

warning: The new M5 will start using the configuration specified here.

[back({1)/quit{0)]

[default (6400)]6400

21. Type 2 for SQL Anywhere, and then press Enter.

SAP BusinessObjects

* MNew M5 Configuration *

Spec ify new (M5 database connection information.

Se lect the type of database connection from the following:

[SAPHANA(8) /Orac le (7)/DB2(8)/Sybase (5) /MySGL (4) /MaxDB(3) /5QLAnywhere (2) /back (1) /quit(0)]

[SAPHANA]2

22. Enterthe ODBC data source name that you have noted down earlier in step 12, and then press
Enter.
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SAP BusinessObjects

* MNew MS Configuration *

Specify new M5 database connection information.

Enter the ODBC data source name {DSMN) for connecting to your SQL Anywhere database.

[back (1) /quit(0)]

[BI4_MS_DSN_1434393679]

23. Type the user name, and then press Enter.

Note: This must be the same user name that is used in the SAP BusinessObjects Server
from where the back up is taken.
SAP BusinessObjects

* New MS Configuration *

Spec ify new (MS database connection information.

Enter the user name for connecting to your SQlLAnywhere database.

[back (1) /quit(0)]

[dba]dba

24. Type the password, and then press Enter.

Note: If you have not changed the password in the server where the back up is taken, type
the same password else, type the changed password.

Caution: Ensure that you change the default password before you start using OBR. For more

information, refer Changing Default Passwords in the Operations Bridge Reporter Online help
for Administrators.
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SAP BusinessObjects

* New MS Configuration *

Specify new (MS database connection information.

Enter the password for connecting to your SQlAnywhere database.

[back (1)/quit(0)]

25. Type the cluster key, and the press Enter.

Note: The default cluster key is 1ShrAdmin, if you have changed the cluster key then enter
the changed cluster key value.

SAP BusinessObjects

* New MS Configuration *

Enter the cluster key.

[back{1)/quit{0}]

26. Type Administrator as the user name to connect to the CMS, and press Enter.
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Note that only Enterprise authentication is supported.

[back (1) /quit{0)]

[Administrator]

27. Type the password, and then press Enter.

Note: If you have not changed the password in the server where the back up is taken, type
the same password else, type the changed password.

Caution: Ensure that you change the default password before you start using OBR. For more
information, refer Changing Default Passwords in the Operations Bridge Reporter Online help
for Administrators.

SAP BusinessObjects

* {MS Logon =

Enter the password to connect to this MS.

[back (1) quit{0)]

28. Type yes to add a new node, and then press Enter.
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SAP BusinessObjects

[* Confirmation *

he following information will be used to create the new node.

MName : TWR/MO02570: 6400
Jode Mame: SHRMZ
Server Intelligence Agent Port: 6410
Jode Option: Create default servers

Port: 6400
Data Source: BI4_¢MS_DSH_ 1434393679

Results will be stored in the log file: /opt/HP/ESM/BCOE4/sap_bobjj//logging/addnode 20150616 _224929. log

Do you want to create the node?

yes(3)/no(2)/back{1)/quit{0)]

The Confirmation screen for adding a node appears.

SAP BusinessObjects

* Confirmation *
The following information will be used to create the new node.

M5 Name : TWFVMO2570: 6400

Node MName: SHRM2

Server Intelligence Agent Port: 6410
Node Option: Create default servers
M5 Port: 6400

M5 bata Source: BI4_MS_DSh_1434393679

Results will be stored in the log file: fopt/HP/BSM/BCE4/sap_bobj// logg ing/addnode 20150616 224929, log

Do you want to create the node?

[yes(3)/no(2)/back (1) /quit{0}]

29. Press Enter to continue.
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SAP BusinessObjects

* Confirmation =

The following information will be used to create the new node.

S MName : TWRAVMO02570: 6400

Node Mame: SHRM2

Server Intelligence Agent Port: 6410
Mode Option: Create default servers
S Port: 6400

MMS Data Source: BI4_<MS DSH_1434393679

Results will be stored in the log file: fopt/HP/BSM/BCE4/sap bobj//logging/addnode 20150616 224929. log
Do you want to create the node?

[yes(38)/no{2)/back{1)/quit(0}]

Adding node. ..
Successful ly added node.
View the log file for more details: fopt/HP/BSM/BOE4/sap_bobj// logg ing/addnode 20150616_224929. log

Press Enter to continue...

30. Type 0 to quit, and then press Enter.

SAP BusinessObjects
what do you want to do?

Add node

De lete node

Modify node

Mo ve node

Back up server configuration
Restore server configuration
Modify web tier configuration
List all nodes

0= ubhwh e

[qui+(0)]

31. Type 1 to confirm quit, and then press Enter.

SAP BusinessObjects

[Are you sure you want to quit?

[¥yes(1)/no(0)]
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32. Take aback up of /opt/HP/BSM/BOE4/sap_bobj/ccm.config

33. Remove/ Delete the SHRLAUNCH section as shown in the following image:

34. After removing/ deleting SHRLAUNCH section, save the file as shown in the following image:
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35. Run the following command to start all Server Intelligence Agent servers:
/opt/HP/BSM/BOE4/sap_bobj/startservers
36. Run the following commands:
cd /etc/initd
a. On RHEL 6.x/SUSE Linux Enterprise Server 11
service SAPBOBJEnterpriseXI40 stop
service SAPBOBJEnterpriseXI40 start
b. On RHEL 7.x:
systemctl stop SAPBOBJEnterpriseXI4@.service

systemctl start SAPBOBJEnterpriseXI40.service

For Management Database Table

To restore the management database table, follow these steps:

1. Run the following commands to launch PgAdminlll:
a. cd $PMDB_HOME/../Postgres/bin
b. ./psql -U pmdb_admin -d dwabc -p 21425

2. Connect to the database by providing the same password which was configured during post
installation.

3. Launch the sqgl query analyzer.

Note: You must ensure that all the folders in the backup folder path have read permissions for
all users.

4. Run the following query to restore the database tables:
Delete from aggregate control
COPY aggregate_control from '<backup_path>/Mgmt_backup_ AGGREGATE_CONTROL.dat';

In this instance, <backup_path> is the directory where you placed the Management database
backup file.

For example: COPY dwabc.aggregate_control from '/root/SHR_DR_FullBackup/SHR DR_
FullBackup/Thu/Full_MgmtDB_BackUP/Mgmt_backup AGGREGATE_CONTROL.dat';

HPE Operations Bridge Reporter (10.21) Page 245 of 282



Configuration Guide
Chapter 21: Database Backup and Recovery

Back up and Restore Vertica Database

OBR uses Vertica database for storing, processing, and managing the performance data of your
IT environment. You must take a regular backup of Vertica database along with the other OBR
database files.

For Vertica backup and restore documentation, see Vertica Backup and Restore.

Points to note:

1. To start the Vertica database backup, log on as <Vertica Database Administrator> (For example,
verticadba) in SSH.

su - verticadba

2. Tocreate vbr.py configuration files, run the /opt/vertica/bin/vbr.py -setupconfig
command from the directory where the <Vertica Database Administrator> user (For example,
verticadba) has read-write access.

For example, cd /home/verticadba

/opt/vertica/bin/vbr.py -setupconfig

After you restore the Vertica database backup successfully, bring the Vertica database up.
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Part V: Appendix

This section lists the SiteScope monitors that are used to collect the virtualization metrics and also
provides information to install Xcelsius application. Also, this section lists the services in OBR and the
steps to start and stop these services on Red Hat Enterprise Linux (RHEL) 6.x and 7.x versions
supported by OBR.

Topology Source Migration (OM to OMi)

Operations Bridge Reporter (OBR) fetches conformed dimensions from the topology source configured
in OBR. After collecting data from a topology source instance, if the user modifies the topology source
instance, the CIID of the dimensions changes. This change results in duplicate dimensions in the data
warehouse. So, OBR does not allow changing the topology source once configured. But, when a
customer migrate from Operations Manager (OM) to Operations Manager i (OMi), there is a need to
change the topology source from OM to OMi in OBR.

This document captures the approach to modify the topology source from OM to OMi in OBR. This
document contains the following information:

o "Prerequisites" below

« "Topology Migration Steps" on page 249

« "Points to Note" on page 251

» "Limitations" on page 252

« "Topology Source Migration FAQs" on page 254

Prerequisites

1. Ensure that the collector service HPE_PMDB_Platform Collection is stopped on OBR system
and Remote Collector systems (if remote collector is configured) .

2. Wait until all the data flow from the OM datasource is processed and the folders other than archive
folder do not have files. Ensure that the following folders are empty:
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o {PMDB_HOME}\extract

o {PMDB_HOME}\extract\extract\temp

o {PMDB_HOME}\collect

o {PMDB_HOME}\collect\temp

o {PMDB_HOME}\collect\archive_download

o {PMDB_HOME}\stage

o {PMDB_HOME }\stage\failed to_ load

o {PMDB_HOME}\stage\failed_to_reconcile

o {PMDB_HOME}\stage\failed_to_stage

o {PMDB_HOME}\stage\failed_to_transform
3. Ensure data from the stage tables has moved to the warehouse tables.
4. Ensure OBR Vertica database backup is taken.

For more information, see Operations Bridge Reporter Disaster Recovery Guide.
5. Ensure OBR PostgreSQL Management database backup is taken.

Refer to the "PostgreSQL Management DB Backup and Restore" on page 253 section of this
document for details.

6. Datafrom the old OM datasource has to be completely processed prior to initiating topology
switch to OMi; else, it could result in older IDs getting loaded.

Note: To achieve step 2 and 3, stop the HPE_PMDB_Platform_Collection service and allow the
following service to run for few hours so that all the collected data will be loaded to data ware
house:

« HPE_PMDB_Platform_Timer
e HPE _PMDB_Platform_JobManager

« HPE _PMDB_Platform_TaskManager

e« HPE _PMDB_Platform Orchestration
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Topology Migration Steps

1. Topology Migration Precheck

Run the following command for topology migration precheck:

TopologyMigrationTool -precheck

In this step, the migration tool checks the following:

The HPE_PMDB_Platform_Collection service is stopped
If the Collection service is running, the migration tool aborts with the following message:

PRECHECK FAILED: HPE _PMDB_Platform_Collection service is running. Please stop the HPE _
PMDB_Platform_Collection service.

Files pending to be processed

If there are files pending to be processed in the file system, the migration tool aborts with the
following message:

PRECHECK FAILED: Files pending to be processed exists in PMDB extract, collect and stage
directories. Please make sure no files exist pending to be processed.

Backup the reconcile_registry folder

If the backup fails, the migration tool aborts with the following message:
PRECHECK FAILED: Could not back up reconcile_registry folder.

Stage tables contain no data

If stage tables contain data, the migration tool aborts with the following message:
PRECHECK FAILED: Unprocessed data available in stage table.

Enter new OMi source details

The migration tool prompts the user to enter the new OMi source details.

Note: If your OMiinstance is HTTPS enabled, you need to configure CA certificate. For more
information, refer to the Configuring RTSM Topology Source section in the Operations Bridge
Reporter Configuration Guide.
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« Test connection for new OMi source.

« Check the status of all the OBR services.

2. Generating the Mapping Files

Run the following command:

TopologyMigrationTool -migrate RTSM -generatemapping

In this step, the migration tool runs the precheck again and performs the following:

Topology Data Extract

The migration tool extracts the topology data.

Topology Management Database Update

The migration tool updates the Management Database (Postgre DB) with RTSM topology details.
Topology Build Registry

The migration tool builds the registry for the topology data.

Topology CIID Mapping Generator

The migration tool builds the CIID mapping of RTSM topology source and OM topology source and
generates the mapping CSV files.

o The mapped CSV files are created in the PMDB_HOME / csv/mappedcsvfolder

« The unmapped CSV files are be created in PMDB_HOME/csv/unmappedcsvfolder.

Note: Unmmaped CSV lists all the CI’s which exist in the OM topology source which has not
been syncedin RTSM topology source. The unmapped CI’s exist as is in the datawarehouse.

Topology Sync Data Source

In this step the migration tool syncs the Topology Data source to the available remote collectors.

3. Topology Invoke DLC

Run the following command:
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TopologyMigrationTool -migrate RTSM - updatedb

In this step, the migration tool fetches the mapped CSV file and updates the Data ware house
dimension tables with the RTSM CIID.

Topology Configuration Update

The migration tool updates the config. prp file with RTSM topology source configurations.
Start OBR Services

In this step the migration tool starts the below OBR services:

« HPE_PMDB_Platform_Administrator

« HPE_PMDB_Platform_Collection

« HPE_PMDB_Platform_DB_Logger

- HPE _PMDB_Platform_IM

« HPE PMDB_Platform_JobManager

« HPE PMDB_Platform_TaskManager
« HPE PMDB_Platform_Orchestration
« HPE _PMDB_Platform_IA

o HPE _PMDB_Platform_NRT_ETL

« HPE PMDB_Platform_Timer Service

Points fo Note

1. If you are using OM content pack, switch to OMi event content pack according to your OMi
version:

o CrossOprEvent ETL OMi10_Extended
o CrossOprEvent ETL _OMi10x

o CrossOprEvent ETL_OMi10

o CrossOprEvent_ ETL _OMi

o CrossOprEvent_ ETL OMi_Extended
o CrossOprEvent_ ETL_OMi10
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For information about the latest content pack version available, refer to OBR Content Packs
Versions document.

Ensure that you are using the appropriate version of Management Pack (MP)-based ETLs for
Exchange/Weblogic ETLs.

For more information, refer to Oracle WebLogic Server Content Pack Reference and Microsoft
Exchange Server Content Pack

Reference guides.

Limitations

Only the dimensions present in RTSM are migrated. If a dimension is not available in RTSM (dimension
no longer exists in deployment), then the dimension continues to be available in OBR DATA
WAREHOUSE with previous CIID (CIID formed using OM topology source).

1.

OA/PA data sources that are not available in RTSM will not be deleted in OBR management DB,
but collection will be disabled for these data sources.

Node groups collected from OM will continue to exist in OBR and be present in reports (unless
delete steps are explicitly run). Views will be added to group list post switch to OMi; node group/ClI
Collections are not collected from OMi.

OM Nodegroups will appear in report prompts post migration.
Download and install the VSQL client to run the queries listed here.
To clean up, run the below queries using the VSQL tool:

o Delete from K_CI_Group Bridge where group_key in (Select dsi_key_id from K_
group where type ='NODEGROUP')

o Delete from K_CI_Bridge where group key in (Select dsi key id from K_group
where type ='NODEGROUP')

o Delete from K_group where type=’NODEGROUP’
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PostgreSQL Management DB Backup and Restore

PostgreSQL Management DB backup

1. Open command prompt and navigate to {PMDB_HOME}/../ Postgres/bin directory.
Postgres directory is in the installed location of OBR.
Example: C: \HPE-OBR\Postgres\bin

2. Run the following command to take the backup:
pg_dump -h <hostname> -p 21425 -U pmdb_admin dwabc >c:\outfile.txt

Example: C: \HPE-OBR\Postgres\bin>pg dump -h host@el -p 21425 -U pmdb_admin dwabc
>c:\outfile.txt

Restore PostgreSQL Management DB

1. Open command prompt and navigate to {PMDB_HOME}/../ Postgres/bin directory.
Postgres directory is in the installed location of OBR.
Example: C: \HPE-OBR\Postgres\bin
2. Run the following command to log on to psql:
psql -h <hostname> -p 21425 -U pmdb_admin dwabc
Example: C: \HPE-OBR\Postgres\bin>psql -h host@01 -p 21425 -U pmdb_admin dwabc
3. Run the following command restore the database backup:
psql swayback < <absolute path of the backedup file name >

Example: psql dwabc < c:\outfile.txt

Note: Replace {PMDB_HOME } with

o %PMDB_HOME% for Windows

o $PMDB_HOME for Linux
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Topology Source Migration FAQs

1. What do | do if some rows from the old OM topology source are loaded?

Clean up the loaded rows using the DLC cleanup. For more information, see the Managing Dimensions
section in the Operations Bridge Reporter Administration Guide.
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Services

This section provides instructions to check the status, stop and start OBR services.

In case of typical installation scenario, perform these steps on the OBR system. For custom

installation, perform these steps on the individual servers as mentioned in the following sections.

On Linux

Status of the OBR services

Goto /etc/init.d directory and run the following commands on the command prompt to check the

status of OBR services:

On RHEL 6.x/SUSE Linux Enterprise
Server 11

On OBR Server

e service HPE_PMDB_Platform_
Administrator status

e service HPE_PMDB_Platform_
Collection status

e service HPE_PMDB_Platform_DB_
Logger status

e service HPE_PMDB_Platform_IA
status

e service HPE_PMDB_Platform_IM
status

e service HPE_PMDB_Platform_
JobManager status

e service HPE_PMDB_Platform_NRT_ETL
status

e service HPE_PMDB_Platform_
Orchestration status

e service HPE_PMDB_Platform_
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On RHEL 7.x

systemctl status HPE_PMDB_Platform_

Administrator.service

systemctl status HPE_PMDB_Platform_

Collection.service

systemctl status HPE_PMDB_Platform_DB_

Logger.service

systemctl status HPE_PMDB_Platform_

IA.service

systemctl status HPE_PMDB_Platform_

IM.service

systemctl status HPE_PMDB_Platform_

JobManager.service

systemctl status HPE_PMDB_Platform_NRT_

ETL.service

systemctl status HPE_PMDB_Platform_

Orchestration.service

systemctl status HPE_PMDB_Platform_
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PostgreSQL status PostgreSQL.service

e service HPE_PMDB_Platform_ e systemctl status HPE_PMDB_Platform_
TaskManager status TaskManager.service

e service TrendTimer status e systemctl status TrendTimer.service

On SAP BusinessObjects Server

e service SAPBOBJEnterpriseXI40 e systemctl status
status SAPBOBJEnterpriseXI40.service

On Remote Collector

e service HPE_PMDB_Platform_ e systemctl status HPE_PMDB_Platform_
Collection status Collection.service

On Data Processor

e service HPE_PMDB_Platform_ e systemctl status HPE_PMDB_Platform_
TaskManager status TaskManager.service

On Vertica Server

e service HPE_PMDB_Platform_Vertica e systemctl status HPE_PMDB_Platform_
status Vertica.service

Stopping OBR Services

Goto /etc/init.d directory and run the following commands on the command prompt to stop OBR
services:

On RHEL 6.x/SUSE Linux Enterprise On RHEL 7.x
Server 11

On OBR Server

e service HPE_PMDB_Platform_ o systemctl stop HPE_PMDB_Platform_
Administrator stop Administrator.service

e service HPE_PMDB_Platform_ o systemctl stop HPE_PMDB_Platform_
Collection stop Collection.service

e service HPE_PMDB_Platform DB_ e systemctl stop HPE_PMDB_Platform DB _
Logger stop Logger.service

e service HPE_PMDB_Platform_IA stop @ systemctl stop HPE_PMDB_Platform_

. IA.service
e service HPE_PMDB_Platform_IM stop

e systemctl stop HPE_PMDB_Platform_

e service HPE_PMDB Platform .
- - - IM.service

JobManager stop

« service HPE_PMDB_Platform NRT ETL ° Systemctl stop HPE_PMDB_Platform_
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stop

e service HPE_PMDB_Platform_
Orchestration stop

e service HPE_PMDB_Platform_
PostgreSQL stop

e service HPE_PMDB_Platform_
TaskManager stop

e service TrendTimer stop

JobManager.service

systemctl stop HPE_PMDB_Platform NRT_

ETL.service

systemctl stop HPE_PMDB_Platform_
Orchestration.service

systemctl stop HPE_PMDB_Platform_
PostgreSQL.service

systemctl stop HPE_PMDB_Platform_

TaskManager.service

o systemctl stop TrendTimer.service
On SAP BusinessObjects Server

e service SAPBOBJEnterpriseXI40 o systemctl stop
stop SAPBOBJEnterpriseXI40.service

On Remote Collector

e service HPE_PMDB_Platform_ e systemctl stop HPE_PMDB_Platform_
Collection stop Collection.service

On Data Processor

e service HPE_PMDB_Platform_ o systemctl stop HPE_PMDB_Platform_
TaskManager stop TaskManager.service

On Vertica Server

e service HPE_PMDB_Platform_Vertica | e systemctl stop HPE_PMDB_Platform_
stop Vertica.service

Starting OBR Services

Goto /etc/init.d directory and run the following commands on the command prompt to start OBR
services:

On RHEL 6.x/SUSE Linux Enterprise On RHEL 7.x

Server 11

On OBR Server

e service HPE_PMDB_Platform_ e systemctl start HPE_PMDB_Platform_

Administrator start Administrator.service

e service HPE_PMDB_Platform_ e systemctl start HPE_PMDB_Platform_
Collection start Collection.service

e service HPE_PMDB_Platform DB_ e systemctl start HPE_PMDB_Platform DB_
Logger start Logger.service
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e service HPE_PMDB Platform_IA
start

e service HPE_PMDB_Platform_IM
start

e service HPE_PMDB_Platform_
JobManager start

e service HPE_PMDB_Platform NRT_ETL
start

e service HPE_PMDB_Platform_
Orchestration start

e service HPE_PMDB_Platform_
PostgreSQL start

e service HPE_PMDB_Platform_
TaskManager start

e service TrendTimer start
On SAP BusinessObjects Server

e service SAPBOBJEnterpriseXI40
start

On Remote Collector

e service HPE_PMDB_Platform_
Collection start

On Data Processor

e service HPE_PMDB_Platform_
TaskManager start

On Vertica Server

e service HPE_PMDB_Platform Vertica
start

On Windows

Status of the OBR services

systemctl start HPE_PMDB_Platform_
TA.service

systemctl start HPE_PMDB_Platform_
IM.service

systemctl start HPE_PMDB_Platform_
JobManager.service

systemctl start HPE_PMDB_Platform_NRT_

ETL.service

systemctl start HPE_PMDB_Platform_
Orchestration.service

systemctl start HPE_PMDB_Platform_
PostgreSQL.service

systemctl start HPE_PMDB_Platform_
TaskManager.service

systemctl start TrendTimer.service

systemctl start
SAPBOBJEnterpriseXI40.service

systemctl start HPE_PMDB_Platform_
Collection.service

systemctl start HPE_PMDB_Platform_
TaskManager.service

systemctl start HPE_PMDB_Platform_
Vertica.service

Follow these steps to check the status of OBR services:
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1. Logon to the system.

2. From the Start, type Run in Search.

The Run dialog box appears.

3. Type services.msc in the open field, and then press ENTER.

The Services window appears.

4. The status of the following services is displayed as shown in the image:

On OBRServer:

o

o

o

HPE_PMDB_Platform_Administrator
HPE_PMDB_Platform_Collection
HPE_PMDB_Platform_DB_Logger
HPE_PMDB_Platform_ IA
HPE_PMDB_Platform_IM
HPE_PMDB_Platform_JobManager
HPE_PMDB_Platform NRT ETL
HPE_PMDB_Platform _Orchestration
HPE_PMDB_Platform_PostgreSQL

HPE_PMDB_Platform_TaskManager

HPE_PMDB_Platform_Timer

On SAP BusinessObjects Server:

(¢}

Business Objects Webserver

On Remote Collector:

o

HPE_PMDB_Platform_Collection

On Data Processor:

(¢}

HPE_PMDB_Platform_TaskManager
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~: HPE_PMDE_Platform_sdministratar HPE_PMDE...

. HPE_PMDE_Platform_Collection

w: HPE_PMDEB_Platform_DB_Logger
- HPE_PMDE_Platform_|2&,

- HPE_PMDEB_Platform_[h4

+: HPE_PMDE_Platform_lobManager
w HPE_PMDE_Platform_MRT_ETL

- HPE_PMDE_Platform_MRT_ETL_UTILITY
~: HPE_PMDE_Platformm_Orchestration
w: HPE_PMDE_Platform_Postgre50L
w: HPE_PMDEB_Platformm_Taskkanager
~: HPE_PMDE_Platfarm_Timer

Stopping OBR Services

Follow these steps to stop OBR services:

1. Logontothe system.

2. From the Start, type Run in Search.
The Run dialog box appears.
3. Type services.msc in the open field, and then press ENTER.
The Services window appears.
4. Right-click the following services and click Stop:
On OBR:
o HPE_PMDB_Platform_Administrator
o HPE_PMDB_Platform_Collection
o HPE_PMDB_Platform DB_Logger
o HPE_PMDB_Platform_IA
o HPE_PMDB_Platform_IM

o HPE_PMDB_Platform_JobManager

o HPE_PMDB_Platform_NRT_ETL
o HPE_PMDB_Platform_Orchestration

o HPE_PMDB_Platform PostgreSQL
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Running
Running
Running
Running
Running
Running

Running

Running
Running
Running

Running
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o HPE_PMDB_Platform_TaskManager
o HPE_PMDB_Platform_Timer

On SAP BusinessObjects:

o Business Objects Webserver
On Remote Collector:

o HPE_PMDB_Platform_Collection
On Data Processor:

o HPE_PMDB_Platform_TaskManager

Starting OBR Services

Follow these steps to start OBR services:

1. Logon tothe system.

2. From the Start, type Run in Search.
The Run dialog box appears.

3. Type services.msc in the open field, and then press ENTER.
The Services window appears.

4. Right-click the following services and click Start:

On OBR Server:

o

HPE_PMDB_Platform Administrator
o HPE_PMDB_Platform_Collection

o HPE_PMDB_Platform_DB_Logger

o HPE_PMDB_Platform_IA

o HPE_PMDB_Platform_IM

o HPE_PMDB_Platform_JobManager

o HPE_PMDB_Platform NRT_ETL
o HPE_PMDB_Platform_Orchestration

o HPE_PMDB_Platform_PostgreSQL
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o HPE_PMDB_Platform_TaskManager
o HPE_PMDB_Platform_Timer

On SAP BusinessObjects Server:

o Business Objects Webserver
On Remote Collector:

o HPE_PMDB_Platform_Collection
On Data Processor:

o HPE_PMDB_Platform_TaskManager
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The following table lists the monitors that are used to collect the virtualization metrics:

Monitor Name

VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance
VMware Performance

VVMware Performance

Counter

HostSystem\state
HostSystem\state
HostSystem\state
HostSystem\state
HostSystem\Realtime\sys
HostSystem\Realtime\mem
HostSystem\Realtime\mem
HostSystem\Realtime\cpu
HostSystem\Realtime\cpu
HostSystem\Realtime\disk
HostSystem\Realtime\disk
HostSystem\Realtime\disk
HostSystem\Realtime\net
HostSystem\Realtime\net
HostSystem\Realtime\net
HostSystem\Realtime\net
HostSystem\Realtime\net
HostSystem\Realtime\mem
HostSystem\Realtime\mem
Virtual Machine\state
Virtual Machine\state
Virtual Machine\state

Virtual Machine\state

HPE Operations Bridge Reporter (10.21)

Measure Name
hardware.memorySize
summary.hardware.numCpuCores
summary.hardware.cpuMhz
summary.hardware.numNics
uptime.latest[]
usage.average|[]

consumed average(]
usage.average[]
ready.summation[]
usage.average[]
read.average[]
write.average[]
received.average[]
transmitted.average|[]
packetsRx.summation[]
packetsTx.summation[]
usage.average[]
usage.average
consumed.average
config.hardware.memoryMB
config.cpuAllocation.shares.shares
config.hardware.numcpu

config.memoryAllocation.reservation
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Monitor Name

VMware Performance
VMware Performance
VMware Performance
VMware Performance

VMware Performance

VVMware Performance

VVMware Performance

VMware Performance

VMware Performance

VVMware Performance

VVMware Performance

VMware Performance

VMware Performance

VVMware Performance

VVMware Performance

VMware Performance

VMware Performance

VVMware Performance

Counter

Virtual Machine\state
Virtual Machine\state
Virtual Machine\state
Virtual Machine\mem

Virtual
Machine\Realtime\sys

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem
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Measure Name
config.memoryAllocation. limit
config.cpuAllocation.reservation
config.cpuAllocation.limit
active.average]]

uptime.latest[]

usage.average[]

consumed.average[]

active.average]]

overhead.average|[]

swapin.average[]

swapout.average[]

usage.average[]

ready.summation[]

usagemhz.average][]

wait.summation[]

read.average[]

write.average|[]

received.average[]
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Monitor Name

VVMware Performance

VMware Performance

VMware Performance

VVMware Performance

VVMware Performance

VMware Performance

VMware Performance

VVMware Performance

VVMware Performance

VMware Performance

VMware Performance

VVMware Performance

VVMware Performance

VMware Performance

VMware Performance

Counter

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\mem

Virtual
Machine\Realtime\cpu

Virtual
Machine\Realtime\cpu

Virtual
Machine\Realtime\cpu

Virtual
Machine\Realtime\cpu

Virtual
Machine\Realtime\net

Virtual
Machine\Realtime\net

Virtual
Machine\Realtime\net

Virtual
Machine\Realtime\net

Virtual
Machine\Realtime\net

Virtual
Machine\Realtime\disk

Virtual
Machine\Realtime\disk

Virtual
Machine\Realtime\disk

Measure Name

transmitted.average[]

packetsRx.summation[]

packetsTx.summation[]

usage.average[]

ready.summation[]

usagemhz.average][]

wait.summation(]

received.average[]

transmitted.average[]

packetsRx.summation[]

packetsTx.summation[]

usage.average[]

read.average[]

write.average[]

usage.average|[]

The following table lists the monitors that are used to collect the system management metrics:

Monitor

Microsoft Windows
Resources

Objects

Memory
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Counter

% Committed Bytes In Use

System Type

Windows
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Monitor

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Microsoft Windows
Resources

Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources

Unix Resources

Objects

memory

System

System

Physical Disk

Physical Disk

Physical Disk

Physical Disk

Network Interface

Network Interface

Network Interface

Network Interface

Network Interface

Network Interface

Queue length
Queue Statistics
Uptime

File System

File System

File System
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Counter

Pages Output/sec

Processor Queue Length

System Up Time

Total Disk Bytes/sec

Disk Read Bytes/sec

Disk Write Bytes/sec

Disk Bytes/sec

%Packets Received/sec

%Bytes Received/sec

%Bytes Sent/sec

%Packets/sec

%Packets Sent/sec

BytesTotal/sec

Queue length\rung-sz
Queue Statistics\rung-sz
Uptime\Uptime
Y%\capacity

%\kbytes

avail

System Type

Windows

Windows

Windows

Windows

Windows

Windows

Windows

Windows

Windows

Windows

Windows

Windows

Windows

Linux/Solaris
HP-UX/AIX

Linux/HP-UX
Linux/Solaris
Linux/Solaris

Solaris
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Monitor

Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources
Unix Resources

Unix Resources

Dynamic Disk space
Dynamic Disk space

Dynamic Disk space

CPU
CPU

Memory
Memory

Memory

Objects

File System

File System

File System

File System

File System

File System

File System

File System
Network Interface
Network Interface
Network Interface
Network Interface
Network Interface
Network Interface
Network Interface
Network Stats

Network Stats

Disk/FileSystem
Disk/FileSystem

Disk/FileSystem

N/A
N/A

N/A
N/A
N/A
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Counter

used

%\\Use\%
%\Used
%\Capacity
%\%Used

%\ 1024-blocks
1K-blocks
Available
%packets
%ReceiveBytes
%TransmitBytes
Y%ipackets
%opackets
Y%rbytes
Y%obytes

%Ilpkts

%Opkts

%/MB free "
%/MB total

Y%/percent full "

utilization

utilization cpu%

Percent used

virtual memory used %

physical memory used % i

System Type
Solaris
RHEL
RHEL
HP-UX
HP-UX, AlX
AlX

RHEL
RHEL
RHEL
RHEL
RHEL
Solaris
Solaris
Solaris
Solaris
HP-UX
HP-UX

Linux/Windows
Linux/Windows

Linux/Windows

Linux/Windows

Linux/Windows

Linux/Windows

Linux/Windows

Linux/Windows
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Monitor
Memory
Memory
Memory

Memory

i The counter is available only when Windows node is connected with WMI method.

- The counter is not available when Windows node is connected with WMI method.

Objects
N/A
N/A
N/A
N/A

HPE Operations Bridge Reporter (10.21)

Counter

swap space used %

physical memory MB Free i

virtual memory MB Free

MB Free

System Type

Linux/Windows
Linux/Windows
Linux/Windows

Linux/Windows
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Appendix C: Installing SAP BusinessObjects
Dashboards (Earlier known as Xcelsius)

An SAP BusinessObjects Dashboards report is an interactive Flash-based report created by using the
SAP. To create Dashboards as Flash-based reports in OBR, you must install the SAP
BusinessObjects Dashboards application, which is included on the OBR installation media. SAP
BusinessObjects Dashboards is not essential for viewing the OBR reports. Therefore, installation it is
optional.

Note: Microsoft Excel, as a base, is a prerequisite for SAP BusinessObjects Dashboards.

Hardware and Software Requirements

For the list of hardware and software requirements of BusinessObjects Dashboard, see its
documentation from SAP BusinessObjects.

Installing SAP BusinessObjects Dashboards
(Optional)

The setup file for installing Installing SAP BusinessObjects Dashboards is bundled with the OBR
installation media.

Follow these steps to obtain the setup executable:

1. Onthe OBR installation media, browse to the \packages folder.

2. Select the BusinessObjects_Dashboards.ZIP file, copy it to a location of your choice, and
extract it.

3. From the extracted folder, browse to the \DATA_UNITS\Xcelsius folder and run the setup
executable (setup.exe).

For more information on the installation, see the Dashboards and Presentation Design Installation
Guide available from from SAP BusinessObjects.
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This section list the ETLs for the Content Packs. To generate reports, make sure to select atleast one

domain Content Pack, ETL Content Pack, and report Content Pack. The dependent domain Content
Pack get selected automatically, you have to select only the ETLs based on the data source.

The timer service will be stopped automatically during install/uninstall operation and will be started

once operation is complete.

During install/uninstall process, Content Pack Deployment page does not allow you to interrupt the
process. Instead, you must wait till the current process is complete before you can perform any other
operations on the Content Pack Deployment page.

The following table list the ETLs for each content pack:

Content Pack
Name

Cross-Domain
Operations Events

ETL

CrossOprEvent_ ETL_OMi
CrossOprEvent_ETL _OMi10
CrossOprEvent_ ETL _OMi10x

CrossOprEvent_Domain_
Reports

CrossOprEvent_ETL_OMi10_
Extended

CrossOprEvent ETL_OMi_
Extended

CrossOprEvent_Domain_
Reports_Extended

CrossOprEvent_ETL_OMi10x_
Extended

HPE Operations Bridge Reporter (10.21)

Comments

If the topology source is OMi 10, select the
CrossOprEvent_ ETL_OMi10 component
for OMi 10.00 and OMi 10.01. Select the
CrossOprEvent_ETL_OMi10x for OMi
10.10 and later versions.

The Content Pack components
'CrossOprEvent_ETL_OMi' and
'CrossOprEvent ETL_OMi10' are
mutually exclusive. Ensure that only one
of them is selected.

The Content Pack components
'CrossOprEvent_ ETL_OMi_Extended'
and 'CrossOprEvent_ETL_OMi10_
Extended' are mutually exclusive. Ensure
that only one of them is selected.

The Content Pack components
'CrossOprEvent_ ETL_OMi10' and
'CrossOprEvent_ ETL_OMi10x' are
mutually exclusive. Ensure that only one
of them is selected.

The Content Pack components
'CrossOprEvent ETL_OMi10x_Extended'
and 'CrossOprEvent_ETL_OMi10_
Extended' are mutually exclusive. Ensure
that only one of them is selected.
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Content Pack
Name

Health and Key
Performance
Indicators

Server Automation

IBM WebSphere
Application Server

Microsoft Active
Directory

ETL

HIKPI_ETL_ ServiceHealth

HIKPI_ETL_ ServiceHealth
OMi10

HIKPI_Domain

HIKPI_Reports_ServiceHealth

SA Core ETL

SA_Core_Domain

IBMWebSphere ETL
WebSphereSPI

IBMWebSphere_Domain
IBMWebSphere Reports

IBMWebSphere ETL
WebSphereMP

MicrosoftActiveDirectory ETL
ADSPI

MicrosoftActiveDirectory
Reports

HPE Operations Bridge Reporter (10.21)

Comments

Note: You must upgrade
CrossOprEvent_Domain_Report
Extended to the latest version to use
CrossOprEvent_ETL_OMi10x_
Extended component.

Note: Select the Extended ETLs to
generate customized reports that
involves Event detail attributes.

Note: You have to select one of the
Health and Key Performance
Indicators ETLs explicitly because
Cross-Domain Operations Events
Content Pack has a dependency on
Health and Key Performance
Indicators Content Pack.

If the topology source is OMi 10, select the
HIKPI_ETL_ServiceHealth_OMi10
component.

The Content Pack components 'HIKPI_
ETL_ServiceHealth' and 'HIKPI_ETL
ServiceHealth_ OMi10' are mutually
exclusive. Ensure that only one of them is
selected.

If you have installed IBM WebSphere SPI
ETL already and are migrating from OM to
OMi10 or upgrading to latest OMi
Management Pack for WebSphere,
uninstall the IBM WebSphere SPI ETL and
deploy the latest IBM WebSphere

MP ETL.
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Content Pack
Name ETL

MicrosoftActiveDirectory
Domain

Microsoft Exchange = MicrosoftExchange ETL
Server ExchangeSP12007

MicrosoftExchange ETL
ExchangeSPI12010

MicrosoftExchange ETL
ExchangeSP12013

MicrosoftExchange_Domain

MicrosoftExchange Reports

Microsoft SQL MicrosoftSQLServer ETL
Server DBSPI

MicrosoftSQLServer_Domain

MicrosoftSQLServer_Reports

Network NetworkPerf ETL_PerfiSPI_
Performance NonRTSM

NetworkPerf ETL_PerfiSPI_
RTSM

NetworkPerf_Domain

NetworkPerf Reports

HPE Operations Bridge Reporter (10.21)

Comments

The MicrosoftExchange ETL
ExchangeSPI12007 collects data from
Operations SPI for Exchange Server 2007.

The MicrosoftExchange ETL
ExchangeSP12010 collects data from
Operations SPI and OMi management
pack for Exchange Server 2010.

The MicrosoftExchange ETL_
ExchangeSP12013 collects data from
Operations SPI and OMi management
pack for Exchange Server 2013.

Install this Content Pack to collect
network performance data from NPS. The
data collection is based on hourly, daily
and aggregate summary. You can view
executive summary reports.

The Content Pack components
'NetworkPerf ETL_PerfiSPI_NonRTSM'
and 'NetworkPerf ETL PerfiSPI_RTSM'
are mutually exclusive. Ensure that only
one of them is selected.

Note: If the NNMi topology is
integrated to BSM/OMi RTSM, select
NetworkPerf ETL_ PerfiSPI_RTSM
Content Pack component. If else,
select NetworkPerf ETL PerfiSPI_
NonRTSM Content Pack component.

Note: The Network Performance
Content Pack collects data only from
Type2 NodeGroups, that is, routers
and switches.

Page 272 of 282



Configuration Guide

Appendix D: Listing of ETLs

Content Pack
Name

Network
Component_Health

Network Interface
Health

Operations Events

Oracle

Oracle WebLogic
Server

Real User
Transaction
Monitoring

Synthetic
Transaction
Monitoring

ETL

ComponentHealth_Reports

Core_ComponentHealth

InterfaceHealth_Reports

Core_InterfaceHealth

OprEvent ETL_OM

OprEvent_Domain_Reports

Oracle_ ETL DBSPI
Oracle_Domain

Oracle_Reports

OracleWebLogic_ETL
WebLogicSPI

OracleWebLogic_Domain
OracleWebLogic_Reports

OracleWebLogic_ETL
WebLogicMP

RealUsrTrans_ETL_RUM

RealUsrTrans_ ETL RUM_OMi

RealUsrTrans_Domain_
Reports

SynTrans_Domain_Reports
SynTrans_ETL BPM

SynTrans_ETL_BPM_OMi

HPE Operations Bridge Reporter (10.21)

Comments

Install this Content Pack to collect
network performance data directly from
NNMi. The data collection gives you
detailed real time view of component or
interface health in your network. You can
view detailed health or utilization reports.

Install this Content Pack to collect
network performance data directly from
NNMi. The data collection gives you
detailed real time view of component or
interface health in your network. You can
view detailed health or utilization reports.

If you have installed WebLogic SPI ETL
already and are migrating from OM to
OMi10 or upgrading to latest OMi
Management Pack for WebLogic, uninstall
the Oracle WebLogic SPI ETL and deploy
the latest Oracle WebLogic MP ETL.

If the topology source is OMi 10, select the
RealUsrTrans_ETL_RUM_OMi
component.

The Content Pack components
'RealUsrTrans_ETL_RUM' and
'RealUsrTrans_ ETL_ RUM_OM:i' are
mutually exclusive. Ensure that only one
of them is selected.

If the topology source is OMi 10, select the
SynTrans_ETL_BPM_OMi component.

The Content Pack components
'SynTrans_ETL_BPM' and 'SynTrans_
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Content Pack
Name ETL Comments

ETL_BPM_OMi' are mutually exclusive.
Ensure that only one of them is selected.

System SysPerf ETL If Operations Agent is the data source,
Performance PerformanceAgent select the SysPerf ETL_
PerformanceAgent Content Pack
SyS Perf_ETL_SIS_API Component_
SysPerf_ETL_SiS_API_ The SysPerf_ETL_SiS_DB is for Profile
NonRtSM DB integration. If the topology source is
) BSM 9.x and you have already installed
SysPerf_ETL_SiS_DB the SysPerf ETL_SiS_DB, you can

SysPerf_Domain continue to use the same.

The SysPerf ETL_SiS_API is for OMi
10.0 integration. You can use this Content
Pack component even in the absence of
Profile DB. The list of metrics collected by
SysPerf ETL _SiS_DB and SysPerf_
ETL_SiS_API are same.

SysPerf_Reports

The SysPerf ETL_SiS_API_NonRtSMis
for direct integration with SiteScope. The
list of metrics collected by this ETL are
same as SysPerf ETL_SiS_DB and
SysPerf ETL _SiS_API ETLs. However,
some of the CI attributes are not collected
by SysPerf ETL SiS_API_NonRtSM.

The Content Pack components 'SysPerf
ETL_SiS_API_NonRtSM' and 'SysPerf_
ETL_SiS_API" are mutually exclusive.
Ensure that only one of them is selected.

Virtual Environment  VirtualEnvPerf ETL HyperV_ If the data source is Operations Agent or
Performance PerformanceAgent Performance Agent, select Performance

Agent based Content Pack components.
VirtualEnvPerf_ETL_
IBMLPAR_PerformanceAgent  |f the data source is VMware vCenter,

select VMWare_vCenter based Content

VirtualEnvPerf ETL Pack components.
SolarisZones_ i .
PerformanceAgent Select either VirtualEnvPerf ETL

VMware_SiteScope or VirtualEnvPerf
VirtualEnvPerf ETL VMWare = ETL_VMware_SiS_API Content Pack
PerformanceAgent component.

VirtualEnvPerf ETL VMware  The VirtualEnvPerf ETL_VMware_
SiteScope is for Profile DB integration. If
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Content Pack
Name ETL

SiS_API

VirtualEnvPerf ETL VMware
SiteScope

VirtualEnvPerf_Domain

VirtualEnvPerf_Domain_
VMWare

VirtualEnvPerf Reports

VirtualEnvPerf_Reports_
VMWare

VirtualEnvPerf ETL VMWare
vCenter

HPE Operations Bridge Reporter (10.21)

Comments

the topology source is BSM 9.x and you
have already installed the VirtualEnvPerf_
ETL_VMware_SiteScope, you can
continue to use the same. The
VirtualEnvPerf ETL VMware SiS APl is
for OMi 10.0 integration. You can use this
Content Pack component even in the
absence of Profile DB. The list of metrics
collected by VirtualEnvPerf ETL
VMware_SiteScope and VirtualEnvPerf
ETL_VMware_SiS_API are same.

The Content Pack components
"VirtualEnvPerf ETL VMWare_vCenter'
and 'VirtualEnvPerf ETL_VMWare _
PerformanceAgent' are mutually
exclusive. Ensure that only one of them is
selected.

Note: Use the VirtualEnvPerf ETL_
VMWare_PerformanceAgent and
VirtualEnvPerf ETL HyperV_
PerformanceAgent ETLs if the
Operations Agent versionis 11.x or
earlier. Use Cloud Optimizer (earlier
known as Virtualization Performance
Viewer (vPV)) content if the
Operations Agent version is 12.

Note: The Operations Bridge
Reporter supports Cloud Optimizer
(earlier known as Virtualization
Performance Viewer (vPV)). OBR
collects data for reporting on
performance, configuration, and
capacity problems in the virtual
environments from Cloud Optimizer.
For more information on the
integration of OBR with Cloud
Optimizer, see User Guide from the
following URL:

https://hpln.hpe.com/contentoffering/
hpe-obr-cloud-optimizer-content
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Appendix E: System Management Reports with
SiteScope data source

The following table lists the System Management reports with the report fields with SiteScope API data

source and RTSM topology:
Category Report Name Report Fields
Executive SM Executive summary « OS
Summary . Physical Or Virtual
« CPU Utilization
« Memory Utilization
« Filesystem Utilization
« Availability
« RunQ
« BS (Business Service)
« BV/Group (Business
View)
Executive SM Heat chart « CPU Utilization
Summary « Memory Utilization
Executive SM System availability summary « Average Uptime
Summary « Average Downtime
« Average Availability
« Total Uptime in Hours
« Total Downtimein
Hours
Executive SM System Exception by Group « CPU Utilization
Summary . Memory Utilization
o SWAP Utilization
Executive SM System Forecast summary « CPU Utilization
Summary

« Memory Utilization

o Number of standalone
nodes

o Number of Virtual Host
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Executive
Summary

Executive
Summary

Executive
Summary

Executive
Summary

Executive
Summary

Operational
Reports

Operational
Reports

Performance

Performance

Performance

SM System Grade of Service by Group

SM System Inventory

SM System Resource Outage Forecast Summary

SM Top and Bottom 10 Filesystems by Free Space
Utilization

SM Top and Bottom 5 Systems

NRT Resource Utilization

Resource Utilization - Trend

SM Filesystem Utilization Detail

SM system availability details

SM System exception details

HPE Operations Bridge Reporter (10.21)

CPU Utilization
Memory Utilization
SWAP Utilization

K_Location.Name

K_CIl_System_
Alias.DNS_Name

K_CIl_System_
Alias.isvirtual

K_CIl_System_
Alias.OS
CPU Utilization

Memory Utilization

filesystem Name
Utilization

By Availability

By CPU Utilization

By Memory utilization

CPU
Memory
RunQ
SWAP

RunQ

Filesystem

Average space used in
MB

Uptime %
Downtime %
Availability %
CPU Utilization
Memory Utilization
CPU RunQ
SWAP Utilization

Avg memory pageout
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rate
« OS

Performance SM system grade of service details « OS
« CPU Utilization
« Memory Utilization
« CPURuUNQ
« SWAP Utilization

Performance SM system usage details « OS
« CPU Utilization

« Memory Utilization

The following table lists the System Management reports with the report fields with SiteScope API data
source and non-RTSM topology:

Category Report Name Report Fields
Executive SM Executive summary « CPU Utilization
Summary

« Memory Utilization

« Filesystem Utilization

« Auvailability
« RunQ
Executive SM Heat chart « CPU Utilization
Summary « Memory Utilization
Executive SM System availability summary « Average Uptime
Summary « Average Downtime
« Average Availability
« Total Uptime in Hours
« Total Downtimein
Hours
Executive SM System Exception by Group « CPU Utilization
Summary « Memory Utilization
« SWAP Utilization
Executive SM System Forecast summary « CPU Utilization
Summary . Memory Utilization
Executive SM System Grade of Service by Group « CPU Utilization
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Summary « Memory Utilization
« SWAP Utilization

Executive SM System Inventory « K_Location.Name
Summary . K_CI_System_
Alias.DNS_Name
Executive SM System Resource Outage Forecast Summary =~ « CPU Utilization
Summary « Memory Utilization
Executive SM Top and Bottom 10 Filesystems by Free Space « filesystem Name
Summary Utilization « Utilization
Executive SM Top and Bottom 5 Systems « By Availability
Summary . By CPU Utilization

« By Memory utilization

Operational NRT Resource Utilization « CPU
Reports . Memory
« RunQ
« SWAP
Operational Resource Utilization - Trend « RunQ
Reports
Performance SM Filesystem Utilization Detail « Filesystem
« Average space used in
MB
Performance SM system availability details « Uptime %

« Downtime %

« Availability %

Performance SM System exception details « CPU Utilization
« Memory Utilization
« CPURunQ
« SWAP Utilization

« Avg memory pageout
rate

Performance SM system grade of service details « CPU Utilization
« Memory Utilization
« CPURuNQ
« SWAP Utilization
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Performance SM system usage details « CPU Utilization

« Memory Utilization

HPE Operations Bridge Reporter (10.21) Page 280 of 282



Appendix F: Drop Vertica Database

To drop the Vertica database, open the command prompt and run the following commands:

1. su <Vertica Database User Name> -c "/opt/vertica/bin/adminTools -t stop_db -d
<Database Name> -p <Vertica Database User name Password> -F"

2. su <Vertica Database User Name> -c "/opt/vertica/bin/adminTools -t drop_db -d
<Database Name>"

where, <Vertica Database User Name> is the Vertica database user name
<Vertica Database User name Password> is the Vertica database password

<Database Name> is the name of the Vertica database
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Send documentation feedback

If you have comments about this document, you can contact the documentation team by email. If an
email client is configured on this system, click the link above and an email window opens with the

following information in the subject line:
Feedback on Configuration Guide (Operations Bridge Reporter 10.21)
Just add your feedback to the email and click send.

If no email client is available, copy the information above to a new message in a web mail client, and
send your feedback to docfeedback@hpe.com.

We appreciate your feedback!
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