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This section describes administration tasks that the IT Administrator and Suite Administer user roles can
perform in ITOM Container Deployment Foundation (CDF) and ITSMA NG Express.

« Administer ITOM CDF
« Administer the ITSMA suite
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Access ITOM CDF

Administer ITOM CDF

The ITOM Container Deployment Foundation (CDF) Administrator user role can perform administration tasks in
the following areas in ITOM CDF.

» Access ITOM CDF

« Change your password
e Logs

» Manage users

« Management

+ Monitor infrastructure status
+ Nodes

+ Manage licenses

+ View the existing images
+ Manage Resourses

« Security

» Restart ITOM CDF

Access ITOM CDF

Logon
To access ITOM Container Deployment Foundation (CDF), follow these steps:

1. Launch the ITOM CDF from your browser:
https://<master node FQDN>:5443

You must use the master node host's FQDN instead of its IP address in this URL. That is,
the name you specified for EXTERNAL_ACCESS_HOST in the install.properties file.

You access the application using a supported web browser, from any computer with a
network connection (intranet or Internet) to the servers. It is recommended to restore
your browser settings to default.

You will be asked to change the password at first logon. See Change your password.

2. Loginto ITOM CDF as the admin user.

Use the out-of-box password cloud if this is your first login or use the password that
you specified at your initial login after installation. See Verify the installation.
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Change your password

Logout
To logout:

1. Click the [User Name] button the top right corner of the application and select Logout.
2. The application closes and the LOGON screen is redisplayed.

When you have completed your session, it is recommended that you log out to prevent unauthorized
use.

Change your password

To change your password, follow these steps:

1. Click the [User Name] button in the top right corner and select Change Password.
The following page opens:

A ADMIN

Change password

ADMINISTRATION

RESOURCES

2. Enterthe original password, the new password, and verify the new password.
The password should have minimum 8 characters and must contain characters the following
four categories:

+ Uppercase characters of European languages (A through Z, with diacritic marks, Greek
and Cyrillic characters)

+ Lowercase characters of European languages (a through z, sharp-s, with diacritic
marks, Greek and Cyrillic characters)

+ Base 10 digits (0 through 9)

« Nonalphanumeric characters

3. Click UPDATE PASSWORD.

Logs

This section describes the logs.
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Manage users

Pod logs show the stderr/stdout of one Kubernetes pod/container.

Pod logs

1. Click RESOURCES > Workloads > Pods.
2. Click the relevant pod.
3. Click View logs in the Pod area. The following page is displayed:

Logs from nginx-ingress-lb = in nginx-ingress-controller-ageli

>

Tr

WOWBE) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/55.0.2883 87 Safari/537.36™ 3020 0.002 172 7714 7:9090 656 0002 200
2017-01-16T06:43:26 991697571Z 16.29150.64 - [16.2915064] - - [16/Jan/2017:06:43:26 +0000] ‘GET Jassets/images/user jpg HTTP/11" 200 376 *https://shcderaysim hpeswlab net:5443/" "Mozilla/5.0 (Windows NT 61: WOW64)
AppleWebKit/53736 (KHTML. like Gecko) Chrome/55.0.2883 87 Safari/53736" 3011 0001 172771479090 376 0.001 200

2017-01-16T06:43:27 5226181947 1629150.64 - [16 2915064] - - [16/Jan/2017:06:43:27 +0000] "GET /apifv1/workload/careZitemsPerPage=10&page=1 HTTP/11" 201 7417 “https:/shcderaysim hpeswiab net:5443/™ /5.0 (Windows
NT 67: WOWG4) AppleWebKit/537.36 (KHTML. like Gecko) Chrome/55.0.2883 87 Safari/537.36" 4229 0161 172.7714 7:9090 7431 0161 201

2017-01-16T06:43:34 3887962907 162915064 - [16.29150.64]1 - - [16/Jan/2017:06:43:34 +0000] “GET Jguides.pdf HTTP/1T* 200 23 *https:/ishcderaysim hpeswlab.net-5443/ "Mozilla/5 0 (Windows NT 67; WOW64) AppleWebKit/537.36
(KHTML, like Gecko) Chrome/55 0.2883 87 Safari/53736" 3075 0.001 1727714 79090 23 0001 200

2017-01-16T06:4:6:22 1673300507 16.29150.64 - [16.29150.64] - - [16/Jan/2017:06:46:22 +0000] "GET /assets/images/nav-group-open png HTTP/11" 200 3068 *httpss/shcderaysim hpeswlabnet5443/app.css™ /5.0 (Windows NT
61:WOW64) AppleWebKit/537.36 (KHTMI Gecko} Chrome/55.0.2883 87 Safari/537.36" 3028 0001 172.7714.7:9090 3075 0.001 200

2017-01-16T06:46:42 T30656600Z 162915064 - [16.29150.64] - - [16/Jan/2017:06:466:42 +0000] "GET /api/vl/servicesanddiscovery/corevitemsPerPage=10&page=1 HTTP/11 201 1073 "htps://shcderaysim hpeswlab net-5443/"
“Mozilla/5.0 (Windows NT 61: WOWb4) AppleWebKit/53736 (KHTML. like Gecko) Chrome/55.0.288387 Safari/537.36" 42410185 172771479090 1073 0185 201

2017-01-16T06:46:43 9522773512 16.29150.64 - [16.29150.641 - - [16/Jan/2017-06:46:43 +0000] "GET /api/v1/workload /core %itemsPerPage=10&page=1 HTTP/11° 201 7417 *https-//shcderaysim hpeswlabnet5443/" *Mozilla/5.0 (Windows
NT 67; WOWG) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/55.0.2883 87 Safari/537.36" 4229 0.298 T72.7714 79090 7431 0298 201

2017-01-16T0b:46:47 4226553572 16.29150.64 - [16.29150.641 - - [16/Jan/2017-06:46-47 +00001 "GET fapi/vi/pod/core?itemsPerPage=10&page=1 HTTP/1" 201 6127 https//shcderaysim hpeswlabnet5443/" "Morilla/50 (Windows NT
61, WOW64) AppleWebKit/537.36 (KHTMI Gecko) Chrome/55.0.2883.87 Safari/537.36" 4224 0.287 172.7714.7:9090 6134 0.287 201

2017-01-16T06:4651 6907675587 16.29150.65 - [16.29150.64] - - [16/Jan/20717-06:446:51 +0000] “GET /api/v/job/coreYitemsPerPage=10&page=1 HTTP/11" 201 165 "htps//shcderaysim hpeswlab net-5443/" "Mozilla/5.0 (Windows NT 61;
WOW64) AppleWebKit/53736 (KHTML. like Gecko) Chrome/55.0.2883.87 Safarif53736" 4224 0788 172 77147:9090 165 0.788 201

2017-01-16T06:4653 8134707542 16.29150.6% - [16.29150.64] - - [16/Jan/2017:06:46:53 +0000] “GET /apifvl/pod/core?itemsPerPage=10&page=1 HTTP/11" 201 6127 *https:/ishcderaysim hpeswlabnet:5443/" "Mozilla/5.0 (Windows NT
61:WOWG4) AppleWebKit/537.36 (KHTMI Gecko) Chrome/55.02883 87 Safari/537.367 4224 0159 172771479090 6134 0159 201

2017-01-16T06:4658 7136657412 16.29150.64 - [16.29150.641 - - [16/Jan/2017:06:46:58 +0000] “GET /api/vl/daemonsetfcoreditemsPerPage=10&page=1HTTP/1LT 201167 *https://shcderaysim hpeswlab net5443/* *Mozilla/5.0
(Windows NT 61; WOW64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/55.0.2883.87 Safari/S37.36" 4230 0143 172.7714.7:9090 167 0143 201

2017-01-16T06:47-03 2175986247 16.29150.64 - [16.29150.64] - - [16/Jan/20717-06:47:03 +0000] "GET /api/v1/config/coreitemsPerPage=10&page=1 HTTP/11" 201 380 “https://shcderaysim hpeswlab net:5443/" "Mozilla/5.0 (Windows
NT 671 WOWG4) AppleWebKit/53736 (KHTML. like Gecko) Chrome/55.0.2883 87 Safari/537.36" 4227 0128 172.7714.7-9090 380 0128 201

2017-01-16T06:47:29.358697505Z 16.29150.6% - [16.29150.64] - - [16/Jan/2017:06:47:29 +0000] "GET /api/vl/namespace HTTP/LT" 201215 *https:/ishederaysim hpeswlab.net.5443/ "Mozilla/5.0 (Windows NT 61; WOW64)
AppleWebKi1/53736 (KHTML. like Gecko) Chrome/S502883 87 Safari/S37.36" 4202 0134 1727716 7:9090 215 0134 201

2017-01-16T06:47:33 8968903397 16.29150.64 - [16.29150,64] - - [16/Jan/2017-06:4733 +0000] “GET fapifvi/config/default?itemsPerPage=10&page=1 HTTP/11" 201 336 *htips://shcderaysim hpeswlab net5443/" *Mozilla/5.0 (Windows
NT 67; WOW64) AppleWebKit/557.36 (KHTML. like Gecko) Chrome/55.0.2883.87 Safari/537.36" 4230 0164 172771479090 336 0164 201

2017-01-16T06:48:08 4936466277 WOTI6 06:48:08 493395 1 controller ga:855] service core/suite-conf-sve-itsma does not have any active endpoints

2017-01-16T06:48:08 4954273027 WOT16 06:48.08495280 1 controller.go792] upstream core-suite-conf-sve-itsma-8080 does nof have any active endpoints. Using default backend

2017-01-16T06:48:08.496678412Z WOTI6 06:48:08495574 1 utils.go:231] system net.care.somaxconn=128. Using NGINX defautt (511}

You can use the following tools:

. Tr Toggles to change the size of the font used in the log.

+ ===Toggles to change the colors of the log: white characters on black background or black
characters on white background.

23 AM 1o 10/31F

Logs from 10/31/16 & 737 AM

Timestamp of the currently displayed log.

A < ’ q Use the relevant buttons to navigate between logs.

Manage Suite Export Logs

This section shows how to export the suite logs by gathering the logs from the suite persistent volume(s) and
ZIP them up.

Export Suite Logs

1. Click SUITE > Management > Export Logs.
The log package is downloaded to your local disk.

Manage users

ITOM Container Deployment Foundation supports two user roles (or user groups):
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Management

IT Administrator

Manages the shared services infrastructure and all suite products, as well as the grow/shrink functions, and
adding and removing working nodes (machines). The IT Administrator is a super administrator. This user has
ability to request or add resources and has wide access permissions.

Suite Administrator

Manages a specific suite product. The Suite Administrator does not have access to the Admin menu and has the
privileges with other operations only under a specific namespace. The Suite Administrator is responsible for the
relevant suite deployment, configuration, health, images, and more.

In ITSMA, the seeded user sysadmin has full privileges of the suite and is responsible for suite
administration from the ITSMA user interface. We recommends that you configure a Suite
Administrator user named sysadmin in ITOM CDF so that the same user can administer the
ITSMA suite from both the ITOM CDF and ITSMA user interfaces.

This section provides information on how to manage users.

1. Click ADMIN > User Management. The User page opens.
For each user, this page displays the user name, password, email, and user group.
ITOM CDF support two user groups: Administrators and Suite Administrators.

2. Tocreate a user, click ADD. The following dialog box opens. Enter the relevant information, and
click SAVE.

Create user

Administrators

3. Todelete a user, click the right-side ACTION icon for the user, select Delete, and then
click Delete again to confirm the deletion.

4, To edit or view a user information, click the ACTION icon for the user, and then select View/
Edit.

Management

The Management page provides information on how to manage and configure the installed suites.

Before the suite is installed, click SUITE > Management. The following page opens.
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Monitor infrastructure status

A ADMIN

[ Hewtettpackara
Enterprise

SUITE
No suite is currently installed

ADMINISTRATION

RESOURCES

After installed suite, click SUITE > Management. The following page opens.

—

Click * : then
+ Click Export logs to download the suite installation log to local registry.

+ Click Uninstall, then UNINSTALL to uninstall the installed suite.
+ Click Reconfigure to reconfigure the installed suite.

Monitor infrastructure status

The Infrastructure page displays:

« Namespaces. The list of the current default namespaces as well as the namespaces for the
suites. Every suite on the same Kubernetes cluster is deployed in a different namespace.

+ Nodes. The composition of the Kubernetes cluster in terms of servers on which the cluster
were installed (master and worker nodes, the physical servers or the VMs).

9
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Nodes

+ Persistent Volumes. The persistent volume configuration for one or more suites. These
volumes contain the data that needs to live outside of the containers.

To access, click ADMIN > Infrastructure.

Namespaces

Name Labels
@ o . Active 5 hours
@ et . Active 3 hours
@ kubesysten . Active 3 hours
Nodes

beta kubernetes.iofarch: amdéd beta.kubernetes.io/os: linux

6187190180 True 3 hours
kubernetesio/hostname: 16187190180  master: true role: loadbalancer
Label Worker beta kubernetes iofarch: amdés beta kubernetes io/os: linux

6187190181 True 3 hours
kubernetes.io/hostname: 16187.190181

Persistent Volumes

Name Labels Capacit Access modes Status

item-vol kubernetes.io/cluster... 50Gi ReadWriteMany Bound item-vel-claim - 3 hours

Nodes

The Nodes page provides the CPU and Memory usage history of the selected Namespace, a list of the predefined
labels, and the list of nodes of the selected Namespace.

When the CPU load is over 80%, it significantly impacts the efficiency of network transmission
between the base infrastructure environment. It is recommended to control the CPU load so it is
less than 80% by separating the suite instance into multiple worker nodes: adding more worker
nodes and killing the pods on heavy-load nodes and deploying those pods on the newly added
worker nodes.

View the existing nodes

To view existing nodes:
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Nodes

1. Click ADMIN > Nodes. The following page opens.

CPU usage history Memory usage history

0w way
0500 ea
0450 £ o
0300 t wsa
§

oo i sna

0 o

200 pres s 20 162 200

Time

CPU (cores)

Predefined Labels  ¢You can drag a label onto a node)

Rl e —

Nodes 4+ aop REFRESH

ux.
thame:16187190.180
2016-1220T0B16:447

rrrrr

(] 678719018 etakul ux True 2016-1220T08:27:352
lube /hostname:16187190181

2. The areadisplays the CPU and memory usage of the selected namespace during the past 15
minutes, the list of the node labels, and the status, labels, readiness, and creation timestamp

of the nodes corresponding to the selected namespace.

You can do the following:

+ Define a set of labels you want to use and then assign them to nodes by dragging them
to the node. See Add/delete labels and Assign labels to nodes.

+ Add a node. See Add a node.

« REFRESH. Click to refresh the display.

+ Click the relevant node to see its details. See View the node details.

Add/delete labels

To add or delete labels:

1. Click ADMIN > Nodes.

2. To add alabelin the Predefined Labels area, enter the value and click [+]. The label is added
to the list.

3. Todelete a label: in the Predefined Labels area, click [-] for the relevant label.

Assign labels to nodes

To manage node labels:

1. Click ADMIN > Nodes.

2. To assign a label to a node: drag the relevant label the Predefined Labels area to the relevant
node in the Nodes area.

3. Tounassign a label: in the Nodes area, click [-] for the relevant label and node.

4. Tofilter the labels: enter the relevant string or keyword in the Labels box in the table header.
The labels with names that include the relevant string are listed.
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Nodes

Add a node

1. lick ADMIN > Nodes.
2. Inthe Nodes area, click + ADD.

Add worker node

Enter the name of the node, the name of a user that can remotely execute commands on the
host - typically the root user, and the password of a user that can remotely execute commands
on the host - typically the root user, and click ADD to remotely install the extra node.

You can also add a remote node manually as follows:

1. Copy the core platform binary file to the remote (worker) node as well as the client certificates
that are required so the worker node can talk to the master node.

2. Unzip the core platform binaryfile.

3. Change to the relevant directory:
cd HPESW_ITOM_Suite_Platform_<timestamp_ID>.

The install.properties file is the same as on the master node.

4. Copy the files specified in the CLIENT_CA_FILE, the CLIENT_CERT_FILE, and the
CLIENT_KEY_FILE parameters in the install.properties file from the master node to the worker
node:

a. scp root@<master node ip>:/opt/kubernetes/ssl/ca.crt /tmp when prompted, enter
the password.

b. scp root@<master node ip>:/opt/kubernetes/ssl/server.crt /tmp when prompted,
enter the password.

C. scp root@<master node ip>:/opt/kubernetes/ssl/server.key /tmp when prompted,
enter the password.

d. ls /tmp to verify that the files have been copied.

5. Run the installation: ./install.
6. Run docker ps to list the current container.
7. Tosee what workloads are running.

Go to the master node and run kubectl get nodes. You should see two nodes.
Go to the master node and run kubectl describe nodes <worker_node_IP> to get
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Nodes

detailed information about the worker node. It is only running two pods kube-
proxy and kube-registry.

View the node details

1. Click ADMIN > Nodes.
2. Inthe Nodes area, select a node name from nodes list.

CPU usage history Memory usage history

os9s 796 Gi

Details Systeminfo

Name: 16187190180 Machine ID: 71c25179df8d475da586b907db1fc430

Labels:  beta kubernetes.io/arch: amdé. beta kubernetesio/os: linux kubernetes iofhostname: 16187190180 master: frue role: loadbalancer System UUID: 8-ABIF-DSDB-AIES-28662800749A

Boot ID: 934661 -4102-bcO-b9877b30909F

Age: 3 hours
External ID: 16187190180 Kernel Version: 310.0-327217.x86_64

05 Image: Debian GNU/Linux 8

Unschedulable: false sie)

Container Runtime Version: docker//112.3

Kubelet Versio
Kube-Proxy Version: v1.4.3
Operating system: linux

Architecture: amdé4

The page displays the CPU and memory usage history of the selected node for the past 15
minutes.

The Details area displays details about the selected node as well as system information.

The Allocated resources area displays the minimum CPU requests, CPU limits, memory
requests, and memory limits for the container as well as the percentage of <what is in use>/
<what is available>. By default, pods run with unbounded CPU and memory limits. The format
is: <what is in use>/<what is available>.

Allocated resources

CPU requests (cores s (cores E Memory requests (bytes) Memory limifs (bytes:

041/ 6 1025 1025 770 Mi /7797 Gi Qb4 870 Mi /7797 Gi 1090 7/10 1545

The Conditions area displays the type, status, last heartbeat and transaction time, reason, and

message.
Conditions
Status Last heartbeat time Last transition time Reason Message
QutC1Disk False - aday KubeletHasSufficientDisk kubelet has sufficient disk space available
MemoryPressure False - aday KubeletHasSufficientMemory kubelet has sufficient memory available
DiskPressure False - aday KubeletHasMoDiskPressure kubelet has no disk pressure
Ready True - aday KubeletReady kubelet is posting ready status

The Pods area displays the CPU and memory usage history of the pod for the past 15 minutes,
the name of the pod, the status, number of restarts in the cycle, the amount of time passed
since the pod has been created, the cluster IP, as well as the CPU and memory usage of the
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Manage licenses

pod.

You can:
+ Click a Pod name to open the Workloads - Pods page for the pod. See Pods.
. Click = toview the pod log.

« Click * and select Delete to delete the pod.

The Events area displays the message, source, sub-object, count, first seen and last seen

information.
Events
Message Source Sub-object Count First see: Last sees
A (events with common reason combined) kubelet 16.187.191.60 - 354 T/M11116 06:25 UTC 8/1/16 1:50 UTC

Manage licenses

The License page enables you to manage your suite licenses. Note that you might have already set up some of
the licenses during installation.

View existing licenses

By default, there is no license installed. You can view the existing licenses only after you have installed
them.

1. Click ADMINISTRATION > License.
The following page opens:

a : g::;t:trtlszad‘"d AutoPass License Server Last Login Time: 17 Mar 17 05:21:32 UTC  User: admin | Logout

@ X @) = § 3 ol

LICENSE USAGE LICENSE MANAGEMENT LICENSE REPORT RESERVATION MANAGEMENT REMOTE COMMUTER USER MANAGEMENT CONFIGURATION

Install Licenses View Licenses Archived Licenses Borrow License License Clean Up

View Licenses (©)

Select Product | All

: Product i : Installed Lock
Feature ID: Version - Capacity Start Date Expiry Date Installed On Remark
Number By Code
Invalid
720000259 ITSMA-EXPRESS-CC 201701 HPE IT Service Management ITSMA- P twcense
Automation Suite Express: 201701 optional CONTAINER USE ONLY EXPRESS- 100 26Feb 17107552 UTC | 27 Feb 2010:0437 UTC | 10 Mar 17 01355 UTC | admin | oo €80
Concurrent User E-LTU CIT Default User (37121) ccp locked fo
- other lock
value.
Invalid
oA 4CL4CO3- t:i:::
ITOM IT Service Management Automation Suite Express Edition ( 23136:1) | EXPRESS- 100 26Feb1710:1552UTC | 27 Feb 2010:04:37 UTC | 10 Mar 17 07:1355 UTC | admin | oo 0 (5
e other lock
value.
Invalid
720000259 ITSMA-EXPRESS-CC 201701 HPE IT Service Management ITSMA- P twcense
Automation Suite Express: 201701 optional CONTAINER USE ONLY EXPRESS- 100 26Feb 17101552 UTC | 27 Feb 2010:0437 UTC | 10 Mar 17 071355 UTC | admin | /oo €80ee
Concurrent User E-LTU CIT Default Server (3714:1) ccp locked fo
- other lock
value.
Invalid

e i i . License,
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Manage licenses

Select the relevant product in Select Product. The page displays the feature ID: version,
product number,capacity, start date, expiry Date, the date when it was installed, and who
installed it, as well as the Lock Code.

Install licenses

1. Click ADMINISTRATION > License.
The following page opens:

a —3 ?::;';‘,:::‘“m AutoPass License Server Last Login Time: 16 Mar 17074201UTC  User: admin | Logout

3 &) = $ 3 o)

LICENSE MANAGEMENT LICENSE REPORT RESERVATION MANAGEMENT REMOTE COMMUTER USER MANAGEMENT CONFIGURATION

Install Licenses View Licenses Archived Licenses Borrow License License Clean Up
Install Licenses Lock Code: 73F05F4-63955AE D

1. Please Enter/Browse License File 2. Install License:

Choose File | No file chosen

Add More Files

m cancel

oR icen: o ber
1. Activate Products Using Activation Code 2. Insfall License:
Enter Activation Code n

ﬂ ancel

The following information is displayed:
Lock Code. The lock code and lock ID are the same.

2. Click Choose file to select the license file in your local system

Click Add More Files to select another license file in your local system.

4. Click the boxes to agree to the HPE End User License Agreement and authorize the suite and
product usage data collecting.

5. Click Next.
The following page opens and displays the licenses that have been installed.
You can select the license keys and click Install Licenses to install the licenses (you can also
select to go back to the previous Install Licenses page by clicking the Back button).

w
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Manage licenses

Hewlett Packard : " 4
' : Enterprise AutoPass License Server Last Login Time: 17 Mar 17 052132 UTC  User: admin | Logout
~ ]
ca 3 @ = § 3 £
LICENSE USAGE LICENSE MANAGEMENT LICENSE REPORT RESERVATION MANAGEMENT REMOTE COMMUTER USER MANAGEMENT CONFIGURATION
Install Licenses View Licenses Archived Licenses Borrow License License Clean Up
Install Licenses Lock Code: 723B11IE-AF7IFE [©)
1. Please Enter/Browse License File / Activate Products Using Activation Code 2. Install Licenses
Feature ID: Version Product Number Capacity  Start Date Expiry Date Lock Code Remarks

24311 (720000259 ITSMA-EXPRESS-CC
201701 HPE IT Service Management
Automation Suite Express: 201701
optional CONTAINER USE ONLY
Concurrent User E-LTU SM Smart
Analytics 1CC User)

218:1(720000259 ITSMA-EXPRESS-CC
201701 HPE IT Service Management
Automation Suite Express: 201701
optional CONTAINER USE ONLY
Concurrent User E-LTU SM Know Mgmt
1CC Usen)

2241 (720000259 ITSMA-EXPRESS-CC

ITSMA-EXPRESS-CC_P 100 26 Feb 17 10:15:52 UTC 27 Feb 2010:04:37 UTC 4C44CH3-L6IFO6A License locked to other Lock Code

ITSMA-EXPRESS-CC_P 100 26 Feb 17 10:15:52 UTC 27 Feb 2010:04:37 UTC 4C4LCH3-L6IFOOA License locked to other Lock Code

Install Licenses Back

The page displays the licenses in the selected file. You must select the licenses you want to
install out of the displayed licenses. After selecting, click Install Licenses.

Archive a license

1. Inthe View Licenses tab, select the unused licenses you want to archive.
2. Click Archive.

The licenses are removed from the list of installed licenses in the License Management table and become
unavailable for customers to fetch and activate the products.

Restore an archived license

1. Inthe Archived License tab, select the product whose archived licenses you want to restore.
2. Select the relevant licenses that you want to restore.
3. Click Restore.

The licenses are again displayed in the License Management pane and customers can check them out.

If ID locked licenses are auto archived, they cannot be restored unless all the licenses locked to a
lock value belonging to same feature are either deleted or archived.

Delete a license from the License Manager

1. Inthe Archived Licenses tab, select the product whose licenses you want to delete.
2. Select the license to delete.
3. Click Delete and confirm the deletion.
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View the Licenses Report

1. Click ADMINISTRATION > LICENSE REPORT.
The following page opens:

Hewlett Pack: .
a : E:‘Jff,‘;s:‘ ard AutoPass License Server Last Login Time: 17 Mar 17 0521:32 UTC  User: admin | Logout

C X X ©) = X o] 0)

LICENSE USAGE LICENSE MANAGEMENT LICENSE REPORT RESERVATION MANAGEMENT REMOTE COMMUTER USER MANAGEMENT CONFIGURATION ABOUT

Issued Licenses Report 0 Q

Product Name ¥  Product Version Requester IP Address Last Access Time
HP Operations Manager i 10m 1615519913 17 Mar 17 05:57:58 UTC

HP Operations Manager i 10m 16155195191 17 Mar 17 05:58:50 UTC

2 items found, displaying all items.

The following information is displayed:

LICENSE REPORT. The license report page tracks and displays the licenses currently installed
and used on the License Manager. It also displays specific check out information about a
feature license including the product name and version, the requester ID, and the timestamp of
when it was accessed last.

You can export the license report details to Excel. You can also search a license with the
product name, product version or requester IP address.

Replace an ITSMA trial license

User role: Suite Administrator

If you have not installed a perpetual license before the ITSMA installation, a built-in 30-day trial license
(InstantOn) is used for the installation. If you purchase a perpetual license after installation, you can replace the
trial license with the perpetual one.

To do this, follow these steps:

1. Install your new license. For details, see the "Install the suite license" section in Install an
ITSMA suite license.
2. Restart the Service Management RTE application controllers:
a. Click RESOURCES, and then select your <namespace>. For example, itsmal.
b. Click Workloads > Replication Controllers, go to the next page, and then locate one of
the following controllers:
sm-rte
sm-rte-integration
sm-rte-irque
sm-rte-scheduler
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View the existing images

sm-rte-emailout
sm-rte-integration-cit
sm-rte-report-export
sm-rte-sync
sm-rte-gossip

The sm-rte-gossip controller must be the last one to stop. No sequence is
required for the rest.

c. Click the actionicon ( : ), and then click Scale.
d. Make a note of the value of the Number of pods field.

In the next steps, you will need to change the value of this field to zero (0) and
then change it back to the current value.

e. Type 0 for Number of pods, and then click OK.

Ignore the error message in red on the page after you click the OK button.

f. Repeatthe steps above to stop all the replication controllers in step b. The sm-rte-
gossip controller must be the last one to stop.

Wait until the Pods field for each replication controller is changed to 0/0.

Change the value of the Number of pods field from 0 back to their original number for
all the controllers.

=@

You must start the sm-rte-gossip controller first. No sequence is required for the
rest.

View the existing images

To view the existing images, click ADMINISTRATION > Local Registry. The following page is displayed.
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Local Images

-itsma-smarta-installer

itsma/itsma-installer

This section lists the images that are in the local registry.

Manage Resourses

The RESOURCES menu enables you to deploy containerized applications to a Kubernetes cluster, troubleshoot
them, and manage the cluster and its resources itself. You can use it for getting an overview of applications
running on the cluster, as well as for creating or modifying individual Kubernetes resources and workloads, such
as Daemon sets, Pet sets, Replica sets, Jobs, Replication controllers and corresponding Services, or Pods.

It also provides information on the state of Pods, Replication controllers, etc. and on any errors that might have
occurred. You can inspect and manage the Kubernetes resources, as well as your deployed containerized
applications. You can also change the number of replicated Pods, delete Pods, and deploy new applications
using a deploy wizard.

+ Namespace

+ Workloads

+ Services and discovery

+ Persistent Volume Claims
+ Configuration

Namespace

This section provides details about the selected Namespace.

Kubernetes supports multiple virtual clusters backed by the same physical cluster. These virtual clusters are
called namespaces. See Glossary.

Select the namespace

You select a namespace to filter the information in the pages of the Ul and display only the items related to the
namespace.
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Manage Resourses

1. Click RESOURCES > Namespace and select the relevant namespace.

The following page opens:

The page shows the CPU and memory usage history for the selected namespace, for the past 15
minutes, the name of the namespace, its labels, pods, the timestamp of the creation of the
namespace and its images.

CPU usage history
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localhost:5000/kubernetes-vault-renew:0.21
kBs-app: heapster  module: apiserver  version: v6 11 14 hours gerio/google_containers/heapsterv1.0.2
localhost:5000/idm-pfslatest
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localhost:5000/kubernetes-vault-renew:0.21
mpestaresel i L localhost:5000/itom-platform-postgresql:9.411
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run: kubernetes-vault 11 14 hours localhost:5000/kubernetes-vault:0.21
localhost:5000/mng-portal:l4
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localhost:5000/kubernetes-vault-renew:0.21
I i . localhost:5000/itom-platform-postgresql:9.411
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localhost:5000/kubernetes-vault-renew:021
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localhost:5000/kubernetes-vault-renew:0.2.1

Click the relevant namespace to display more details. See View the namespace details.

View the namespace details

1. Click RESOURCES > Namespace and select the relevant namespace. You can also
click RESOURCES > Namespaces, and click the relevant namespace.

)

The page shows details about the namespace and details about the events occurring in the

Details

Name: default
Labels: -
Age: 15 hours

Status: Active

Events

Message

Starting kubelet,

Node 15.119.81122 status is now: NodeHasS ufficientDisk

Node 15.119.81.122 status is now: NodeHasSufficientMemory

Node 15.119:81122 status is now: NodeHasNoDiskPressure

Node 15.119.81.122 event: Registered Node 15119.81122 in NodeCo
nroller

Starting kube-proxy.

namespace.

This document is an export from the HPE Software Documentation Portal. For the latest documentation, refer https://
docs.software.hpe.com.

Source Sub-object

kubelet 1511981122
kubelet 1511981122
kubelet 1511981122
kubelet 1511981122
controllermanager

kube-proxy
shelitvm0368 hpeswlabnet

20

First seen Last seen

17/3/17 0544 UTC 173417 0544 UTC
17/3/17 05:44 UTC 173417 05:44 UTC
T7/3/17 05:44 UTC 73417 05:44 UTC
17/3/17 05:44 UTC 173417 05:44 UTC
17/3/17 05:44 UTC 173417 05:44 UTC
17/3/17 05:44 UTC 173417 05:44 UTC



https://docs.software.hpe.com
https://docs.software.hpe.com

Manage Resourses

Workloads

This section displays information about Namespaces, Deployments, Replica Sets, Replication Controllers,
Daemon Sets, Jobs, Pods, filtered by the selected namespace.

' CPU usage history Memory usage history
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Click RESOURCES > Workloads.

The page displays all the resources filtered by the selected namespace.

Pods

The Pods page provides information about the pods that are currently running or that have been running for the
past 15 minutes. You can also access details about a specific pod as well as its log.

By default, pods run with unbounded CPU and memory limits. This means that any pod in the system will be
able to consume as much CPU and memory on the node that executes the pod.

You may want to impose restrictions on the amount of resources a single pod in the system may consume for a
variety of reasons.

See Glossary.

View the Pods

1. Click RESOURCES > Workloads > Pods.
The following page is displayed.
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CPU usage history Memory usage history
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The page displays the CPU and memory usage history of the namespace the pod belongs to,
namespace the pod belongs to, the name, status, number of restarts during the lifecycle of the
pod, the amount of time passed since the creation of the pod, the IP address of the pod, the
CPU and memory usage of the pod itself in the last 15 minutes.

You can:

. Click = to display the log of a pod. See View log.

« Click * and select to delete the pod or to view and edit its YAML. See Pods.
« Click a pod itself to display its details. See View pod details.

View pod details

1. Click RESOURCES > Workloads > Pods, and then click the relevant Pod.

CPU usage history Memory usage history
0001 120 Mi L
2001 107 Mi
3 oooos £ soim
S oooos E osem
2 2
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00003 £ 27w
o o
B 520 523 1526 1530 532 B 1520 523 1528 1530 1532
Time Time
Pod Network
Name: nginx-ingress-centroller-n53cd Node: 16187190180
Namespace: default IP: 172772614
Start time: 20/12/16 0817
Labels:  k8s-app: nginx-ingress-lb
Status: Running
View logs
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Containers

nginx-ingress-Ib

Image: localhost:5000/nginx-ingress:0.8.2

Envirenment variables: POD_NAME:
POD_MNAMESPACE:

Commands: -

Args: /nginx-ingress-controller
--default-backend-service=core/mng-porta
__-.=C|
--nginx-configmap=default/nginx-load-balancer-conf

--watch-namespace=core

The page displays the CPU and memory usage history of the pod in the last 15 minutes, the pod
details, and the network details. To display the log of the pod. See View log.

The page also displays information about the pod containers such as the name, image,
environment variables, commands, arguments, and more. To display the log of the container.
See View log.

View log

1. Click RESOURCES > Workloads > Pods.
2. Click the relevant pod.

3. Click = inthe Pod page or View logs in the Pod Details page or click View logs in the
Container area. The page displays the information for the pod.

Logs from apiserver ~ in apiserver-16.187.190180 A T

2016-12-20T0816:38992999578Z E1220 08:16:38992417 1 reflectorge:214] kBsofkubernetes/plugin/pkg/admission/serviceaccount/admission.ge103: Failed to list *api ServiceAccount: Get
http://1270.01:8080/api/v1/serviceaccounts?resourceVersion=0: dial tcp 127.0.01:8080: getsockopt: connection refused

2016-12-20T08:16:38 993186897 E1220 081638992462 1 reflector.go:203] k8s io/kubernetes/plugin/pkg/admission/limitranger/admission go-154: Failed to list *api LimitRange: Get http://127.0.01:8080/api/v1/limitranges?
resourceVersion=0: dial tcp 127.0.0:1:8080: getsockopt: connection refused

2016-12-20T0B16:38 9931510877 E1220 0816:38992847 1 reflector go:214] kBs.io/kubernetes/plugin/pka/admission/resourcequota/resource_access go-83: Failed o list “api ResourceQuota: Get

hitp://127.0.01:8080/api/v1 /resourcequotasPresourceVersion=0: dial fep 127.001:8080: getsackopt: connection refused
2016-12-20T08:16:38 9931381982 E1220 0B16:38992981 1 reflectorgo:214] kBs.iofkubernetes/plugin/pkg/admission/serviceaccouni/admission go119: Failed fo list *apiSecret: Get http://1270.018080/api/vifsecrets?
fieldSelector=type%3Dkubernetes io%2Fservice-account-foken&resourceVersion=0: dial fcp 127.0.018080: getsockopt: connection refused
2016-12-20T08:16:39.8085046987 E1220 08:16:39808232 1 reflector.go:214] pkg/eontroller/informers/iactory.go:72: Failed to list *apiNamespace: Get http:/127.0.0.1:8080/api/vl/namespaces?resourceVersion=0: dial tcp
1270.018080: getsockopt: connection refused
T08:16:39.837965M8Z [restful] 2016/12/20 08:16:39 log.go:30: [restful/swagger] listing is available at https:/16187190180:8443/swaggerapi/
-20T08:16:39.838003976Z [restful] 2016/12/20 08:16:39 log.go:30: [restfullswagger] htps://16187190180:8443/swaggerui/ is mapped fo folder /swagger-ui/

Logs from 12/20/16 10:16 AM 1o 12/20/16 1016 AM 1< < > >l

You can use the following tools:
. Tr Toggles to change the size of the font used in the log.
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. i Toggles to change the colors of the log: white characters on black background or black
characters on white background.
Logs from 10/31/16 7223 AM 10 10/31/16 T:37 AM 1 q timestamp of the currently displayed log.

. I < ? >l Use the relevant buttons to navigate between logs.

Namespaces

The Namespaces page displays information about the existing namespaces, their labels, status, and age.

1. Click RESOURCES > Workloads > Namespaces.
2. The page displays the existing namespaces, their labels, status, and age.

@ o scte
@ o .
J sene

3. ‘Click the relevant namespace to view more details:

The page shows details about the namespace and details about the events occurring in the
core such as messages, source, count, first seen and last seen.

Deployments
You create and manage sets of replicated containers (actually, replicated Pods) using Deployments.

A Deployment provides declarative updates for Pods and Replica Sets (the next-generation Replication
Controller).

A Deployment simply ensures that a specified number of pod “replicas” are running at any one time. If there are
too many, it will kill some. If there are too few, it will start more.

You can select another namespace.

View the deployments

1. Click RESOURCES > Workloads > Deployments.
The following page is displayed:

CPU usage history Memory usage histary

o6 s008
o0 207 |

es)

0008 200 Mi

0085 EY

Memary (bytes)

CPU Ccors

0033 868 M

Time Time

@ theapsier-zpiserve k8s-app: heapster  module: apiserver  version: v6 101 23 hours gerio/google_containers/heapstervl 02

@ iwbemetesvaut run: kubernetes-vault 101 25 hours ocalhost:5000/kubernetes-vault0.21

localhost:5( -portal14

@ moporta app: mng-porial  version: v10 171 25 hours . .
ocalhost:5000/kubernefes-vault-renew02
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The page displays the CPU and memory usage history of the selected namespace during the
past 15 minutes, the name of the available deployments, their labels, the number of pods, the
creation timestamp of the deployment, and its images.

You can:

+ Click a deployment to display its details. See View a deployment details.

« Click * and Delete, to delete the deployment.

« Click * and View/edit YAML, to view or edit a deployment.

View a deployment details

1. Click RESOURCES > Workloads > Deployments, and then click the relevant deployment.
The following page is displayed:

CPU usage history Memory usage history
o001 S5 M0
o001 e
- i
@ 00008 5 358Mi
5 E)
< opaos T mam
& £
00003 E M9Mi
o o
0047 09:50 0955 0956 1000 1002 0947 0950 0953 0956 1000 10:02
Time Tim
Details

Name: heapster-apiserver

Namespace: core

Labels: kBs-app:heapster  module: apiserver  version: vé

Label selector:  kBs-app: heapster  module: apiserver  version: vé
Strategy: RollingUpdate

Min ready seconds: O

Revision history limit: Not set

Rolling update strategy: Max surge: |, Max unavailable: 1

Status: 1 updated. 11otal. 1available. O unavailable

The page displays the CPU and memory usage history of the selected deployment during the
past 15 minutes, and details about the selected deployment.

' Details
ame: ki

New Replica Set

Name Namespace Labe Pods
° Bod-femplate-hash: 3867489819
bernetes-vault-3867489819 e
run: kubernetes-vault

Old Replica Sets

There is nothing to display here

Events

There is nothing to display here

The page displays details about the new replica set, the old replica sets, and the events that
took place.
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Daemon Sets

The Daemon Sets page provides information about the Daemon Sets for the selected Namespace. See Glossary.

Replica Sets

Replica Set is the next-generation Replication Controller. The only difference between a ReplicaSet and a
Replication Controller right now is the selector support. ReplicaSet supports the new set-based selector
requirements as described in the labels user guide whereas a Replication Controller only supports equality-
based selector requirements.

This section displays information about replica sets of the selected namespace. See Glossary.

View replica sets

1. Click RESOURCES > Workloads > Replica Sets.
The following page opens:

kBs-app: heapster module: apiserver

@ hespster-apiserver-3397433252

pod-template-h 3397433252 version: vb

pod-template-h 3703390274

@  ‘ubemetes-vault-3703396274 : 171 adey

run: kubernetes-vault

0 mng-portal-1440095749 app: mng-portal pod-template-hash: 1440095749 171 aday

The page shows the CPU and memory usage history of the selected namespace during the past
15 minutes, the name of the available replica sets for the selected namespace, its labels, pods,
images and creation timestamp.

You can:

+ Click areplica set to display its details. See View a replica set details.

« Click * and Delete, to delete the replica set.

+ Click * and View/edit YAML, to edit the replica set.

View a replica set details

1. Click RESOURCES > Workloads > Replica Sets.
2. Click the relevant replica set.

Pods

@ cuopeseimszrETES-0pg Ruming Shours man ades aha 000 [ e

Events

There is nothing to display here

The details page shows details about the selected replica set, the services (see Services), pods
(see Pods), and events related to the replica set.
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Replication controllers

The Replication Controllers page provides details about the Replication Controllers.

See Glossary.

View the Replication Controllers

1. Click RESOURCES > Workloads > Replication Controllers to display the current Replication
Controllers.
The following page is displayed.

' CPU usage history Memory usage history

0001 20 Mi

0001
i@
ooo08] £
20005 T omeM
00003 $
o

107 Mi

801Mi

M

267 M

Memary (bytes)

= 513 1596 1520 523 1525 =2 1513 1576 1520 525 1535

Time Time

ontroller k8s-app: nginx-ingress-lb 111 4 hours localhost:5000/nginx-ingress-0.8.2

The page displays the CPU and memory usage of the selected namespace during the past 15
minutes, and the list of replication controllers with their name, labels, pods, age, and images of
the replication controllers associated with the selected namespace.

You can:

+ Click the relevant replication controller to view its details. See View the replication
controller details.

« Click * and select:
View details. You can also click the relevant replication controller. See Scale the
number of pods linked to the replication controller.
Scale. See View the replication controller details.
View/edit YAML You can edit a Replication Controller.
Delete. The replication controller is deleted.
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Scale the number of pods linked to the replication controller

1. Click RESOURCES > Workloads > Replication Controllers, click | and then select Scale.
Enter the relevant number of pods and click OK.

Set desired number of pods

Replication controller nginx-ingress-controller will be updated to reflect the desired count.
Current status: 1 created, 1 desired

CAMCEL 0K

View the replication controller details
1. Click RESOURCES > Workloads > Replication Controllers.

2. Click * and select View details, or click the relevant Replication Controllers.
The following page opens.

CPU usage history Memory usage history
0004 1M
0004 . 143 Mi
T ooos £ worm
5 B
S ooo2 Z 7nsm
3 H
0001 2 mam
. \V .
1t0s 08 110 13 16 0 o5 06 10 T3 e 10
Time Time
Details Status

Neme: ngins-ingress-controller Pods: 1 running
Namespace: default

Label selector k8s-app: nginx-ingress-1b

Labsls: kBs-app: nginx-ingress-lb

Images: lacelhost:5000/ngin

gress.

Services

There is nothing to display here

It displays the CPU and memory usage history of the selected replication controller for the past
15 minutes, the details of the selected replication controller, and the services provided by the
selected replication controller.

Pet Sets

The Pet Sets page provides information about pet sets. See Glossary.
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Jobs

The Jobs page provides information about jobs. See Glossary.

Services and discovery

Click Services and discovery to display information about:

« Services
« Ingress

Services
The Services page provides information about services.

See Glossary.

View services

1. Click RESOURCES > Services and Discovery > Services .
The following page is displayed.

Cluster P nternal endpains External endpaints
I autopass kube-system:S814 T.
@ cutopassimswe . 1727878116 -
ss-Im-svc kube-system:0 TCP
@ reapster-apiserver kubernetes iofname: Heapster-apis 1727878190
@ iampostoresalsve . 172787895
[ B 172787866
k8s-app: kube-dns kube-dns kube-s uoP
kube-dns kube-system:0 UDP
@ cubedns kubernetes iofeluster-service: true 172787878 o

kubernetes io/name: KubeDNS

k8s-app: kube-regisiry

kube-registry kube-s

@ uberegisiry erlbaT o s Teme R ED T 172787881

kubs-registry.kube-s
kubernetes.iofname: KubeRegisiry

@ kubermetes-vault run: kubemetes-vault None

@ rogporia T 17278782
@ rostgresqlapimoswe . 1727878253
@ suitedbsc B 1727878214

Rows perpage: 10 ¥ 1-100f11 > >l

The page displays the name of the services attached to the selected namespace, the labels
assigned to the service, the IP address of the related cluster, and the internal and external
endpoints.

You can:

. Click * and select Delete to delete the service.

. Click * and select View/edit YAML to edit the service.
+ Click the relevant service to display its details. See View a Service Details.
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View service details

1. Click RESOURCES > Services and Discovery > Services , and then click the relevant
Service.
The following page is displayed:

a Resource Details

Type: ClusterlP,

st Age c CPU (cores emory (bye
@ curopass-im-1627857185-40p2 Running 0 4hours 7NN mabasa_amad 0001 I - <5

The page displays details about the service and the connection as well as information
about the related pods.

Ingress

The Ingress page provides details about the ingresses. See Glossary.

View ingresses

1. Click RESOURCES > Services and Discovery > Ingress.
The following page is displayed.

ame Endpoints Age
e 100910 2
autopass-Im 16155199.219 23 hours
e 10010 &
dm-svc 6155199.219 23 hours
e 10010
mng-portal 6155199.219 23 hours
. e 10010
suite-installer 6155199.219 23 hours

The page displays the names of the ingresses attached to the selected namespace, the labels
assigned to the ingress, the IP of the related cluster, and the internal and external endpoints.
You can click the relevant ingress to display its details. See View an Ingress Details.

View an Ingress Details

Click RESOURCES > Services and discovery > Ingress, and then click the relevant Ingress.
The following page is displayed:

. Details
autopass-im

The page displays details of the selected ingress and its related pods.
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Persistent Volume Claims

The Persistent Volume Claims page displays information about the currently running persistent volumes.

A persistent volume claim is bound to a persistent volume. The claim is subsequently used inside a container
volume specification. This provides volume technology abstraction for the suite deployment as suites request
size and access type rather than a certain specific storage provider.

Avolume is a directory, possibly with some data in it, which is accessible to the containers in a pod.

See Glossary.

View the Persistent Volume Claims

1. Click RESOURCES > Persistent Volume Claims. The following page opens:

Lsbe

|
@ orvicam tomvol e —— 5 hours

The page displays the name of the persistent volume, the volume it belongs to, the labels, and
the timestamp of the creation of the persistent volume.

Each suite will have at least one persistent volume but may have more depending on the suite.
You can click the relevant volume to display its details. See View a persistent volume claim
details.

View a persistent volume claim details

1. Click RESOURCES > Persistent Volume Claims, and then click the relevant Persistent Volume
Claims. The page that opens displays detailed information about the persistent volume claim.

| Details

To see the contents of itom-vol, go to the master node (the NFS server) and enter cd Ivar/vols/
itom/. It contains the baseinfra-<version-number> and the suite-install subdirectories.
Enter s -R baseinfra-<version-number>; this shows the PrivateRegistry.

Enter s -R suite-install/; this shows information about the containers that includes the configuration
information to deploy the supported suites.

Configuration

Click RESOURCES > Configuration to display information about:

« Secrets. See Secrets.

31

This document is an export from the HPE Software Documentation Portal. For the latest documentation, refer https://
docs.software.hpe.com.


https://docs.software.hpe.com
https://docs.software.hpe.com
https://docs.software.hpe.com/wiki/display/ITSMA201704/Glossary

Manage Resourses

+ Config Maps. See Config Maps.

Secrets

The Secrets page provides information about Secrets that are currently running.

See Glossary.

View the Secrets

Click RESOURCES > Configuration > Secrets.
The following page opens:

Name
default-token-T8uSr 1 hours

-secret 16 hours

The page displays the list of secrets and their age. You can click the relevant secret to display its
details. See View a Secret details.

View a Secret details

Click RESOURCES > Configuration >Secrets. In the page that opens, click the relevant secret.

Data

cacrt: ——BEGIN CERTIFICATE——

e

DVGGDDAoCGULY29tMI

MHaBprEH7
YSsconBMgn
ste

PR
LnVpZCISImEIMmM:

CrawliemSIaGVzLmIv
YWNjb3VudDPIb3IOmRIZMFIoH

ISINYiI6INNSESRITpZZX 2

(RGP2G4XMOYLpxeHNNSeL 2uay0_HL7GeA-

QglirgIsrakCIGX!

The page displays the details of the selected secret and its data.

Config Maps
The Config Maps page provides information about the config maps that are currently running.

See Glossary.
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View the Config Maps

1. Click RESOURCES > Configuration > Config Maps.The following page opens:

) sutopsss-con

The page opened displays the names of the configuration map and its labels, and the amount
of time passed since the configuration map was created.
You can:

+ Click * and select Delete to delete the config map.

« Click * and select View/edit YAML to edit the config map.
+ Click the relevant config map to display its details. See View a Config Map details.

View a Config Map details

1. Click RESOURCES > Configuration > Config Maps to display the currently running Config
Maps.

2. Inthe page that opens, click the relevant name.
The following page opens:

) oetail

,,,,,

The page opened displays the selected config map details, and its related data.

Security

This section is intended for ITOM Container Deployment Foundation (CDF) implementers and system
administrators who need to implement their ITOM CDF environment in a secure manner.

Secure implementation and deployment

This section provides information on implementing and deploying the ITOM Container Deployment Foundation
(CDF) in a secure manner.

Technical system landscape

ITOM CDF is a container that integrates with other Suites. ITOM CDF is written in Java and JavaScript and Go.
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For more information about typical deployment schemes and options, see Overview of HPE ITOM CDF.

Security in ITOM CDF configurations

ITOM CDF configurations may be deployed in the following three implementations. See Overview of HPE ITOM
CDF.

+ Single mode.
« Distributed mode 1 (one master node and multiple worker nodes)
+ Distributed mode 2 (multiple master nodes and multiple worker nodes)

All of these implementations share the same basic out-of-the-box security configuration options.

1. Inan out-of-the-box default installation, the Transport Layer Security/Secure Socket Layer
(TLS/SSL) security is enabled between the browser and the ITOM CDF server by default.

2. In an out-of-the-box default installation, ITOM CDF requires users to enter username and
password credentials to gain access to the application.

External Authentication

With additional configuration, it is possible to supplement or replace the default authentication & authorization
provider for ITOM CDF by using a variety of industry-standard protocols and tools such as LDAP and Single Sign-
On.

Common security considerations

ITOM CDF can only be deployed on supported operating systems.

It is recommended to follow vendor-provided best practices and security hardening guides for each of the third-
party components used in support of your ITOM CDF deployment, which includes Docker, Kubernetes, Vault and
Nginx, NFS. Below are some resources that can serve as a starting point for researching these recommended
security considerations:

Docker Security Tips
https://www.docker.com/docker-security
Kubernetes Security Tips
http://kubernetes.io/docs/troubleshooting/
Vault Security Tips
https://www.hashicorp.com/security.html
Nginx Security Tips
http://nginx.org/en/security_advisories.html
NFS Security Tips

http://www.cert.org/historical/advisories/
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ITOM CDF security parameters

This section contains reference to some of ITOM Container Deployment Foundation (CDF) parameters that are
relevant to security.

Secure file storage

ITOM CDF allows users to upload files (suite installation binary) to the ITOM CDF Server. All files uploaded to the
server must be validated, since they can contain viruses, malicious code, or Trojans.

As a result, it is strongly recommended to implement proper antivirus protection for the file storage.

Installation security

This section provides information on aspects of installation security.

Supported operating systems

See Support matrix.

Harden SSH on OS

On each node, the SSH server is configured with weak cipher and weak KexAlgorithms by default.
Set the values of KexAlgorithms, Ciphers and MACs in file: /etc/ssh/sshd_config as follows:

+ KexAlgorithms ecdh-sha2-nistp521,ecdh-sha2-nistp384,ecdh-sha2-nistp256

+ Ciphers aes256-gcm@openssh.com,aes128-gcm@openssh.com,aes256-ctr,aes192-ctr,aes128-
ctr

« MACs hmac-sha2-256

Database security recommendations

For PostgreSQL, see http://www.openscg.com/postgresql-security-guidelines/ for information about
PostgreSQL database security solutions.

Application server security recommendations

Always change default passwords.

Always use the minimal possible permissions when installing and running ITOM Container Deployment
Foundation (CDF).

Action Permissions needed for user
Installing or running the You must install and run root permissions using the sudo
HPE ITOM CDF command.
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Network and communication

This section provides information on network and communication security.

Secure topology

ITOM CDF is designed to be part of a secure architecture, and can meet the challenge of dealing with the
security threats to which it could potentially be exposed.

Several measures are recommended to securely deploy ITOM Container Deployment Foundation (CDF):

+ Use of the TLS/SSL communication protocol

Replace the Certificate of Ingress Service with a Customized Certificate

Users can replace the certificate and private key of Ingress Service with a customized certificate and private
key. Follow the steps below:

1. Generate a certificate and private key for the host name, of which host the Ingress Service is
running on. And put it somewhere on the master node.
2. On master node, delete a secret with command:
kubectl delete secret nginx-default-secret -n core
3. Onthe master node, recreate the secret with a new certificate and private key.
echo "
apiVersion: vl
kind: Secret
metadata:
name: nginx-default-secret
namespace: core
data:
tls.crt: ~base64 <certificate file name with absolute path> |tr -d \"\n\""
tls.key: “base64 <private key file name with absolute path>|tr-d \"\n\""
" | kubectl create -f -
4. On master node, delete and recreate the ingress service.
kubectl delete -f ${K8S_HOME}/objectdefs/nginx-ingress.yaml
kubectl create -f ${K8S_HOME}/objectdefs/nginx-ingress.yaml

FAQ

Question

Are exceptions required to be added to the firewall policy?
Answer

Browsers access HPE ITOM Container Deployment Foundation (CDF) via HTTPS ports (TCP/5443). End users
need to add it to the firewall exception policy.
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Authorization

This section provides information related to user authorization in ITOM Container Deployment Foundation
(CDF).

Authorization model
Access to ITOM CDF resources is authorized based on the user’s following settings:

« User name
« Session & Inactivity timer timeouts

Authorization Configuration

For detailed information on authorization configuration, refer to the ITOM CDF Online Help Center in the ITOM
CDF Portal top right corner.

FAQ

Question

Can ITOM CDF inherit users’ information and authorization profiles from an external repository, such as LDAP?
Answer

No.

Data integrity

The database server is used as a simple data store and is responsible for all persistent storage. While the
database contains definitions describing business logic, no processing is actually performed in this tier, other
than create, read, update, and delete (CRUD) operations in response to requests from ITOM Container
Deployment Foundation (CDF). Referential integrity is enforced by the application, thereby protecting
transactions. In addition, the database captures a complete audit log of all changes to data.

The data backup procedure is also an integral part of data integrity and while ITOM CDF does not provide native
backup capabilities, the following guidelines should be considered:

+ Database backup is especially important before critical actions such as upgrades.

+ Backup files should be stored properly according to the industry best practices to avoid
unauthorized access.

+ Since database backup can be a resource intensive process, it is strongly recommended to
avoid running backups during peak demand times.

Encryption

This section provides information on data encryption in ITOM Container Deployment Foundation (CDF).
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Security

TLS/SSL Data Transmission
ITOM CDF was configured to use TLS/SSL to transmit data between the server and browsers.
Customers can change the default value of SSL CIPHER through the following steps:

1. On the master node, change the ssl-ciphers value in file $§K8S_HOME/objectdefs/nginx-
ingress.yaml.

2. Recreate the ingress container with the commands below:
kubectl delete -f $K8S_HOME/objectdefs/nginx-ingress.yaml
kubectl create -f $K8S_HOME/objectdefs/nginx-ingress.yaml

For detailed information, please refer to the online help topic, Working with Secure Sockets Layer (SSL) in a
Production Environment. See the ITOM CDF Online Help Center in the ITOM CDF top right corner.

Encryption of stored database fields

ITOM CDF uses proprietary algorithms when encrypting data stored in the database and uses HPE Identity
Manager (IDM) to manage user passwords.

Security logs

This section provides information related to logs.

Log and Trace Model
Recommendations:

+ Pay attention to the log level and do not leave tracing or debug parameters enabled
unnecessarily.
+ Pay attention to log rotation/switching.

For detailed information, please refer to the online help topic, Tracing and Logging in the ITOM Container
Deployment Foundation (CDF) Online Help Center in the ITOM CDF top right corner.

Network and Communication Security

HPE recommends that you add the iptables rules listed below to the following below tables.

Apart from the listed ports, all other ports should be blocked at the localhost level.

Required  Service Target server to Direction Short description
ports configure the rules
111 NFS NFS server Nodes -> NFS server port access by all

NFES Server nodes
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2049

2380

4194

5000

5443

8443

10250

10251

10252

10255

20048

Example:

NFS
Etcd
Kuberne

tes

Private
Registry

MngPort
al
kuberne

tes

kuberne
tes

kuberne
tes

kuberne
tes

kuberne
tes

NFS

NFS server Nodes -> NFS server port access by all
NFS Server nodes

Master Node Master <-> Etcd service port for etcd cluster
Master communication

All Nodes in Cluster Localhost Caduvisor for local kubelet
only

All Nodes in Cluster Localhost Registry port for local host
only

Ingress Node All -> The port exposed on ingress
Ingress node. All clients could access
Node this port

Master Node Nodes -> API server port for client
Master connection

All Nodes in Cluster Nodes -> Kubernete port for internal
Nodes communication
Nodes -> Kubernete port for internal
Nodes communication
Nodes -> Kubernete port for internal
Nodes communication
Nodes -> Kubernete port for internal
Nodes communication

NFS server Nodes -> NFS server port access by all

NFES Server nodes

The cluster is installed on 10.10.10.10, 10.10.10.11, 10.10.10.12. The Master Node on: 10.10.10.10

To add an iptable rules to port 8443 on the master node, do the following:

iptables
iptables
iptables
iptables
iptables

-I INPUT
-I INPUT
-I INPUT
-I INPUT
-I INPUT

Restart ITOM CDF

To restart ITOM Container Deployment Foundation (CDF), stop and then start it.

Follow the steps below to stop ITOM

1

1
1
1
1

1. Onthe master node:

tcp
tcp
tcp
tcp
tcp

-m tcp -s 0.0.0.0/0 --dport 8443 -j DROP
-s 127.0.0.1 --dport 8443 -j ACCEPT

-s 10.10.10.10 --dport 8443 -j ACCEPT
-s 10.10.10.11 --dport 8443 -j ACCEPT
-s 10.10.10.12 --dport 8443 -j ACCEPT
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cd $K8S_HOME/b1in
. /kube-stop.sh

2. Oneach worker node:
cd $K8S_HOME/b1in
. /kube-stop.sh

Follow the steps below to start ITOM CDF:

1. Onthe master node:
cd $K8S_HOME/b1in
./kube-start.sh

2. Oneach worker node:
cd $K8S_HOME/b1in
./kube-start.sh
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Change the ITSMA suite administrator password

Administer the ITSMA suite

The Suite Administrator user role can perform the following administration tasks.

« Change the ITSMA suite administrator password
» Configure an external LDAP server

+ Master data onboarding

+ Configure Email

+ Configure log level for debugging

+ Add Smart Analytics content groups

» Set up Service Portal

+ Bind the internal PostgreSQL database to a dedicated worker node
+ Apply PostgreSQL parameter updates in ITSMA
» ITSMA node ports

+ Customize the ITSMA login page

+ Configure users for the internal LDAP server

Change the ITSMA suite administrator password

User role: Suite Administrator

The sysadmin user has full administrator privileges for the suite. During the installation, you configured a
password for this user. You can change this password after the installation.

To change the password for the sysadmin user, follow these steps:

1. Onthe suite landing page, click Suite Configuration.
2. Click Operation > Admin Password.
3. Enteryour old and new passwords for the "sysadmin" user.

The password must be 10 to 30 characters in length and contain all of the following
characters: uppercase letters, lowercase letters, numbers, and special characters.

4. Click Update.

Configure an external LDAP server

User role: Suite Administrator
The ITSMA suite is designed to integrate with an LDAP server for user authentication.

The internal LDAP server in the suite is only for demonstration purposes. For production environment, you can
configure an external LDAP server from the Suite Configuration page.

The ITSMA suite has a seeded user named sysadmin, which is stored in the suite's IdM
database. Make sure that your external LDAP server does NOT contain a sysadmin user
account.
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To configure an external LDAP server, follow these steps:

1. Onthe suite landing page, click Suite Configuration.
2. Navigate to CONFIGURATION > Accounts > LDAP.
3. Configure your external LDAP server settings as described in the following table.

Setting

Hostname
orlP
Address

Port

User ID

Password

Base DN

User
Name
Attribute

Enable
SSL

Description

The fully-qualified domain name (server.domain.com) or IP address of the
LDAP server.

The port used to connect to the LDAP server (by default, 389).

The fully distinguished name of any user with authentication rights to the
LDAP server. If the LDAP server does not require a User ID or password for
authentication, this value can be omitted.

Password of the User ID. If the LDAP server does not require a User ID or
password for authentication, this value can be omitted.

Base distinguished name. The Base DN is the top level of the LDAP directory
that is used as the basis of a search.

The name of the attribute of a user object that contains the username that
will be used to log in. The value for this field can be determined by looking at
one or more user objects in the LDAP directory to determine which attribute
consistently contains a unique user name. Often, you will want a User Name
Attribute whose value in a user object is an email address.

Select this option to enable SSL connection to the LDAP server.

4. Click Test to make sure you can successfully connect to the LDAP server.
5. Click Apply to save your configuration.

After your confirmation for applying the changes, the system restarts the related
services. If the system fails to restart some of the services, click Revert to revert all
changes that you just made.

6. Wait until the background services are restarted. Go to Service Management, Service Portal,
and CMDB to check the LDAP settings and perform additional configurations.

For Service Management LDAP settings, you need to perform the following additional
tasks after you apply the changes in this Suite Configuration page:

- For the "contacts" file from Service Management LDAP settings (System
Administration > Ongoing Maintenance > System > LDAP Mapping), update the
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operator.id field mapping to the value as specified in the User Name Attribute
parameter in the table in step 4.

- For the "operator" and "contacts" files, make sure that the existing LDAP mapping for
the SM fields matches the attributes of your new LDAP server. For more information,
see "Define file and field-level mappings to an LDAP server" in the Service Manager help
center.

For Service Portal, you need to perform some additional tasks in the Service
Portal Management Console to set up external LDAP. For details, see Configure LDAP
for Service Portal.

For CMDB, make sure that all the necessary LDAP parameters are correctly configured
in CMDB before using LDAP users for login. For more information, see the "LDAP
Mapping" section in the UCMDB help center.

7. Logout of the ITSMA Suite Portal and try logging in using an LDAP account to verify the

LDAP server.

Configure LDAP for Service Portal

1.

w

Log on to Service Portal Management Console:

https://<master node FQDN>/propel/launchpad/org/Provider

(user name/password: admin/propel)

Click the Identity application in the Launchpad.

In the Organization List view, click the ITSMA.

Update LDAP in Service Portal to use external LDAP:

. In the Organization Details view, click Authentication. The Authentication view is

displayed and all of the authentication configurations for the organization are listed.

b. Click the Edit button of ITSMALDAP.
. Update the LDAP settings to be consistent with what you have updated for the suite level

LDAP changes in the Suite Configuration page, and then click Save.

If the User Name Attribute in the suite configuration page is set to
sAMAccountName, you need to manually change the User Search
Filter parameter in the Service Portal LDAP settings to sSAMAccountName={0}.

Make sure that the Full Name field in the Service Portal LDAP Attributes is the
same as the mapping value specified for the contact.name field of the "contacts"
file in the Service Management LDAP mapping.
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Master data onboarding

For more information on configuring LDAP settings, see the "Configure an LDAP
server" section in the "Configure LDAP" topic from the Service Manager Help
Center.

5. Add Group that is used to assign roles:
a. Inthe Organization Details view, click Groups.
b. Inthe Groups view, click Add Group.
c. Inthe Add Group dialog, provide the following required information:
i. Type a descriptive Group Name.
ii. Inthe Group Representation Type field, select either of the following:
LDAP Representation - for which you type the Distinguished Name and select the
Authentication configuration.
Database Representation - for which you manually add Associated Users to the
group. Note, see Concepts for details of manually adding users to a Database
Representation group.
Calculated Representation - for which you first specify a Reference User, and
then a set of User Profile Attributes is displayed. Next, you add attributes to the
Calculation Criteria. Finally, to complete the criteria for the Calculated
Representation group, you select the Combining Criteria — either all criteria must
match or at least one criteria must match.

d. Click the Save button to finish and save your new group.

6. Add groups created above to the corresponding roles. By default, Consumer and Organization
Administrator roles are available.
a. Inthe Organization Details view, click Permissions.
b. Inthe Permissions view, for the role that you want to associate with a group, click Add
Group.
c. Inthe Add Group dialog, select the group, and then click Save. The specified group is
associated with the role and listed under the role.

For more information on Service Portal LDAP related tasks, see the "Configure LDAP" topic from
the Service Manager Help Center.

Master data onboarding

A master data onboarding tool set ships with the ITSMA suite release. This tool set can help you import master
data from an existing Classic ITSMA system to ITSMA NG Express.

» Purge demonstration data
+ Use the data onboarding tool set to import master data
» User data onboarding in ITSMA

This tool set supports master data onboarding for Service Management only.
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Master data onboarding

This tool set supports incremental data import, which means you can always import new data after an
initial data import.

Purge demonstration data

Before your ITSMA system goes live, you need to purge the out-of-box demonstration data from Service
Manager, Smart Analytics, and UCMDB.

To purge demonstration data, you must log in to the ITSMA Suite Portal as a suite administrator first.
For details, see Log in to the ITSMA Suite Portal. The following tasks assume you are already logged in
to the suite portal.

Purge data from Service Manager
To purge the demonstration data from Service Manager, follow these steps:

1. On the suite landing page, click Service Management.

2. You are automatically logged in to the Service Manager web tier client.

3. Onthe left-side navigator, click System Administration > Base System
Configuration > Miscellaneous > Purge Production Data.

4. Make sure the All Out of Box Data option is selected, and then click Next.

5. Select the | wish to purge all out of box data from the system option to confirm the purge
action.

6. Click Next to purge the data.

Next, continue with purging indexes from Smart Analytics.

Purge indexes from Smart Analytics
To purge the indexes of the Service Manager demonstration data from Smart Analytics, follow these steps:

1. Make sure you have already purged the demonstration data from Service Manager.
2. Click Tailoring > Integration Manager, and make sure the SMIDOL integration instance is
enabled.

The SMIDOL instance is for the training, testing, index, and tuning processes, which are
triggered in Smart Analytics Configuration. Normally, one Service Manager Server has
only one SMIDOL instance named as SMIDOL*. The asterisk sign is the sequence
number, which is usually 0.
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Master data onboarding

3. From the navigator, click System Status and make sure the KMReindex schedule is started.
4. Perform indexing for each Hot Topic Analytics configuration record:
a. Click System Administration > Ongoing Maintenance > Smart Analytics > Hot Topic
Analytics.
b. Click Search.
Select a configuration record, and then click Start Index.
d. Click Yes in the confirmation dialog_g that is displayed:

o

Question b4

Starting an index process with option whether to delete previous indexed record or
not.

‘Yes: Delete all indexed records and start a new index from the scratch.

No: Keep all indexed records and append new records.

Cancel: Guit this action.

5. Perform a full re-index for each Smart Ticket task:
a. Click System Administration > Ongoing Maintenance > Smart Analytics > Smart
Ticket.
b. From the Current Configuration List, select a task.
c. Click Training.
d. Click Yes to confirm the training action.

6. Perform a full re-index for each Smart Search library:
a. Click System Administration > Ongoing Maintenance > Smart Analytics > Smart
Search.
b. From the Current Knowledgebase List, select a knowledgebase.
c. Click Full Reindex.

Purge data from UCMDB
To purge the demonstration data from UCMDB, follow these steps:

1. On the suite landing page, click UCMDB Administrator.
You are automatically logged in to UCMDB.
2. Click Modeling, and then click IT Universe Manager.

46

This document is an export from the HPE Software Documentation Portal. For the latest documentation, refer https://
docs.software.hpe.com.


https://docs.software.hpe.com
https://docs.software.hpe.com

Master data onboarding
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4. Click the search icon (magnifying glass) next to the CI Name field. A list of Cls is displayed.
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5. Select all Cls, right-click the mouse, and then select Delete from CMDB.
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Use the data onboarding tool set to import master data

If you have an existing Service Manager implementation, you can import the master data into your ITSMA
system by using a tool set that ships with the ITSMA suite as a .zip file. This tool set comprises the following
tools:

+ An Microsoft Excel spreadsheet with a macro for exporting data to CSV files (located in
the Excel subfolder)

+ Aset of files for use with HPE Connect-It, including a scenario file (DataOnBoarding.scn) and
configuration files required for running the scenario (located in the SM-CIT subfolder)

« Sample CSV files (located in the CSV subfolder)

In this release, this tool set supports data migration only for Service Manager. For known issues with
this tool set, see Known issues.
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Understand the Excel spreadsheet

To migrate data by using the data onboarding tool set, you need to enter your supporting data first in the Excel
spreadsheet provided by HPE.

This section describes the “ITSMA_Suite_Supporting_Data” spreadsheet used to capture the supporting data
for each of the modules for the ITSMA suite.

The Excel spreadsheet is located in the Excel subfolder of the data onboarding package (.zip). Click each tab
(worksheet) and read the following instructions.

Color codes

The Excel sheet uses the color codes described in the following table.

Color  Explanation

Yellow  Cells with this color contain sample data, which is NOT imported

Red Cells in red, allow to specify additional data to import

Grey These cells are automatically populated based on the value selected in another cell

Green  These cells indicate that they only require you to select a value. The selected value does not get
imported into the solution; instead, it is normally used to populate a cell marked with the grey

color.
For example:
A B c D E
Companies
Notes: Contains contact information and preferences about the companies you work with. This area typically contain
Definition
Service Manager Label \Customer 1D Company Code Company Name Default SLA for Company ID
Fieldname customer.id company company.full.name default.sla
Data Type character character character number
Data Requirement mandatory mandatory mandatory optional
Maximum Characters 60 70 50
Index Unique Not Null
The default SLA to be used for this

Notes The 1D The short name of the customer | The long name of the customer  |customer
Format Rules Calculated based on column F
Example Data CUST000001 ABC ABC Company Limited 168
Data
Please list your data here in Company 1 k Company 1 168
this area Company 2 Company 1 Company 2 168

abc bac ABC Company Limited 168

Column A allows you to select a value, which then populates column E. Column E is then
imported into the solution.

The Selections worksheet

The Selections worksheet contains predefined data from the solution. The data is used as reference in all the
other worksheets to ensure the entered data is matching the data that the tool set requires.

Data available in this worksheet is described in the following table.
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Column
TimeZones
Country Name

Language Name

Language ID

Customer SLA Name

Customer SLA ID

Service SLA Name

Service SLAID

Location Site Category

User Work Type
Security Roles

Contract Profiles

Configuration Profiles

Operator Templates

Cl Display Name
Cl Identifier

Job Titles

Explanation
All available time zones of the suite products
All available countries

All available languages

The language ID matching the language name
The customer specific SLA Names

The SLA ID matching the customer SLA Name
The service specific SLA Names

The SLA ID matching the service SLA Name

The location site category

The different user types, site, home, mobile

The security roles to give user the correct access in the modules
The user profile for the contract management module
The user profile for the configuration management module

The operator template to set basic details of the operator record, like

dashboard, default menu.
The CI display name
The CI ID matching the display name

The available job titles per department

Dependencies between the worksheets

Some worksheets reference data from other ones. Their cross references are put in place to ensure that the
entered data is correctly referenced. The ITSMA solution will import the same references between the data

records into the ITSMA suite components.

The references help to allow the selection of the correct record.

For example, the Contacts worksheet is referencing the following worksheets:

+ Companies
« Location
« Departments
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A D E F G H |
1 Contact
2 |Notes bntact the service desk to initiate a service desk interaction, incident, or change, or a person who uses components tracked in Config|
4 Definition
5 | Label First Name Last Name Title Employee ID Company Dept Name
6 |Fieldname first.name last.name title user.id company dept.name
7 |Data Type character character character character character character
& |Data Requirement mandatory mandatory optional mandatory mandatory mandatory
9 |Field Length 80 80 140 140 60 50
10 |Unique Unique
Need to match drop down values |A unique identifier
from department data Job Title  |for the contact,
field. Please select a Department |using lettersand  |To be the same as Company |Has to match Dept Name field from the
11 |Field Note The first name The last name first. numbers Code in company table department table
12 |Format Rules
13 |Example Data Joe Bloggs Admin Manager 1234567 ABC ABC HR Department
14 |Data
15 |Please list your data |Jan Steube Administrative Assistant 231541235 Company 1 Dept 1
16 |here in this area Klaus Meier Manager, General sdfsdf Company 1 Dept 2

This means, in some cases, that a worksheet can only be completed when some data is correctly entered in the
other worksheets.

Worksheets

The following describes the worksheets in the Excel spreadsheet.
Information

This worksheet contains some basic information.

Companies

The Company record represents the highest organizational unit for which a complete self-contained set of
accounts can be drawn. A company will represent a customer and RIT itself as organization. It contains contact
information and preferences about the companies you work with.

Examples:

o CustomerA
o CustomerB
o CustomerC

Locations

Contains addresses and organizational information about the location of the companies. It is a hierarchy of
records to document the following information of a company: locations, sites, buildings, and so on. The data
can be used in contact records to see in which place a person is located.

Examples:

Company: Customer A
/AT/City/Streetl
/AT/City/Streetl/Building A/Floor 1
Contacts

Contains contact information about users who contact the service desk to initiate a service desk interaction,
incident, or change, a person orders from the Service Request Catalog or someone who uses components
tracked in Configuration Management.

A contact record is linked to a company, department and location. The Unique id for contacts is the contact
name. The contact name is used as reference in many places in the system and creates the link to the operator
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object. To easily link contacts with operators it’s recommended to use clear identifier for Contact and Operator
Names (see examples below).

Examples:

Contact Name: firstname.lastname@customera.com (Email address,in this example)
Company: Customer A

Department: Group 1

HP Service Manager ID:thisisthe operatorld to logon in Service Manager

Location: Floor 1

Departments

The department shows the data we would expect for the master data entities related to the Business-
Organization of a company, as per the model of the overview section. | should be ensured that organizational
structure is built within the department table. The department represents the next level of organizational units,
after the company record. The department structure is hierarchical organized, which means each level is
referenced with a parent department.

Each department is related to a company as a first level. This allows a clear distinction and selection of the
required data.

Departments are important for the correct relation of the following records:

« SLArecords with the Business Services in the Subscription Table.
+ Contact records to the correct Organizational Unit, whereas each contact can only be linked to
one department

Examples:

Company: Customer A

Customer A / Unit 1

Customer A / Unit 1

Customer A / Unit 1 / Department 1

Customer A / Unit 1 / Department 2

Customer A / Unit 1 / Department 1/ Group 1
Customer A / Unit 1 / Department 1/ Group 2
Customer A / Unit 1 / Department 2/ Group 3
Customer A / Unit 1 / Department 2/ Group 4
Customer A / Unit 2

Operators

The operator represents a person (internal and external), which actively works with the system. In theory every
person having access to a computer has an active directory entry may have access to the ITSMA Suite. The
import process should focus on operators actively working in the different modules in the ITSMA Suite. End
Users which only access the end user portal don’t need to be imported. End Users are created automatically
within the suite, upon first login.

To import and successfully create operator records the following data should be provided:

« Name
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« ContactID
« Company
+ Security Roles / Profiles

Other required attributes are set through a template operator and are populated at the creation of the operator
record.

+ Menu (Navigation Tree items)
« Time zone (should be taken from the contact record)
« Date format (defaulted date format of the time zone)

To ensure successful authentication, the operator name has to match the <ID> in the HPE Identity
Manager (IdM) server used by the ITSMA suite.

Example:

Name: WZRXX212 (Windows Login ID. E.g. Unique value in the LDAP structure)
Company: Customer A

ContactID: firstname.lastname@customera.com (link tothe contact record)
Template operators

As part of this solution template operators are provided to ease the creation of operator records. Template
operators are used to prefill some of the required attributes, such as the startup menu, capability words,
currency or query groups. Out-of-box template operators are described in the following table.

Template Description

TEMPLATE_IM Set the basic details for the Incident module
TEMPLATE_SM Set the basic details for the Service Desk module
TEMPLATE_CM Set the basic details for the Change module
TEMPLATE_RM Set the basic details for the Request module

TEMPLATE_ADM  Set the basic details for Administrators

If the default settings in these template operators are not covering your requirements, adjust these template
operators or create new ones.

Operator Security
This worksheet helps to associate the correct authorization rights to users using the suite.

The security model provides a consistent method of assigning permissions to users across all facets of ITSMA
data and accounts for out-of-box rights that can be configured for a specified role within an area. It also
provides standardized methods to manage user rights.

Security Roles:

Arole has a set of rights and settings assigned to it. Each operator is assigned a role or roles which, along with
area, determine the access rights for the operator.

Contract Profile:
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The profile determines the access right for the contract management module.
Configuration Profile:

The profile determines the access right for the configuration management module.
Security Groups.

The operator record is used to determine the security groups of which the operator is a member and uses this
information to determine the files to which the operator has limited access. When an operator queries a
restricted file, Service Manager reads the security group records to determine the filtering conditions to apply to
the query. Service Manager then returns only those records that match the filtering conditions in the security
group records.

Examples:
change manager, change analyst
Vendors

The Vendor master data contains the list of suppliers (vendors and service providers) that help supporting the IT
solutions. This allows defining:

« Towhich supplier a ticket was sent to in the case there is no specific Assignment Group for it
+ To which supplier the Assignment Group is related in the case it is a service provider

Examples
HPE, SAP, MICROSOFT
Assignment Groups

The Assignment group represents a team of people involved in Service Management process to which tickets
can be assigned. Incidents, Problems, Changes, Requests, etc. are assigned to these groups as work from their
members is required.

The naming convention for the Assignment Group is a very important aspect, since it allows all parties of the
“Support Organization” to have harmonized group names which allow faster and more accurate (re)-
assignment. However, the group name is only one main characteristic of the group that should allow finding the
right home for a ticket. Additional attributes like 1st level, 2nd level or further classifications, are the ones
making the difference, as the user can search for Assignment Groups based on their attributes (for example, find
all Assignment Groups that provide second-line support and that support the Service “Email”).

Examples:

Service Desk EUR
Service Desk APJ
Exchange Team Level 2
Exchange Team Level 3
Exchange Team vendor
Assignments

This worksheets is allowing to easily setup the group members and other attributes for the assignment group.
You can specify the members or approvers of each group, but also other attributes like supported languages,
supported departments or locations.

Languages, departments, and locations are required to make best use of the Assignment Rule engine.

KM Groups
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The KM Group is similar to an Assignment Group; however the specialty is that it allows relating the group with a
specific KM profile and KM Category to give the group members rights for the creation, review and approval of
KM Documents.

Examples:
KCS1 - All documents; KCSII - All documents; KCS1 - SAP; KCS2 - Service Manager
KM Group Assignment

This worksheets is allowing to easily setup the group members and other attributes for the KM group. You can
specify the members of each group.

Holidays

The following diagram illustrates how Holidays and Holiday Groups are related. In the example below we have
two holiday groups, Germany and China. Each group is linked with the particular holidays in each country.

Holidays Linked Groups Holiday Groups
e B, (IIERIEEEIE R 1
| s
01.01.2017 - New Year e ’

el (==
g::::r.zon to 08.04.2017 -
o
e |

15.07.2017 to 05.09.2017 -

Chinese school holiday

25.12.2017 to 26.12.2017
Christmas

Holiday Group

Service Manager allows to organize holidays into different groups. For example, one group of holidays might list
all holidays observed in France. This group would include worldwide holidays like Christmas and New Year's
Day and those unique to France. A second group might also list the worldwide holidays, but add those unique to
North America.

Holidays

The Holidays worksheet allows you to enter all holidays relevant for you and your partners.
Holiday Groupings

This worksheet is used to link the Holiday Group entries with the data in the Holidays table.
Work schedules

A work schedule defines the work hours for one or more operators. HPE Service Manager can generate a
complex 24x7 schedule that spans multiple time zones, includes all shift and break information, accommodates
any regional shift to Daylight Savings time, and automatically accounts for local or national holidays. Service
Manager uses the following information to create a work schedule:

« Shift and break information
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+ Holiday information (optional)

Service Manager Uses work schedule information in various calculations. One of the more important
calculations is when to trigger a SLA alert that an incident is about to breach a SLA.

Work schedules can apply to a group, such as an assignment group, or to an individual named in the operator or
contacts table. When you create schedule records, start and stop times must not overlap, and breaks must
occur within the defined work shift.

Subscriptions

Service subscriptions track the relationships between IT customers and the services they use. A service
subscriber, either an individual user or an entire department, can request subscriptions to various services
listed in Service Catalog. A subscriber’s list of subscriptions may reference access to shared services and
individually assigned Cls. Subscriptions can include SLAs, history, custom options, and pending change
requests.

Each subscription can be associated with one Service SLA. The subscription table stores the SLA ID for the
Service SLA associated with the subscription. HPE Service Manager supports multiple Service SLAs when an
interaction, a change request, an incident, or a problem record is created.

A power user can search for and view the Service SLA title when viewing a subscription record. A self-service
user can view the Service SLA in a read-only find field. When a self-service user clicks the Find button, a detail
window opens that contains the Service SLA ID, title, and description.

The following diagram depicts the relationships between SLA, Subscriptions and Business Services.

SLA's Subscriptions Business Services

- - - - - -

Department A Email Service

Department B SAP FI EUR

Silver

Department C SAP FI AMS

Bronze Contact A

~ .

Customizing the data fields

The Excel spreadsheet should suffice to collect customer data in most cases; however, you can customize the
tool if you have extra custom fields to collect.

Most of the worksheets therefore have at least one RED section to capture the extra customer fields:
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A | B [ E D F
1 Holidays Customer Field
2 MNotes |
3 ]
W
| 5 Label Haliday Name Start Date End Date
& Fieldname holiday start date end. date
7 Data Type character Diate/Time Date/Time
& Data Requirement mandatory mandatory mandatory
9 Field Length 50
10 Unique Unigue
11 Field Note Day of hobday Orie day &fter = bo signify 1 day hokday
12 Field Hote
13 Related to Requirement
14 Format Rules LFPER CASE ddimmiyyyy ddimmiyy vy
15 Example Data Christmas 2011 2512011 261272011
16 Example Data Boxing Day 2011 | 261272011 2T
17 Example Data School Holidays 18/07/2011 02092011
18
19 |
20
|
22 :
H oAb M 8.0perator Assionment 9.Hobday Group . 10.Holidays 11.Hobday Groupings 12.7|

For each of the tabs (worksheets), there is a line of code in the Visual Basic Macro to export the data to a CSV file.
See also the comments in the macro code itself.

Call CreateITSMACSV(BRwin, 1, "1.Companies",
"B5:E5,G5:U5,B15:E999,G15:U999", "1_Company", "")

« Itis clear from the above code line that only one extra field is expected (column E). You
need to customize this code line if you have more customer fields.

+ Furthermore, the macro only exports up to line 999. Therefore, you also need to
customize this code line if you have more data lines.

Next, you are ready to enter supporting data in the Excel spreadsheet and export the data to CSV files.
For details, see Export data to CSV files .

Export data to CSV files

This section explains how the “ITSMA_Suite_Supporting_Data” spreadsheet provided by HPE can be used to
generate a number of CSV files that you can import into your ITSMA suite system.

The import files are CSV files that must be loaded into the ITSMA solution through HPE Connect-It. The
user to import the data will require sufficient rights to execute these imports, and is therefore typically
reserved to those who have administration rights.

The spreadsheet contains only the main options that dictate the minimum required settings in the
ITSMA suite, and hence is in no way a complete replacement for direct entry into the ITSMA solution.
There are a multitude of other factors and data that can be fine tuned. These settings cannot be
entered through simple Yes or No answers and are hence not part of the spreadsheet.

To export the CSV files, follow these steps:
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The following steps are based on Excel 2013. If you are using a different version of Excel, the steps may
slightly differ.

1. Unzip the data onboarding tool set package to a temporary directory on your local drive. For
example:
C:\DataOnBoarding

When unzipping the package, keep the folder structure of the .zip file. Later, you will
need to export data to CSV files and put the CSV files in the CSV subfolder. You may
want to make a backup copy of the sample CSV files in the CSV folder, because your
own CSV files will overwrite them.

2. Open the Excel spreadsheet in the Excel subfolder.
3. Enable macros in the spreadsheet.
If macros are disabled, you should see a security warning. Click Enable content to enable

macros.
4. Enter supporting data in the spreadsheet. For detailed instructions, see Understand the Excel
spreadsheet.
For example, in the Contacts worksheet, we add a customer field named "Region".
A AH Al AJ AK AL
1 Contact Customer Field
2 Notes
3
4 Definition
5 Label Misc_Aristocratic Title  |Misc_Form of Address |Valid From Valid To
6 Field aristocratic.title form.of.address valid.from valid.to
7 | Data Type character character Date/Time Date/Time
8  Data Requirement optional optional optional optional
9 Field Length 50 30
10 |Unique
11 [Field Note e.g. Lord; Lady; Your Worship  |e.g. Mr; Mrs; Miss; Ms
12 Format Rules
13 |E le Data Lord Mr
11 Dt ]
15  Please list your data here Americas
16 |in this area EMEA
17
18
19
20
21

5. If needed, customize the "PreparelTSMAImport" macro as needed. For detailed instructions,
see Understand the Excel spreadsheet.
a. Onthe View tab, click Macros and then select View Macros.
b. If needed, select the "PreparelTSMAImport" macro and click Edit to edit it.

Before editing, copy the code lines of the macro to a text file for backup. If the
code is lost, you can recreate the macro using the text file.
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Macro

AN name:

L

Thiswarkbogk PreparelTSMAlmport _!,_ﬁ
| sepmo |

T

ThisWarkbook PréparelTSMAImpart -
atep Into

Macros i | All Open Workbooks El
|| Description

If a worksheet contains more than one customer field or more than 999 lines,
you need to update the "Call CreatelTSMACSV" code line for the worksheet.

IU ITSMA_Suite_Supporting_Data.xlsm - ThisWorkbook (Code) =
[(General) | [PreparelTSMAImport ~]
'4.BRRange As String = the data range in the master sheet for headers and data to export Ej

Example: "B5:ES5,B15:E999,G5:15,G15:1999"
BS:E5 = header
B15:E999 = data
G5:15 = header J
G15:1999 = data
' This example excludes column F from beeing exported
'5.BRflnm As String = the filename of the CSV file
'6.BRdates As String = the columns in the Master Sheet which contain date / time values
'7.BRCombine As Boolean (optional) = indicates whether additional data needs to be merged into the Master Sheet
'8.BRCombineSheet As String (optional) = the additional sheet to merge into the master sheet. Note the key colums is B
'9.BRCombineDataRange As String (optional) = the data range in the additional sheet to merge into the Master Sheet (inc

TS OVRGEY (BRwin, 1, "1.Companies", "BS5:E5,G5:US,B15:E999,G15:U999", "1 _Company", ""

Call CreateITSMACSV(BRwin, 2, "2.Location", B i "

Call CreateITSMACSV(BRwin, 3, "3.Contacts 3 H g Sy B ", Contacts" "AJ:RK")

Call CreateITSMACSV(BRwin, 4, "4.Departments 1J35, H "4 1 "", True, epartment Datal B
Call CreateITSMACSV(BRwin, 6, "6.Operators", : 9" " , True, "7.Operator
Call CreateITSMACSV(BRwin, 8, "8.Vendors", "BS: 15:AM599", "6_Vendors"

Call CreateITSMACSV(BRwin, 9, "9.Assignment Group", "BS:RS,B15:R999", "7_Assignments" True, "10.Assignments"

Call CreateITSMACSV(BRwin, 12, "11.KM Groups", "BS:

5,B15:D999", "8_KMgroups", "", Tr
Call CreateITSMACSV(BRwin, 13, "13.Holiday Group", "B5:C5,B17:C599", "9 Holiday Group.
Call CreateITSMACSV(BRwin, 14, "14.Holidays", " ,B17:F599", "10_Holidays", "B:C", T:
Call CreateITSMACSV(BRwin, 16, "16.Work Schedules", "B5:25,B15:2599", "11 Workschedules",
Call CreateITSMACSV(BRwin, 17, "17.Subscriptions", "B5:HS,B16:H999", "12 Subscriptions", ""

12.KM Group Assignment",
")

15.Holiday Groupings",

el K 1y

6. Once you have finished editing the macro, click Run.
This will generate 12 CSV files in the current directory, which in theory is “My Documents” or
the directory from which you opened the spreadsheet.
If you execute the macro several times, the macro will overwrite existing files in the folder.
7. Verify the CSV files contain the correct data.
8. Copy the CSV files to the CSV subfolder. For example: C:\DataOnBoarding\CSV.

CsV file Description
1_Company.csv List of Companies

2_Locations.csv List of Locations
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3_Contacts.csv
4_Departments.csv
5_Operators.csv
6_Vendors.csv
7_Assignments.csv
8_KMgroups.csv
9_Holiday Groups.csv
10_Holidays.csv
11_Workschedules.csv

12_Subscriptions.csv

List of Departments (in a Company above)

List if Contacts (in a Company and Dept above)
List of Operators against Contacts

List of Vendors

List of Assignment group names

The KM group names

List of Holiday Group names

Calendar Holidays (name and date)

List of Work Schedules

Business Service Subscription against above Dept

You can follow the progress in the status bar:
4 » ..| lLCompanies | 2

T_Assignments

If you execute the macro several times, the macro overwrites existing files in the folder.

Next, you need to import the CSV files into the suite. See Import data from the CSV files into the

ITSMA suite.

Import data from the CSV files into the ITSMA suite

Together with the data onboarding Excel spreadsheet, HPE provides a Connect-It scenario for you to easily
import the generated CSV files into the ITSMA suite.

Once the CSV files for import are ready, you can run this Connect-It scenario to import the files into the ITSMA

suite.

In this release, this tool supports data import only for the Service Manager capability in the ITSMA suite.

The Connect-It scenario consists of three main elements:

« Asource connector, which helps to read the CSV files
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« Adestination connector, which connects to the ITSMA suite to insert and update the data
+ Data mapping between the source and destination connectors to map the data from the CSV
files with the database fields in the ITSMA suite

This scenario is designed for a one-time import; however, it can be used to import data on a regular basis.

To do this, perform the following steps.

Step 1: Install Connect-It

You are recommended to install Connect-1t 9.70, which you can download from http://www.hpe.com/software/
entitlements.

For installation instructions, see the installation chapter in the Connect-It User Guide.

You can use a 120-day InstantOn license for one-time data onboarding. For information about how to
activate a Connect-It InstantOn license, see the Connect-It documentation.

Step 2: Import the CSV files to the ITSMA suite

This step consists the following tasks.

Task 1: Configure the source connectors

To do this, follow these steps:

1. Double-click DataOnBoarding.scn located in the C:\DataOnBoarding\SM-CIT directory.

O T T
TEITT B R0 E T D $ho—— =]

\\\\\\

12 source connectors are displayed.
2. Configure the source connectors.
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a. Right-click the Company source connector, and then select Configure connector.

Q 1.Company .

File -

]
E Open connector

Close connector

& 2locat Favorites 3
. File - Cache 3
Madify the relational model...
Edit a document type...
&F acontar  Edita mapping.
. Fila - } Produce now
Delete
Showe tracking lines

g 4.Departn ¥ Showtoolbox
. v Show scenario diagram
File - g

i;% 5.0perators

. File - Text

Q 6.vendors

. File - Text

Q T.Assignments I
=

b. Click Next repeatedly until you see the "Select files or folders" page. Click the File

name field and then browse to the corresponding CSV file.
Y Wizard: 'Configure the connector’, M

Select files or folders

Specify the location of the files or folders

e

Estension [fst
[ Read subdolders
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c. Click Next repeatedly until you see the "Choose a description file" page. Browse to the
corresponding description file on your local drive.
[« e cmaenemee. [=[o0|

Choose a description file

Enter the location of the DSC file for the text filefs).

The DSC file describes how data in the flat text file is organized (delimited. fised width, etc.). Click the magnifier to
create o edit the DSC file.

Use this DSC e C:D ataOnBoardingSH-CIT\DelimitedT ext_Comparny dsc. =Y

| By default, Connect-It tiies o use the code page of your computer. However. you may specily that another code page

Code page to use fautomatic) el

< Previous Newt> Cancel

d. Click the Edit button to the right of the Use this DSC file field to open the "Select a
document type" window.

Choose a description file

Enter the location of the DSC file for the text files).

The DSC file describes how data in the flat text file is organized (delimited. fixed width. etc.). Click the magnifier to
create or edit the DSC file.

Use this DSC Fe

| By default, Connect It tries to use the code page of your computer. However. you may specify that another code page
be used.

Cods page to use [fautomatic) Bl

<Previus | viees | [ oo concel |

Select a document type

This wizard enables you to create a description file (.dsc). A description file contains one or more document types each corresponding to
the organizalion of values in a text file. These values are separated by a fixed width or a delimiter.

Select or create a document type before continuing to the next page.

* Document ype 1)
X

v [ Mets | Fiih Cancel
s

e. Click Next.
The following page is displayed.
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Select afile for the preview

Fill to preview [CAData0NB oarding\C5Y\1_Company.csv &
El
Ej

MNumber of fines to preview &

<Previows [ Neds ] Finsh Cancel
—

Click Next.
f. Make sure Delimiter and Comma are selected.

Specify the column delimiters

Specify whether the columns are fixed-width or are separated using defimiters.
© Fied width
@ Delmiter

Tab

& Comma

C Semicolon

€ Space

 Dthers (Listof characters used as delmiters)

Data preview
Customer ID [Company Cade. Company Name Diefault SLA for Company D [Service Manager
1 labe bac ABC Company Linited 168 sperator L
2 Company 1 k Company 1 168
¥ Company 2 Coupany 1 Company 2 168 jan,
Rl ]|

< Previous Eirish Cancel
e —————

Click Next.
g. Make sure that the Import column titles from first line option is selected and
the Quote character field is set to the double-quotation mark (").

Specify the data-processing options

[ wiite the column headers
¥ Ieport colurmn tites from fist ine
[ Do not generate emors i a ine contains a number of colurns diferent than what s indicated inthe description

[ Tim spacss around values

Number of skipped lines [o e

Quote character [

[ Keep quates araund values (preview arl)

Statt of the comment line [er

Escepe character [

Data preview
Customer ID |Company Code: (Company Name D efault 5L& for Company 1D |Service Manager
1 abc bac ABC Cowpany Limited 168 operator L
2 Company 1 k Company 1 168
3 |company z Coupany 1 Coupany 2 168 jan
‘ |

< Previous Eiich Carcel
————— — ——— —

Click Next.
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RS Wizard: 'Create/Modify a description file' \;‘i-l
Specify the column names and types

Enter the column names and types
° Name ° Tope jel
Customer ID Test I
Company Code Text

my Mame Test
Default 5L for Compary 1D Text
Service Manager Test
Service Delvery Manager Test
Service Desk Email Text
Address 1 Text
Addiess 2 Text
Addiess 3 Test
City Test
State: Text
Past Code. Text
Country Test
Phone Nurmber Text
Fax Mumber Test
Show Compary in kuli-Company Lists Text
Always Show Company in Lists Test
Customer Figld Test

< Previous Cancel
Click Finish

h. Check that the rest of the source connectors are automatically updated.

Next, continue with configuring the data mappings between each source connector and the destination
connector.

Task 2: Configure field mapping

In this task, you will configure mapping for customer fields that you entered in the Excel spreadsheet.

Manual mapping for the out-of-box fields are not required.

To do this, follow these steps:

1. Inthe scenario diagram, double-click the Company mapping.

5] HP ConnectIt - CADataOnB oardi|
Ele Edit Display Fayortes Scemario Tools Monitors Administation Jva Help

YL By BEE B0 HE $ho—— =]

Scurwadogron
. [—

Q  1.company |
B e Text

O 1_campany_Mapping.

3 Select amapping [=T= |

@ L

SouceMapping Destinsion Descrption n
i C o B CTesveompeny (CT

2. Double-click the mapping destination.

3. Forthe customer field ("Customer Field" on the left-side pane), locate the mapping field on the
right-side pane (companyold in this example). Drag and drop the mapping field from right-side
pane to the middle pane.
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Edit mapping *
-1 conpany e - Ty X Newoa Desiaton - SeviceCeniSarvice aneger ocabol
EEEE e EE == 0

aaaaaaaa i

| Keyset 11
Mapping Desciplio &

ddress 1]

[Defaul SLA for Compary 1D]

FaxNumber]

PEEEEEEEEEEEEEEEEEEEES

Fields on the left-side pane are from the CSV file, and those on the right-side pane are
from the company table in Service Manager.

4. Map the customer field you entered in the Excel spreadsheet to a Service Manager field.
If the customer field is a text field, drag the customer field from the left-side pane to the middle
pane to map it to the Service Manager field.

Edit mapping *
-1 Compsny (Fle - Texty x| Mapging Destnton - ‘SenviceCenterfServce Manager (ocshos

2 Ho =@l eBR

EEEEEEEEEEEEEE]

% Uiielrio

If the customer field is an array field in Service Manager, you should use a mapping script
instead of the mapping method described above.

As an example, here is a mapping script for the out-of-box secRole field in Service Manager:
Dim path as String

Dim myValue as String

Dim total as Long

Dim iCounter As Integer, 1Sum As Long

path = ['Security Role(s)']

total=CountValues(path, "|", "")

For iCounter = 1 To total

myValue=GetListItem(path, "|", iCounter, "")
RetVal=PifSetStringVal("secRole.secRole(" & cstr(iCounter) &
").secRole", myValue)

Next

5. Click OK at the lower right corner of the window and then save the scenario.
6. Repeat the same steps for the rest of the mappings in the scenario.

Next, continue with configuring the destination connector so that Connect-It can connect to the ITSMA suite.
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Task 3: Configure the destination connector

To do this, follow these steps:

1. Inthe scenario diagram, right-click the SericeCenter/Service Manager connector and then
select Configure connector.

@ 8_KMGroups_Mapping
3 Basic engine.

Q' 9_HolidayGroups_Mapping
) easic engine

Q' 10_Holidays_Mapping |

@l pasic ngine

Q 1_WorkSchedules_Mapping
& Basic engine

Q 12_Subscriptions_Mapping

2. Click Next to enter the Define the connection parameters page, and then enter the following

information:

This document is an export from the HPE Software Documentation Portal. For the latest documentation, refer https://

Server name: Enter a value with the following format: <host FODN>.31191.
Here, <host FQDN> is the fully qualified domain name or IP address of the ITSMA master

node, and 31191 is the SM-CIT integration port.

Login and Password: Enter the user name and password of an ITSMA suite
administrator user (for example, the sysadmin user).

Service Manager server port: enter 31191.

In the ITSMA suite, this is the SM-CIT integration port instead of the SM RTE port.

Make sure the following options are selected:
+ Service Manager 9.20 and later versions
+ Write to a Service Manager database

“ Wizard: 'Configure the connector’ =11 -

Define the connection parameters

Enter the connection (using *somputer port” format). and enter the ServiceCenter/Service Manager login and password.
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3. Click Test to make sure that the connection test is successful.

] Test the connection [= | ==

Message Date

~ @ Test the connection 41972017 10:52:25 M

~ @ Connecting o ServiceCenter server ' SRMTSONMSSIRURL: 31151 41972017 10:52:25 M

© htp:// mi——— 31131 /5M i 411972017 10:52:25 &M

@ Successtull connected b the saiver. 41972017 10:52:27 M

- @ Disconnecting fiom ServiceCenter serve 'sonlimmithiismmims 31131 41972017 10:52:27 &M

@ Disconnected from ServiceCenter server ' eem—_———_—s—emme: 31 151" 471972017 10:52:27 M

© Dploying module: addressing-1 6.2 - fle:/C:/Program Fles (+86)HPE /Connect1t 8.70 en/L_. 4/13/2017 1052:27 b

@ Sucossshul connection test 41972017 1052:27 M

Click Close.

4. Return to the wizard screen, and click Next repeatedly until you see the Define document
types page.
Browse to the smdb951.cfg file located in the C:\DataOnBoarding\SM-CIT directory, and then
click Finish.

—
Y Wizard: '‘Configure the connector”. =rem=
Define document types
Extension file for document types publithed by the connector.
By delault, the fils to the wersion of the server will be loaded
automalically. However, you can specily a file.
i [ — Exteraion s C:AD ataOnB oardmnghSM-CIThemdb 951 clg [=]
< Previous Mest > Finish Cancel

Next, run the scenario to import the data.

Task 4: Run the scenario

Each CSV file is prefixed with a sequence number (1, 2, and so on). Be sure to import the CSV files in the
correct order (import "1" first, then "2", and so on).

To do this, follow these steps:
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1. Inthe scenario diagram, right-click Service Center/Service Manager, and then select Open
connector.

() BervigerantarCaruina Mananar I
LConfigure connectar..,

Open connector

Fawvarites 3

Edit a document type..,

P Produce now
Delete

Showr tracking lines

v Show toolbox

¥ Show scenario diagrarm

2. Right-click the Company source connector, and select Produce now.
Wait until the data import is complete.
3. Continue to produce data for the rest of the source connectors in the following order:

To produce Subscription data, configuration items (Cls) are required to exist in your
ITSMA system. If you have purged the out-of-box data from the system, be sure to
create your own Cls in the system. This is because Subscription data is connected with
Cls, and subscription data import will fail without Cls.

2.Location

« 3.Contacts

» 4.Departments
« 5.0perators

« 6.Vendors
7.Assignments
8.KMGroups
9.HolidayGroups
10.Holidays
11.WorkSchedules
12.Subscriptions

© s |
e

B rie

‘

12 et ot e connecor 12 Subsrptons (vew ltt)

S N I T Y —
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Step 3: Verify the imported data

After the data onboarding scenario is executed, verify the data is successfully imported into the ITSMA suite:

1. Loginto ITSMA as sysadmin:
https://<master node FQDN>/main
. Click Service Management.

»wN

enter company or contacts.

Enter db in the command line, and press Enter to open the Database Manager.
In the Table field, enter the name of a corresponding table. For example,

Company Code 4 Company Name 4 Custome..# Custome.. & City & state & Country &
DEFAUL Default Company 00000001 12/31/980.
advantage advantage inc 00000002 Denver co USA
bac ABC Company Limited abc
k Company 1 Company 1 Armenia
ompany 1 Company 2 Company 2
1t050f5 1 Show | 50 records per page
OK [¥]Cancel 4 Previous & Next [)sSave X Delete Q Find E’Fill | More v (5

Company Information

Customer ID: 00000001 |
Company Code: < DEFAULT
Company Name: Default Company ‘
Default SLA for Company: o

ContactNa.. & ContactPh. & Extension %

Asia - Finance _advantage PatSterland

Company 4 Operatorid & FullName & Postcode 4|
auvainaye "

Pat Sterland

Dept 1 Company 1 Jan Steube

Americas

South Americ.. advantage IkeStewart ke Stewart

Africa-Sales  advantage Warren.Stock

South Americ.. _advantage Marisa Stone

451 10 500 of 519 K < 23456789 1011 > )

[VJok [x]Cancel 4 Previous & Next + Add [ Save X Delete

Contact Information

Warren Stock
Marisa Stone

Show | 50 records per page

Q Find EFill | More v

Business | Address = ConfactNumbers ~ Misc |~ Comments Attachments - O file(s)attached | Portrait
Contact

Contact Name: , Full Name: +| Jan Steube

Employee ID: W‘ Service Manager ID: —\D‘

If any issues are found, see Troubleshoot data onboarding.

Extend the tool set to import more customer fields

By default, the data onboarding Excel spreadsheet allows you to specify one customer field. If you have more

than one customer field, follow these steps:

The following steps use the Contacts worksheet as an example.

1. Enteryour data, including the customer fields in the Excel spreadsheet. For instructions,

see Understand the Excel spreadsheet.

In this example, we enter three customer fields in the Contacts worksheet: Customer Field1l,
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Customer Field2, and Customer Field.

Contae

B

S lsbdl [eoxNumber [Misc AvistocrstcTie |MiscformofAddress Valdfrom  [VaidTo |customarris 1 |customer i 2
6 n s

o ngth E 0

o

2. Update the data onboarding macro according to your data entries. For instructions,
see Understand the Excel spreadsheet.
In this example, we update the code line for Contacts in the macro as follows:
Call CreateITSMACSV(BRwin, 3, "3.Contacts",
"B5:L5,B15:L999,N5:AN5,N15:AN999", "3_Contacts", "AJ:AK")

3. Run the data onboarding macro to export the data to CSV files. See Export data to CSV files.

4. Double-click DataOnBoarding.scn located in the C:\DataOnBoarding\SM-CIT directory to open
the scenario in Connect-It.

5. Reconfigure the source connector. For detailed steps, see Export data to CSV files.
In this example, right-click the Contacts connector and select Configure connector. Follow the
configuration wizard to complete the configuration. Make sure the following page is displayed,

which indicates the customer fields that you added are loaded into Connect-It.

“ Wizard: Create/Modiify a description file! [=T= =]
Specify the column names and types
d type
° Type ~| o
Text -
Test =
Text
Test
Text
Test
Text
Test
Text
Text
Text
Text
Text
Text
Text
Text
Text
Text
Test
Text
Test
Text
Test
Text
»
< Brevious Cancel

6. Reconfigure the mapping.
Double-click the mapping to open the following window, and then double-click the highlighted

] HP Connect-It - C:\DataOnBoardir|
File Edit Display Favorites Scenario Tools Monitors Administration Java Help
SEH By BEE B0 R $ho—— =
Scenariodogran
B coba Excepton
Q  1.company |
B Fite- Text
3 Select amapping
@ s
SouceMopring Descipion
e o
Gt o

The field that you added in Excel now appears on the left-side pane. Drag and drop the field to
the right-side pane. Click OK.
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Define the produced docu

ment e ¥
Document type|

i

Double-click the Contacts mapping, and then drag and drop the customer fields to the middle
pane to map them to their corresponding fields in the Service Manager database. Click OK.

o e \s!ﬁ‘ g
ane e -

Eement =

mmmmmmmmmmmmmmmmm

nnnnnnn

7. Runthe data onboading scenario and verify the imported data. For details, see Import data
from the CSVfiles into the ITSMA suite.

Troubleshoot data onboarding
This section provides tips that help you troubleshoot data onboarding issues that you may encounter in
Connect-It and the ITSMA suite.
Troubleshoot in Connect-It

The following are some errors that you may encounter in Connect-It.

"Invalid value" error

+ Description: when running the data onboarding scenario, this error is displayed. See the
following figure for an example.

A | B 6. vnars Mappng |
B rie. s | O s o[
Ll
Witad o o corvechin B, Vordins Magping (v Vobal)
q Eosapn— Puchesil | /By Comectiibg :Q Documilog || [l Documetype: 3 Magparg:
Elerort *_\-m;.._:lmﬁg.-m| . [P T — Trachirgelos fter. | iiyhic iber
§ g may e  nn a a .
Heiiagm e
T srmort bcrtt'=1T i cast o st it g 7008 1A T 210 5T P
Carred corwe 0 rees teat] i date et e by sl vakued TARAAT 2 APET P
5 The whormsrs Thag'sTF in o0t et i the st TL00F
B Carwud porensd BT Pypn bbb vl e by vkt vshue]
0 Thealemrt o= 7 i cad il Wi W il 17008
[ L e e e e e L
S T g Thag WY st ey o g g 07
9 vt oot THOLT Iyges M1 chi Al o e ik ki)

« Root cause: you have entered invalid values in the Excel spreadsheet.
+ Solution: check the relevant data entries in the Excel spreadsheet and correct mistakes.
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More columns found than expected

+ Description: when running the data onboarding scenario, this error is displayed.

+ Root cause: you have added one or more columns in the Excel spreadsheet and exported the
data to CSV files, and then run the data onboarding scenario without reconfiguring the source
connector and mapping. This is because the newly added data is not reloaded to the scenario.

+ Solution: if a CSV file is updated, you need to reconfigure the source connector and the
mapping to reload the updated data, and then run the scenario again.

Name is not defined in element

+ Description: when running the data onboarding scenario, this error is displayed.

¥ CONEETCY ype Gcabon [Loc 1cT).
& Hame Locstion Code' is not defined in elament Location’
0 The ‘2 Location [File - Tex] conneclon has been opened
- Stating scenano...
= i) Prepaing connecion "2 Location [File - Test] to start the scenaio...
= Chacking coherency of connector document lypes...
= i) Checking consistency of produced lype document ‘Location [LocationSie
& Mame Location Code' is not defined in element Location
= ﬂ Prepating connectod "4_Depatment_Mapping (Bas: engine] to sta the scenand..
€ Compiing scripls ..

« Root cause: you have update a column header in the Excel spreadsheet and exported the data
to CSV files, and then run the data onboarding scenario without reconfiguring the source
connector and mapping. This is because the newly added data is not reloaded to the scenario.

+ Solution: If the update is correct, you need to reconfigure the source connector and the
mapping to reload the updated data, and then run the scenario again; if the update is made by
mistake, change the name back to the correct value and then run the scenario again.

Troubleshoot in the ITSMA suite

Follow these guidelines to troubleshoot data import problems on the ITSMA suite side.
Monitor the eventin queue

Once the data is imported into Service Manager, the system creates eventin records to insert the data into the
database and executes the records based on a scheduler. You can use the eventin queue to monitor the status
of the import: once the data is inserted into the SM database, the eventin records should disappear from

the eventinqueue.

To access the eventin queue, do the following:

1. Onthe ITSMA suite landing page, click Service Management.
2. Typedb inthe command line box, and press Enter to open the Database Manager.
3. Inthe Table field, enter eventin. Click Search.

If eventin records remain in the queue, do the following depending on their Status value:
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+ If the Status is empty: this status indicates that the data is not executed.
Solution: go to System Status on the navigator to restart the event process.

ClTcsvcompany ac808023b588072b3041.. 01/18/17 19:50:37 abc™bacthtanta,
ClTcsvcompany acB808023b588072b32e00... 01/18/17 19:50:37 Company 1*°k™"...
ClTcsvcompany ac808023b588072b32fa0... 01/18/17 19:50:37 Company 2""Co...
1to30f3 1 Show ‘ 50 records per page
OK [¥]Cancel 4 Previous & Next + Add [ Save X Delete Q Find B’ Fill | More v
| ClTesveompany | First Expiration:
Status | 01/18/17 19:50:37 =
‘ | Time Processed:
System Sequence: ‘ |B;J|
| 2c808023558807263041002 |

« Ifthe Status is "error": this status indicates errors occurred when the system attempted to
insert the data into the database.
Solution: debug the error according to the error messages. For example, the following figure
shows an error caused by an empty primary key value.

Event Code Time Stamps
[CTkMGroup | First Expiration:
Status

| errar | Tirne Processed:
Systern Sequence: 0105 T 1814:05

| ebB153135580 b8 |
@ Detsils | @ Messages | & Field List| & Attachments

Artempt to add ar updste krngroup recond failed; imvabid null: Seq #eb8153135586H181 3570056
The recard being added containg a NULL key (axcesdatabase add)

file=(emgroup) keyolid=) {acce s.dstabase, add)

ey #1 i3 empty. (aeesdatabaie add)

Check the Scheduled Event Types global list

For successful data import, make sure the Scheduled Event Types global list contains the event registration. To
do this, follow these steps:

1. Onthe ITSMA suite landing page, click Service Management.

Type glin the command line and press Enter.

In the Name field, enter Scheduled Event Types.

Click Search.

Make sure that the Display List field contains the following values:

"CITcontacts", "CITcsvAssignments", "CITcsvcompany",
"CITdepartment", "CITholidaygroup", "CITholidays", "CITKMGroup",
"CITLocation", "CIToperator", "CITSubscriptions", "CITvendors",
"CITWorkShedules"

ok wnN
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List Name: ‘ Scheduled Event Types | Times Updated: ‘ 763 ‘

Regen Every: ‘ 1 00:00:00 | Expiration: ‘ 01/19/17 10:24:32 ‘El: ‘

Build List on Startup?

List Variable: ‘ [7] Guard Against Duplicates?

\
Display Variable: ‘ SG.schevents ‘
List Field: \ |
Display Field: ‘ evtype ‘
Filename: ‘ eventregister ‘
Limiting SQL: ‘ evftype="input" and (sync.process=NULL or sync.process—=true)
Sort By: ‘ ‘
Application: ‘ ‘

Server App. ‘ ‘

[ Use Localized Values?

[ User Defined List?

Value List: ‘ {NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, NULL, I ‘

Display List: | | {"CiTcontacts", "ClTcsvAssignments", "ClTesveompany”, ‘ClTdepartment’, "CITholidaygroup", “CIThelidays", "CITKMGroup®, "ClTLocatior |
| |

6. Go to System Status, and then restart the event process.

User data onboarding in ITSMA

User data onboarding in Service Management

When LDAP users attempt to log in to ITSMA for the first time, ITSMA does not automatically synchronize the
users to Service Management. You need to use the data onboarding tool set to import user data to Service
Management first before LDAP users can log in to Service Management.

For details about how to import user data, see Use the data onboarding tool set to import master data.

+ This tool set supports incremental data import. You can always run the tool set to
import new user data.

+ For Service Portal, no user data onboarding is needed. However, manual LDAP
configuration is needed before LDAP users can log in to Service Portal. For more
information, see Configure an external LDAP server.

User data onboarding in CMDB

Users from the LDAP server are created in the CMDB capability on the fly when LDAP users perform the following
tasks:

+ Access the Service Management capability and launch an embedded UCMDB Browser widget
+ Access the CMDB Browser capability
+ Access the CMDB capability
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However, before these LDAP users can log in to UCMDB, in addition to LDAP configuration in ITSMA, you must
configure additional necessary LDAP parameters in the UCMDB JMX Console. For more information,
see Configure an external LDAP server.

If you are using the internal LDAP server, users from the LDAP server are created in CMDB with a group
named ‘itpeople’ and a default role (that is, the SuperAdmin role inherited from "itpeople"). You must
manually create other groups and roles in CMDB and create other user permissions. For more
information, see the UCMDB help center.

Configure Email

User role: Suite Administrator

The email service enables the system to send email notifications to any mail server that supports Simple Mail
Transfer Protocol (SMTP). Configuring the email service is mandatory before you can use email related features
such as the Service Management email notifications and survey.

To configure email service, follow these steps:

1. Onthe suite landing page, click Suite Configuration.
2. Click CONFIGURATION > Email Service.
3. Configure your email service settings as described in the following table.

Setting

SMTP
Server
Host

SMTP
Server
Port

User
Name
Passwor
d

Mail
From

Enable
SSL&TLS

Description

Specifies the name of the SMTP server host that is used for sending email
notifications. The value for the parameter can be the IP address, machine
name, or DNS name of the SMTP server.

Specifies the communications port that the SMTP server uses.

Specifies the user name and password of an existing account that
the ITSMA suite uses to bind to the SMTP server.

Specifies the descriptive name or other identifier of the sender of an e-
mail. This parameter should be set in the format of email address.

Select this option to enable SSL/TLS for SMTP operations.

4. Click Test to make sure you can successfully connect to the SMTP server.
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Configure log level for debugging

5. Click Apply to save your configuration. A dialog box that lists the items to be changed is
displayed.
6. Review the listed items, and then click Confirm.

After your confirmation for applying the changes, the system restarts the related
services. If the system fails to restart some of the services, click Revert to revert all
changes that you just made.

Configure log level for debugging

User role: Suite Administrator

The suite administrator can configure debugging log level for the following components or features of the suite:

« Service Management
+ CMDB

« Smart Analytics

+ Service Portal

- IDM

Once debugging is enabled, additional logging information is written to the suite logs, which you can download
from ITOM Container Deployment Foundation (CDF). For more information, see Manage Suite Export Logs.

After your confirmation for applying the changes, the system restarts the related services. If the
system fails to restart some of the services, click Revert to revert all changes that you just made

Configure Service Management log level

To configure the debugging log level, follow these steps:

1. Onthe suite landing page, click Suite Configuration.

2. Click CONFIGURATION > Debug > Log Level.

3. Click the Service Management tab.

4. Inthe Server section, update the parameters by selecting a value in the dropdown list and
then click the Update button. Or, you can directly modify the parameter values in the text
area.

For information about the description and values for the Service Management server
parameters, search for the parameter in the Service Manager Help Center. Some
values are available for quick selection in the the drop-down list. If you wan to specify
other possible values that are not in the drop-down list, you can directly modify the
values in the in the text box.
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Parameter name

sqllimit

debugdbquery

cache_clean_interval

webservices_sessionti
meout

connectionTimeout

smartemailTimeout

sqldebug

debughttp

debugjavascript

debugrest

logdebuglevel

debugjni

log4jDebug

enablecoredump

Default
value

10

3600

1800

180000

45000

Possible values

Number of seconds
For example: 1,2,3,4,5,10,20,30,60

Number of seconds or 999 for a full query
debug.

For example: 1,2,3,4,5,10,20, 999

1800; 2700; 3600;

15; 30; 60; 120, 300; 600; 900; 1800; 3600

45000; 60000; 90000; 180000

30000, 45000; 60000; 90000; 180000

0 (Disable) ;1 (Enable)

0 (Disable) ;1 (Enable)

1;2;3

0 (Disable) ;1 (Enable)

0=DEBUG; 1 = INFO(default); 2= WARN; 3 =
ERROR; 4 = FATAL

0 (Disable) ;1 (Enable)

com.hp.ov.sm.common.oom.LowMemoryHand
ler

0 (Disable) ;1 (Enable)

78

This document is an export from the HPE Software Documentation Portal. For the latest documentation, refer https://

docs.software.hpe.com.


https://docs.software.hpe.com
https://docs.software.hpe.com

Configure log level for debugging

rtm O’ l; 2’ 37 47 5
maxlogsize 20 5, 10, 20, 40, 60, 80, 100
(Size in MB)

numberoflogfiles 10 0to 100

5. In the Webtier section, update the parameters by selecting a value in the dropdown list and
then click the Update button. Or, you can directly modify the parameter values in the text

area.
For information about the description and values for the SM web tier parameters,

search for the parameter in the Service Manager Help Center.

If no value is listed in the dropdown list for a parameter, you need to update the value
directly in the text area.

Parameter name Default value Possible values

session-timeout 15 Number of minutes
viewrecordlist true true; false
querySecurity true true; false
jsDebug false true; false

6. Click Apply.

+ The default folder to store customized branding files and settings is <ITSMA NFS
shared folder>/logs/sm-9.52/webtier.
« The default path to store the exported dashboard report is <ITSMA NFS shared
folder>/logs/sm-9.52/report-export.
<ITSMA NFS shared folder> is the directory that you set up for NFS sharing for ITSMA during
installation (For example: [var/vols/itom/itsma/itsma-itsma1l). For more information, see Configure
NFS sharing for ITSMA.
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Configure log level for debugging

Configure CMDB log level

On the suite landing page, click Suite Configuration.

Click CONFIGURATION > Debug > Log Level.

Click the CMDB tab.

In the Server, UD, and Browser sections, select a module, specify its log level, and then click
Update. Repeat this step to add more modules with their log levels specified.

el S

Server:

Module name Default value
ucmdb-api.properties.loglevel ERROR
mam.properties.loglevel INFO
security.properties.loglevel INFO
cmdb-framework.properties.loglevel ERROR
cmdb.properties.cla.loglevel INFO
cmdb.properties.loglevel ERROR

logstash.statistics.properties.loglevel.history = ERROR

cmdb.properties.notification.loglevel INFO

reconciliation.properties.loglevel ERROR

cmdb.properties.tqlscheduler.loglevel INFO

cmdb-framework.properties.urmLogLevel WARN

cmdb_soaapi.properties.loglevel ERROR

security.properties.loglevel.cm INFO
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security.properties.loglevel.lwsso ERROR
ui-server.properties.loglevel ERROR
security.properties.loglevel.authorization INFO
mam.web.properties.loglevel ERROR
cmdb.properties.search.loglevel INFO
fcmdb.properties.loglevel INFO
cmdb.properties.downgrade.loglevel INFO
cmdb.properties.quota.loglevel INFO

logstash.statistics.properties.loglevel.datain ~ ERROR

fcmdb.gdba.properties.loglevel ERROR
fcmdb.push.properties.loglevel ERROR
mam.properties.loglevel.monitoring INFO
multiple.cmdb.properties.loglevel INFO
security.properties.loglevel.wink ERROR
ui-server.properties.spring ERROR

logstash.statistics.properties.loglevel.search ~ ERROR

logstash.statistics.properties.loglevel.tql ERROR

Universal Discovery (UD):
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Module name Default value
discovery.framework INFO
discovery.library INFO
discovery.probe.agents INFO
discovery.library.results.resultprocess INFO
discovery.library.dal INFO

discovery.probe.agents.probemgr.workflow  INFO

Browser:
Module name Default value
ucmdb_browser.level WARN

ucmdb_browser_search.level =~ WARN

jvm_stats.level ERROR
statistics.level INFO
rpcCalls.level INFO

You can select from the following log levels for each module:
« INFO: An event for informational purposes.
« WARN: An event that might possible lead to an error.
+ TRACE: Afine-grained debug message, typically capturing the flow through the
application.
« DEBUG: A general debugging event.
« ERROR: An error in the application, possibly recoverable.
+ FATAL: A severe error that will prevent the application from continuing.
+ OFF: No events will be logged.

5. Click Apply.
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Configure Smart Analytics log level

1. Onthe suite landing page, click Suite Configuration.
2. Click CONFIGURATION > Debug > Log Level.
3. Click the Smart Analytics tab, and then specify a log level. You can select one of these log
levels:
+ INFO (default): An event for informational purposes.
« DEBUG: A general debugging event.

4. Click Apply.

Configure Service Portal log level

1. Onthe suite landing page, click Suite Configuration.
2. Click CONFIGURATION > Debug > Log Level.
3. Click the Service Portal tab, and then specify a log level. You can select from the following log
levels:
« INFO (default)
+ WARN
« TRACE
- DEBUG
+ ERROR

4, Click Apply.

Configure IDM log level

1. Onthe suite landing page, click Suite Configuration.

2. Click CONFIGURATION > Debug > Log Level.

3. Click the IDM tab, update the parameters by selecting a value in the dropdown list and then
click the Update button. Or, you can directly modify the parameter values in the text area.

Parameter Default value
idm_auth_debug INFO

idm_debug INFO

You can select from the following log levels:

« INFO (default)
« WARN

« TRACE

« DEBUG

« ERROR
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 Click Apply.

Add Smart Analytics content groups

If the capacity of the existing smart search content groups are not enough for the indexed data, you can easily
add content groups for Service Portal search and for Smart Search.

To Smart Analytics content groups, follow these steps:

1. Onthe suite landing page, click Suite Configuration.

2. Click Operation > Smart Analytics.

3. View the capacity of the current content groups for Service Portal and Smart Search. The
system provides on-screen recommendations for adding new content groups based on the
current document count and capacity of the existing content groups.

4. If you decide to add a new content group, click Add New Content Group.

When the system successfully adds a content group, the DIH service will restart so that
the Service Portal search and Smart Search features stop working until the process is
finished. If the system fails to add a new content group, the DIH service will not restart
and you can continue to use Service Portal search or Smart Search feature without any
downtime.

5. Click Redistribute Documents to balance data distribution.

A fter you add a new content group, you are recommended to redistribute documents
to make the new content group active.

Set up Service Portal

When the ITSMA suite is installed, Service Portal is pre-configured with the following settings:

+ Creation of mapping of LDAP groups to the IdM consumer group so that LDAP users are
consumers

+ Creation of a supplier for Service Management

+ Creation of service and support aggregation (with automatic publishing of catalog items)

Shared IdM

The ITSMA suite uses HPE Identity Manager (IdM) for user authentication. So does Service Portal. When working
as a standalone application, Service Portal uses its own built-in IdM service. In the ITSMA suite, Service Portal
and the ITSMA suite share one IdM instance.

Shared Smart Analytics

Service Portal uses Smart Analytics for its search functionality. In the ITSMA suite, Service Portal shares one
Smart Analytics instance with the Service Management capability.

Out-of-box organizations
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In the out-of-box Service Portal system, there are two organizations.

Organizati  Description

on
Provider « Has type "PROVIDER", which is different than the "CONSUMER" type
organization (ITSMA); designed to be used for cross-organization configuration
+ Contains integration users for cross-service communication
+ Allows service-exchange "content-pack" management
+ Allows configuration of all organizations and creation of new ones in idm-admin
ITSMA Designed to be used for consumers (end users)

The following are post-installation configurations that are needed for Service Portal to work correctly.

Enable the Hot News application

Normally, your ITSMA is deployed behind a firewall. In this case, you need to perform the following steps to
activate the Hot News application in Service Portal. If you fail to do this, users are not able to open the Hot News
application.

1. Login to the master node.
2. Add your proxy setting to the configmap file:
a. Run the following commands:
cd /var/vols/itom/core/suite-install/itsma/output/
vi configmap.yaml
b. Configure your proxy in this file:
http_proxy=http://<your proxy>:<port>
https_proxy=https://<your proxy>:<port>

3. Run the following commands to restart configmap:
kubectl delete -f configmap.yaml
kubectl create -f configmap.yaml
4. Run the following commands to restart the launchpad service:
kubectl delete -f propel-launchpad.yaml
kubectl create -f propel-launchpad.yaml
5. Verify that the Hot News application is working correctly.
a. Loginto ITSMA. For details, see Log in to ITSMA.
b. Click Service Portal, and then click Hot News.

Bind the internal PostgreSQL database to a dedicated worker node

Some applications such as the DB and analytics applications are 1/0 sensitive, and need to be bound to
dedicated worker nodes to ensure their stability in a production environment. This is required only if you are
using the internal PostgreSQL database for the ITSMA suite. You need to bind the three internal PostgreSQL
instances for Service Management, Service Portal, and CMDB to three dedicated worker nodes. For this reason,
three additional worker nodes are required for using the internal PostgreSQL database (see Sizing
recommendations).
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Bind the internal PostgreSQL database to a dedicated worker node

To do this, follow these steps:

1. Add a new label to the dedicated worker node (VM).

a. Logintothe Management Portal as admin: https://<master node FQDN>:5443,
b. Navigate to ADMINISTRATION > Nodes.

c. Inthe Predefined Labels section, enter a desired label name (for example, enter SMDB
for the Service Management DB) and then click the + button.

Predefined Labels

Worker Database DB [-[] SMDB [SMDB [+]

d. Dragthe newly created label to a desired worker node.

Nodes + ADD REFRESH

Worker (-]
Worker [-]
Worker (-]

Worker [-]

0000Q:

SMDB [-]

2. Change the label from Worker to SMDB in the sm-db-rc.yaml file:
sm-db-rc.yaml

template:
metadata:
labels:
name: sm-postgres
role: master
spec:
nodeSelector:
#Worker: label
SMDB: label

+ If your NFS server is on the master node, this yaml file is located in the following path:
/var/vols/itom/core/suite-install/itsma/output.
+ If your NFS server is on a dedicated host, this yaml file is located in the following path:

/var/lib/kubelet/pods/Xxxxxxxxxx-xxxxxx-xxxxxxx/volumes/kubernetes.io~nfs/itom-vol/
suite-install/itsma/output/.

The path can be found by running the following command:
mount| grepitom | head-1

3. Restart the service:
+ Change to the directory of the yaml file: cd <yaml file location>.

See the previous step for the yaml file location.

a. Delete and create the service again by running the following commands:
kubectl delete -f sm-db-rc.yaml

kubectl create -f sm-db-rc.yaml
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4. Repeat the previous steps for the PostgreSQL instances for Service Portal and CMDB to bind
the instances to another two dedicated worker nodes.

The yaml files that you need to update for Service Portal and CMDB are: propel-
postgres.yaml and ucmdb-suite.yaml.

Apply PostgreSQL parameter updates in ITSMA

The internal PostgreSQL database in ITSMA is recommended for test environments only. However, if you
use it in a production environment, you may need to update certain PostgreSQL parameters. The major
reasons to do this include the following:

« Performance tuning (for example, by default, the internal PostgreSQL database in this release
supports only up to 50 connections)

« Maintenance (autovacuum) rule setting

« Other requirements

Once you have updated parameters of the internal PostgreSQL database, you need to apply these updates. To
do this, follow these steps:

1. Stop the postgres pod:
a. Logintothe Management Portal as admin.

b. Navigate to RESOURCES, and then select the namespace for ITSMA.
c. Navigate to Workloads > Replication Controllers.
d. Find your postgres service (for example: sm-postgres), and then click the action icon
(three dots).

P
© o

e. Setthe number of pods to 0.

Set desired number of pods

Replication controller sm-postgres will be updated to reflect the desired count.
Current status: 1 created. 1 desired

‘ CANCEL ‘ ‘ oK ‘

2. Update postgresql.conf file.
The file is located in the following path (taking sm-postgres for example):
/var/vols/itom/itsma/itsma-<your namespace>/db/sm
Update it with the attached postgresgl.conf file . Make sure the owner of the file is still 'itsma'.
3. Start the postgres pod:
a. Logintothe Management Portal as admin.
b. Navigate to RESOURCES, and then select your namespace.
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ITSMA node ports

c. Navigate to Workloads > Replication Controllers.
d. Find your postgres service, for example, sm-postgres, and then click the action icon.
e. Setthe number of pods to 1.

ITSMA node ports

The ITSMA suite uses the following ports for connections and communications.

Item Value
SM RTE port 31181
SM PostgreSQL port 31132
SM Integration port 31190
SM-CIT integration port 31191
SM Openfire port 31199
Smart search DIH 31370

Smart search DIH index port 31371

Internal LDAP port 31389
UCMDB ports 31400, 31401
UCMDB PostgreSQL port 31402

Customize the ITSMA login page

You can change the text on the out-of-box ITSMA login page to suite your business needs.

The text you can change is highlighted in the following screenshot:
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—

Hewlett Packard

Enterprise
ITSMA Suite

Welcome to ITSMA Suite

To change the text, follow these steps:

1. Loginto ITSMA as sysadmin:

https://<master node FQDN>/main

Click Service Portal.

On the Launchpad, open the Identity application.

Click ITSMA.

On the Customization tab, change the values for the following parameters:
+ portalTitle (default value: ITSMA Suite)
+ portalWelcomeMsg (default value: Welcome to ITSMA Suite)

o krwn

Configure users for the internal LDAP server

In the out-of-box system, the internal LDAP server has only five sample users configured. You can configure
more users if needed.

The ITSMA suite uses the following port and user to connect Service Manger and UCMDB to the internal
LDAP server:

» Port: 31389
« LDAP DN: cn=falcon,ou=people,dc=itsma,dc=com (password: 123456)

To do this, follow these steps:

1. Install an LDAP connection tool. For example, install Apache Directory Studio.

The following steps use Apache Directory Studio as an example.
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2. Launch Apache Directory Studio, and specify the following LDAP server connection
information:
On the Network Parameter tab, provide the following information:
« Connection name: specify a display name for the LDAP server. For
example: internalLdap.
+ Hostname: Enter the fully-qualified domain name or IP address of the master node.
« Port: enter 31389.
« Encryption method: Make sure No encryption is selected.
» Provider: Make sure Apache Directory LDAP Client APl is selected.

See the following figure for an example.

Connection

@ Connection I
@ comecion J —— e e o

Connection name: [internalLdap

Network Parameter
Hostname: I v
Port 31389 v

Encryption method: | No encryption X

Server certificates for LDAP connections can be managed in
the 'Certificate Validation' preference page.

Provider: Apache Directory LDAP Client API v
Check Network Parameter

Read-Only (prevents any add, delete, modify or rename operation)

Cancel OK

On the Authentication tab, provide the following information:
« Authentication Method: Make sure Simple Authentication is selected.
+ Bind DN or user: Enter cn=admin,dc=itsma,dc=com.
« Bind password: Enter secret. This is the LDAP server administrator password.

See the following figure for an example.

Connection

—
Network Parameter | Authentication | Browser Options | Edit Options

Authentication Method

Simple Authentication v
Authentication Parameter
Bind DN or user: | cn=admin,dc=itsma,dc=com v
Bind password: | eesese
& Save password Check Authentication

» SASL Settings

» Kerberos Settings

Cancel OK

Click Check Authentication to make sure the connection information is correct:
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Check Authentication x

The authentication was successful.

OK

Click OK.
3. Add users for the LDAP server. For details, see the OpenLDAP documentation.
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Send documentation feedback

If you have comments about this document, you can contact the documentation team by email. If an
email client is configured on this system, click the link above and an email window opens with the
following information in the subject line:

Feedback on ITSMA documents (ITSMA 201704)
Just add your feedback to the email and click send.

If no email client is available, copy the information above to a new message in a web mail client, and
send your feedback to ovdoc-ITSM@hpe.com.

We appreciate your feedback!


mailto:ovdoc-ITSM@hpe.com?subject=Feedback on ITSMA docs
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