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Part I: HPE OBR High Availability Overview
and Planning

This guide provides instructions on how to configure HPE OBR in a High Availability (HA) environment

using the cluster software.
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Chapter 1: Introduction

HPE OBR collects data from different data sources, processes the data, and generates top-down and
bottoms-up reports with the processed data. The following embedded software product components
are included along with the HPE OBR platform:

« SAP BusinessObjects and SQLAnywhere database for reporting.

« HP Vertica database for storing, processing, and managing the performance data of your IT
environment.

« PostgreSQL database for storing and managing the data processing streams at run-time.
« The HPE OBR Collector component of HPE OBR collects data from different data sources.

For more information on HPE OBR platform and embedded components, refer HPE Operations Bridge
Reporter Concepts Guide.

High availability aims at higher level of operational performance. Configuring HPE Operations Bridge
Reporter in high availability environment improves its availability when used as a mission critical
application.

HPE Operations Bridge Reporter in High Availability

Environment

High Availability in HPE OBR platform server works in active-passive mode and fail-over is achieved
through Veritas Cluster Software.

The SAP BusinessObjects server, SAP BusinessObjects CMS works in active-active mode and load-
balancing is achieved through SAP BusinessObjects cluster mechanism. The SAP BusinessObjects
Tomcat server and SQLAnywhere works in active-passive mode and fail-over is achieved through
Veritas Cluster Software.

Note: Ensure that the Veritas Cluster Server (VCS) component is installed and configured on the
systems before you begin installing HPE OBR in a High Availability (HA) environment. HPE
Software Support does not provide any assistance in installing and configuring the cluster
software.
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Chapter 1: Introduction

Vertica is cluster based, analytic database management system. To achieve high availability, Vertica
requires a minimum of three nodes (one main node and two additional nodes for load balancing) and it
uses its own cluster mechanism. Ensure that the system configuration of all the Vertica nodes in a

cluster are identical. You can increase the number of Vertica nodes for scalability.

In High availability, all the required HPE OBR services are monitored using VCS for fail over scenario
using heartbeat IP and fail over happens to the secondary server based on the dependencies.

High Availability configuration for Remote Collector is not supported. However, if you have Remote
Collector installed and configured, you can connect it to HPE OBR's High Availability setup.

Note: For Backup and Restore (Disaster Recovery) steps in a High Availability environment, see

HPE Operations Bridge Reporter Disaster Recovery Guide.

Terminologies Used

HPE OBR Components

HPE OBR Server 1

HPE OBR Server 2

SAP BusinessObjects Server 1
SAP BusinessObjects Server 2
Network File System

Vertica Server 1

Vertica Server 2

Vertica Server 3

HPE Operations Bridge Reporter (10.20)

Nodes
Primary Node
Secondary Node
SAP BusinessObjects Installed
Cluster Node 2
Network File System
Vertica Installed Node 1
Cluster Node 2

Cluster Node 3

Terms Used
OBRS1
OBRS2
BOS1
BOS2
NFS
VS1
VS2
VS3
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Chapter 2: Getting Started

This chapter helps you to understand the supported scenarios, prerequisites and steps to setup High
Availability for HPE OBR.

Note: HPE OBR for High Availability Environment is supported only on Custom Installation
scenario.

Supported Scenarios

Scenario 1

In this scenario, the HPE OBR server, SAP BusinessObjects server and Vertica server is installed on
different Linux systems.
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Prerequisites:

o VCS component is installed on OBRS1, OBRS2, BOS1 and BOS2 servers.

o One Heart beat IP is configured for OBR and BO servers.

« Shared disks is mounted on Server - OBRS1, BOS1 and BOS2

« Ensure that the cluster software is running. To verify, run the following command on both the nodes:

hastatus -sum

o NFS server for SAP BusinessObjects database and input/output repository

Scenario 2

In this scenario, the HPE OBR server and SAP BusinessObjects server are installed on the same
Linux system with Vertica server on another Linux system.
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Prerequisites:

o VCS component is installed on both the OBR and BO servers.

o One Heart beat IP is configured.

» Shared disks is mounted on Server- OBRS1, BOS1 and BOS2

« Ensure that the cluster software is running. To verify, run the following command on both the nodes:

hastatus -sum

o NFS server for SAP BusinessObjects database and input/output repository.

Scenario 3

In this scenario, the HPE OBR server and SAP BusinessObjects server are installed on different
Windows systems with Vertica server on another Linux system.
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Prerequisites:

o VCS component is installed on OBRS1, OBRS2, BOS1 and BOS2 servers.

« A domain user account is required and should have administrator privileges.

» One Heart beat IP is configured for OBR and BO servers.

« Shared disks is mounted on Server - OBRS1, BOS1 and BOS2

« Ensure that the cluster software is running. To verify, run the following command on both the nodes:

hastatus -sum

o NFS server for SAP BusinessObjects database and input/output repository
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Scenario 4

In this scenario, the HPE OBR server and SAP BusinessObjects server are installed on same
Windows system with Vertica server on another Linux system.
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Prerequisites:

« VCS component is installed on both the OBR and BO servers.

« A domain user account is required and should have administrator privileges.

o One Heart beat IP is configured.

« Shared disks is mounted on Server- OBRS1, BOS1 and BOS2

« Ensure that the cluster software is running. To verify, run the following command on both the nodes:

hastatus -sum

o NFS server for SAP BusinessObjects database and input/output repository.
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Installing and Configuring High Availability for HPE
OBR

To configure High Availability for HPE OBR you must perform the following steps:

1. Install HPE OBR

Set up Vertica Cluster

Share data through shared disk
SAP BusinessObjects Clustering

o > 0 b

Veritas Configuration
You can configure High Availability for new installation of HPE OBR as follows:

Note: Servers Implementing High Availability should be on same Operating systems and
configurations.

1. Install HPE OBR and/or SAP BusinessObjects on all cluster nodes.
Note: You caninstall HPE OBR and SAP BusinessObjects in parallel.

Install Vertica on VS1.
Create Vertica database on VS1.

Stop the HPE OBR services.

o > 0 b

Configure cluster for Vertica.

o

Configure Post installation.

7. Copy the platform data to shared disk.

8. Configure connectivity changes for Vertica 3 Node Cluster
9. Install Content packs
10. Configure BOE JDBC Connection

11. Configure SAP BusinessObjects Cluster
12. Remove dependency between BOE SQLAW and SIA Services
13. Configure Veritas cluster

SAP BusinessObjects Installed on separate system
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a. Configure Veritas Cluster for SQLAW
OR
HPE OBR and SAP BusinessObjects installed on same system
a. Configure Veritas Cluster for HPE OBR and SQLAW
14. Configure DataSources
15. Update the SQL DSN changes
16. Validate your HA setup

You can connect Remote Collector to OBR's High Availability setup. For steps, see "Connecting
Remote Collector to OBR's High Availability setup” on page 126.

HPE Operations Bridge Reporter (10.20) Page 15 of 140



Part II: Installing HPE OBR Components

This section provides information on installing HPE OBR components.
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Chapter 3: Installing HPE Operations Bridge
Reporter

Install the HPE Operations Bridge Reporter server. For instructions on installing HPE Operations
Bridge Reporter server, see HPE Operations Bridge Reporter Interactive Installation Guide.

In case of HPE OBR installation "Scenario 1" on page 9, type the BOS1 physical name in the
Hostname field in the installation wizard.

Note: Onthe OBR systems, verify of the postgres user exists in the location /etc/passwd. The
user must be deleted if exists.
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Chapter 4: Installing SAP BusinessObjects

Install the SAP BusinessObjects server. For instructions on installing SAP BusinessObjects server,
see HPE Operations Bridge Reporter Interactive Installation Guide.
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Chapter 5: Installing Vertica

Perform the RHEL libraries installation and Vertica prerequisite steps mentioned in the Prerequisites,
Preinstallation sections of the HPE Operations Bridge Reporter Interactive Installation Guide on all
three Vertica servers.

Install the Vertica server on VS1. For instructions on installing Vertica server, see HPE Operations
Bridge Reporter Interactive Installation Guide.
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Chapter 6: Stopping the HPE OBR Services

You must make sure to stop the HPE OBR services on OBRS1 and BOS1. To stop the services,
follow these steps on OBRS1 and BOS1 .

On Linux

1. Run the following command:
On RHEL 6.x/SUSE Linux Enterprise Server 11 - chkconfig --list
On RHEL 7.x:
systemctl list-units --type service-This command lists the services.
systemctl list-unit-files - This command displays if the services are enabled or disabled.
The command output lists all the HPE OBR services as follows:
HPE_PMDB_Platform_Administrator
HPE_PMDB_Platform_Collection
HPE_PMDB_Platform DB_Logger
HPE_PMDB_Platform_IA
HPE_PMDB_Platform_IM
HPE_PMDB_Platform_JobManager
HPE_PMDB_Platform_NRT_ETL
HPE_PMDB_Platform_PostgreSQL
HPE_PMDB_Platform_Orchestration
HPE_PMDB_Platform_TaskManager
TrendTimer
2. Run the following command on the BOS1 system:
On RHEL 6.x/SUSE Linux Enterprise Server 11 - chkconfig --1list
On RHEL 7.x:

systemctl list-units --type service-This command lists the services.
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Chapter 6: Stopping the HPE OBR Services

systemctl list-unit-files - This command displays if the services are enabled or disabled.

The command output lists the SAP BusinessObijects service as follows:

SAPBOBJEnterpriseXI4o

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR the

above service appears in OBRS1 server.

3. Run the following commands on the OBRS1 system and on BOS1 system to stop the services:

On RHEL 6.x/SUSE Linux Enterprise

Server 11
On OBRServer

o service HPE_PMDB_Platform_
Administrator stop

o service HPE_PMDB_Platform_
Collection stop

o service HPE_PMDB_Platform DB_
Logger stop

o service HPE_PMDB_Platform_IA
stop

o service HPE_PMDB_Platform_IM
stop

o service HPE_PMDB_Platform_
JobManager stop

o service HPE_PMDB_Platform NRT_
ETL stop

o service HPE_PMDB_Platform_
Orchestration stop

o service HPE_PMDB_Platform_
PostgreSQL stop

o service HPE_PMDB_Platform_
TaskManager stop

o service TrendTimer stop
On SAP BusinessObjectsServer

o service SAPBOBJEnterpriseXI40
stop

On RHEL 7.x

systemctl stop HPE_PMDB_Platform_
Administrator.service

systemctl stop HPE_PMDB_Platform_
Collection.service

systemctl stop HPE_PMDB_Platform DB_
Logger.service

systemctl stop HPE_PMDB_ Platform_
IA.service

systemctl stop HPE_PMDB_Platform_
IM.service

systemctl stop HPE_PMDB_Platform_
JobManager.service

systemctl stop HPE_PMDB_Platform NRT_
ETL.service

systemctl stop HPE_PMDB_Platform_
Orchestration.service

systemctl stop HPE_PMDB_Platform_
PostgreSQL.service

systemctl stop HPE_PMDB_ Platform_
TaskManager.service

systemctl stop TrendTimer.service

systemctl stop
SAPBOBJEnterpriseXI40.service

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR perform the

HPE Operations Bridge Reporter (10.20)
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above step on the OBRS1 server.

On Windows

1. Logontothe OBRS1 system.
2. From the Start, type Run in Search. The Run dialog box appears.

3. Type services.msc in the open field, and then press ENTER. The Services window appears with
the list of following services:

HPE_PMDB_Platform_Administrator
HPE_PMDB_Platform Collection
HPE_PMDB_Platform DB_Logger
HPE_PMDB_Platform_IA
HPE_PMDB_Platform IM
HPE_PMDB_Platform_JobManager
HPE_PMDB_Platform_NRT_ETL
HPE_PMDB_Platform_PostgreSQL
HPE_PMDB_Platform_Orchestration

HPE_PMDB_Platform_TaskManager

4. Logontothe BOS1 system. Click Start > Run. The Run dialog box appears. Type services.msc
in the open field, and then press ENTER.

The Services window appears with the following service:

Business Objects Webserver

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR the
above service appears in OBRS1 server.

5. Right-click on each of the following services and click Stop on the OBRS1 and BOS1 system(s)
to stop the services:
On OBRS1:
HPE_PMDB_Platform_ Administrator
HPE_PMDB_Platform_Collection
HPE_PMDB_Platform DB_Logger

HPE_PMDB_Platform_IA
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HPE_PMDB_Platform_IM
HPE_PMDB_Platform_JobManager
HPE_PMDB_Platform_NRT_ETL
HPE_PMDB_Platform_PostgreSQL

HPE_PMDB_Platform_Orchestration
HPE_PMDB_Platform_TaskManager
OnBOS1:

Business Objects Webserver

Server Intelligence Agent (OBR)

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR
perform the above step on the OBRS1 server.
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Part lll: Setting up Vertica Cluster

This section provides information on Setting up and configuring Vertica Cluster. This section also
provides information on post-install configuration of HPE OBR.
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Chapter 7: Setting up Vertica Cluster

1.

Run Vertica database creation command as follows on VS1:

$PMDB_HOME/bin/CreateVerticaDatabase.sh <Vertica DBA User Name><Vertica
DBA Password><Database File Location><Catalog File Location><Vertica Database

User Name><Vertica Database Password><Database Name>

where, <Vertica DBA User Name> is the Vertica database user name with DBA privilege to log
on to Vertica database.

<Vertica DBA Password> is the password for the Vertica database for the user with
DBA privileges.

<Database File Location> location forthe Vertica database file.
<Catalog File Location> location forthe Vertica catalog file.

<Vertica Database User Name> is the Vertica database user name.
<Vertica Database Password> is the password for Vertica database user.

<Database Name> is the name of Vertica database. This is an optional parameter. By default, the
name of the Vertica database is PMDB.

Run the following command on VS1:;

rm -f /etc/init.d/HPE_PMDB_Platform_Vertica

Make sure that the Date & Time is synchronized on all three VS1, VS2, and VS3.
Run the following command on VS1 to verify the entries:

hostname

The output is host1

hostname -I

The outputis 71.11.111.11

hostname -f

The output is host1.abc.com

Perform the same commands on the VS2 and VS3.

5. Run the following commands to ensure if VS1, VS2, and VS3 are able to ping from each other:
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iptables -L -n

iptables -L -n -t nat

All the IP table rules must be in ACCEPT mode on VS1, VS2, and VS3 as shown in the following

image:

[reotEhostol ~]# iptables -L -n
Chain INPUT {policy ACCERT)

target prot opt source gastination

Chain FORWARD |policy ACCEPT)

targel  prot opt source destination

Chain OUTPUT (palicy ACCEPT)

target  prot opt source dastination

[reot@hostDL ~I# iptables -L -n -t nat
Chain PREROUTING (poticy ACCEPT)

target prot opt source destination

Chain POSTROUTING {policy ACCEPT)

target  prot opt source dastination

Chain OUTPUT {policy ACCEPT)

targel  prot opt source destination

6. Run the following commands to disable firewall on VS1, VS2, and VS3.

chkconfig iptables off
chkconfig ip6tables off
/etc/init.d/iptables stop

/etc/init.d/ip6tables stop

7. Gotothelocation /etc/sysconfig/selinux file, to disable SELinux set the parameter SELINUX

= disabled and SELINUXTYPE = disabledonVS1, VS2, and VS3.

8. OnVS1, add the DNS entry of VS2 and VS3in /etc/hosts file. Similarly, on VS2 add DNS entry
of VS1and VS3in /etc/hosts file and in VS3 DNS entry of VS1 and VS2in /etc/hosts file.

NTP server and client installation and configuration

1. Network Time Protocol (NTP)— Time server should be configured to adopt local date and time on

all hosts. Run the following commands on VS1, VS2, and VS3:

a. chkconfig ntpd on

b. service ntpd start

HPE Operations Bridge Reporter (10.20)
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c. cp /etc/ntp.conf /etc/ntp.conf.org

2. Remove the existing configuration contents in the /etc/ntp.conf and add the following entries on

VS1,VS2, and VS3:
driftfile /var/lib/ntp/drift
server <NTP Server IP>
fudge <NTP Server IP> stratum 10
includefile /etc/ntp/crypto/pw
3. Ensure the ntpd service is running. Run the following commands on VS1, VS2, and VS3:
service ntpd restart

service ntpd status

Create Vertica Database Administrator User Password

1. Run the following command on VS2 and VS3 to create Vertica database administrator user:

useradd <Vertica DBA User Name>

Note: Make sure that the <Vertica DBA User Name> is the same as the name given while
creating CreateVerticaDatabase.sh command.

2. Run the following command on VS2 and VS3 to create Vertica database administrator user
password:

passwd <Vertica DBA User Name>

specify <Vertica DBA Password> and confirm

Note: Make sure that the <Vertica DBA User Name>is the same as the name given while
creating CreateVerticaDatabase.sh command

SSH Password-less Authentication to root user

Tip: The following steps are optional. If you skip these steps, the password for root and vertica
user has to be typed manually.

This password authentication is required only during the process of install and configure of Vertica
cluster. Once completed the authentication is handled internally by the Vertica clusters.
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1. Run the following commands on VS1, VS2, and VS3 for SSH key generation for root user:
a. cd ~

b. ssh-keygen -t rsa

The Generating public/private rsa key pair message appears. Press Enter for each
of the following:

« Enterfile in which to save the key (/root/.ssh/id_rsa):
« Enter passphrase (empty for no passphrase):
« Enter same passphrase again:
The following message appears:
Your identification has been saved in /root/.ssh/id_rsa.
Your public key has been saved in /root/.ssh/id_rsa.pub.
2. Run the following command to change the permissions to . ssh directory:

chmod 700 ~/.ssh

3. Change to the . ssh directory as follows:
cd ~/.ssh
4. Copy thefile id_rsa.pub to the file authorized_keys2 as follows:

cp id_rsa.pub authorized_keys2
5. Run the following command to change the permissions to . ssh directory:

chmod 600 ~/.ssh/*

2

Copy the generated rsa keys to all the Vertica hosts from all the Vertica hosts as follows:
a. Run the following command on VS1, VS2, and VS3:
vi /root/.ssh/authorized_keys2

b. Enter the generated rsa key’s from VS1 “/root/.ssh/authorized_keys2”file to VS2, VS3
“/root/.ssh/authorized_keys2”files.

c. Enterthe generated rsa key’s from VS2 “/root/.ssh/authorized_keys2” file to VS1, VS3
“/root/.ssh/authorized_keys2”files.

d. Enterthe generated rsa key’s from VS3 “/root/.ssh/authorized_keys2” file to VS1, VS2
“/root/.ssh/authorized_keys2”files.
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After making changes to /root/.ssh/authorized_keys2 file on VS1, VS2, VS3 the output
appears as in the following image:
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SSH Password-less Authentication to <Vertica DBA User Name> user

1. Run the following commands on VS1, VS2, and VS3 for SSH key generation for user <Vertica
DBA Password>:

a. su - <Vertica DBA User Name>

Note: <Vertica DBA User Name> should be same as the name given while creating
CreateVerticaDatabase.sh command.

b. cd ~
Cc. ssh-keygen -t rsa
Press Enter for each of the following:

o Enter file in which to save the key (/home/<Vertica User Name>/.ssh/id_rsa):

o Enter passphrase (empty for no passphrase):
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o Enter same passphrase again:
The following message appears:
Your identification has been saved in /home/<Vertica User Name>/.ssh/id_rsa.
Your public key has been saved in /home/<Vertica User Name>/.ssh/id_rsa.pub.
2. Run the following command to change the permissions to . ssh directory:
chmod 700 ~/.ssh
3. Change tothe .ssh directory as follows:
cd ~/.ssh
4. Copy thefile id_rsa.pub to the file authorized_keys2 as follows:
cp id_rsa.pub authorized_keys2
5. Run the following command to change the permissions to . ssh directory:
chmod 600 ~/.ssh/*

6. Copy the generated rsa keys to all the Vertica hosts from all the Vertica hosts as mentioned
below:

a. Run the following command on all VS1, VS2, and VS3:
vi /home/<Vertica DBA User Name>/.ssh/authorized_keys2

b. Enter the generated rsa key’s from VS1 “/home/<Vertica DBA User
Name>/.ssh/authorized keys2”filetoVS2, VS3 “/home/<Vertica DBA User
Name>/.ssh/authorized keys2”files.

c. Enterthe generated rsa key’s from VS2 “/home/<Vertica DBA User
Name>/.ssh/authorized keys2”filetoVS1, VS3 “/home/<Vertica DBA User
Name>/.ssh/authorized keys2”files.

d. Enterthe generated rsa key’s from VS3 “/home/<Vertica DBA User
Name>/.ssh/authorized keys2”filetoVS1, VS2“/home/<Vertica DBA User
Name>/.ssh/authorized keys2”files.

Create the Vertica database and catalog file location

1. Run the following command as a root user on VS2 and VS3 to create the <Database File
Location> and <Catalog File Location>:

o mkdir -p <Database File Location>

o mkdir -p <Catalog File Location>
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Note: <Database File Location> and <Catalog File Location> should be same
location given while creating CreateVerticaDatabase.sh commandin VS1.

Example: <Database File Location>is /opt/db/d and <Catalog File Location>is
/opt/db/c

o cd /opt

o chown -R <Vertica DBA User Name>:<Vertica DBA User Name> db (Recursively adding
permissions for <Vertica DBA User Name> for all Vertica Data & Catalog directories)

2. Copy the path of vertica-8.0.1.rpmfrom VS1 OBR Extracted BITS in packages directory.
3. Run the following command on VS1 as a root user to install Vertica remotely on VS2 and VS3:

/opt/vertica/sbin/update_vertica --add-hosts <VS2_IP>,<VS3 IP> --rpm <OBR10.0_
BitsExtractedPath>/packages/vertica-vertica-8.0.1.rpm -u <Vertica DBA User
Name> -g <Vertica DBA User Name> --failure-threshold NONE --accept-eula --
license CE

where, <OBR16.6_BitsExtractedPath> is the location on VS1 where the HPE OBR installation
bits are extracted.

The following message appears on successful installation of Vertica on VS2 and VS3:

»> Completing installation...

Running upgrade logic
No spread upgrade required: /opt/vertica/config/vspread.conf not found on any node
Installation complete.

Please evaluate your hardware using Vertica's validation tools:
https://my.vertica.com/docs/7.1.x/HTML/index. htm#cshid=VALSCRIPT

To create a database:
1. Logout and login as verticadba. (see note below)
2. Run fopt/vertica/bin/adminTocls as verticadba
3. Select Create Database from the Configuration Menu

Note: Installation may have made configuration changes to verticadba
that do not take effect until the next session (logout and login).

o add or remove hosts, select Cluster Management from the Advanced Menu.

Close all open Vertica database Sessions
On V$S1, run the following command to close all the sessions of Vertica database:

/opt/vertica/bin/vsql -c "Select close_all sessions();" -U <Vertica DBA User Name>

-w <Vertica DBA Password>
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To configure the Vertica cluster, follow these steps on VS1:

1. Run the following commands:
su - <Vertica DBA User Name>
admintools
The menu appears.

2. Select Advanced Menu and click OK.

Main Menu

View Database Cluster State
Connect to Database

Start Database

Stop Database

Restart Vertica on Host
Configuration Menu

Help Using the Administration Tools
Exit

momslo wun & WwWkEe

<Cancel> < Help >

3. In Advanced Menu, select Cluster Management and click OK.
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Advanced Menu

RollBack Database To Last Good Epoch
Stop Vertica on Host

Kill Vertica Process on Host
Database Parameters

Upgrade License Key

=Emunm b Wk

Main Menu

o <Cancel> < Help »

4. In Cluster Management, select Add Host(s) and click OK.

Cluster Management

Re-balance Data
Replace Host
Remove Host(s)
Main Menu

== b wWwWKE

o <Cancel>» < Help »

5. In Select database, select the database and click OK.

For example: The database selected is pmdb in the following image.
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Select database

<Cancel> < Help >

6. Select the IP address for VS2 and VS3 and click OK.
Note: Ensure that VS2 and VS3 IPs appear to add to database.
7. Click Yes toadd VS2 and VS3 IPs to Vertica Database.

Adding modes to & single node dastabase may reguire & restart. Are you Sure You wast o Sdd ['15.1B4.47.245', "16.1B4.47.245"] to the dutabase?

¥ € N >

8. Enter<Vertica DBA Password> tolog on to Database and click OK.

Enter the password for database pmdb:

[................

<Cancel> < Help >

The following message appears on successful Vertica Clustering:
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9. Click OK.

10. Click OK for Database Designer output.

pepesoes

11. Ensure that K-safety value is set to 1 and click OK and press Enter.
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12. Click Proceed and press Enter.

£ rodeadr

The following message appears after the successful Data Rebalance:

Starting Data Rebalancing tasks. Please wait....
This process could take a long time; allow it to complete uninterrupted.
Use Ctrl+C if you must cancel the session.

Data Rebalance completed successfully.
Press <Enter:> to return to the Administration Tools menu.

13. Press Enter.

14. In Administration Tools Main Menu, select Exit and press Enter.
The Vertica Cluster Setup is successfully done.

15. Run the following commands as verticadba user to check if three nodes are added to cluster:
a. vsql -h <Enter any one IP of VS1, VS2, VS3>
b. Enterthe <Vertica DBA Password>

c. Run the following command and press Enter:
select * from nodes;
The three rows of data with clustered IP’s appears.
16. Run the following commands to re-balance the data and set K-safe for high availability:
select dbd_add_nodes_rebalance_data(1l);

select mark_design_ksafe(1);
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Start the services as follows to perform post-install configuration:

On Linux

1. Run the following command:
On RHEL 6.x/SUSE Linux Enterprise Server 11 - chkconfig --1list
On RHEL 7.x:
systemctl list-units --type service-This command lists the services.
systemctl list-unit-files -This command displays if the services are enabled or disabled.
The command output lists all the HPE OBR services as follows:
HPE_PMDB_Platform_Administrator
HPE_PMDB_Platform _Collection
HPE_PMDB_Platform DB_Logger
HPE_PMDB_Platform_IA
HPE_PMDB_Platform_IM
HPE_PMDB_Platform_JobManager
HPE_PMDB_Platform NRT ETL
HPE_PMDB_Platform_PostgreSQL
HPE_PMDB_Platform_Orchestration
HPE_PMDB_Platform_TaskManager
TrendTimer
2. Run the following command on the BOS1 system:
On RHEL 6.x/SUSE Linux Enterprise Server 11 - chkconfig --1list
On RHEL 7.x:
systemctl list-units --type service - This command lists the services.

systemctl list-unit-files - This command displays if the services are enabled or disabled.

HPE Operations Bridge Reporter (10.20) Page 37 of 140



High Availability Guide
Chapter 9: Configuring Post Installation

The command output lists the SAP BusinessObjects service as follows:

SAPBOBJEnterprisexI4o

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR the
above service appears in OBRS1 server.

3. Run the following commands on the OBRS1 system and on BOS1 system to start the services:

On RHEL 6.x/SUSE Linux Enterprise  On RHEL 7.x
Server 11

On OBRServer

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
Administrator start Administrator.service

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
Collection start Collection.service

o service HPE_PMDB_Platform DB _ o systemctl start HPE_PMDB_Platform DB_
Logger start Logger.service

o service HPE_PMDB_Platform_IA o systemctl start HPE_PMDB_Platform_
start TA.service

o service HPE_PMDB_Platform_IM o systemctl start HPE_PMDB_Platform_
start IM.service

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
JobManager start JobManager.service

o service HPE_PMDB_Platform_NRT_ o systemctl start HPE_PMDB_Platform NRT_
ETL start ETL.service

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
Orchestration start Orchestration.service

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
PostgreSQL start PostgreSQL.service

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
TaskManager start TaskManager.service

o service TrendTimer start o systemctl start TrendTimer.service

On SAP BusinessObjectsServer

o service SAPBOBJEnterpriseXI40 o systemctl start
start SAPBOBJEnterpriseXI40.service

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR perform the
above step on the OBRS1 server.
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On Windows

1. Logontothe OBRS1 system.
2. From the Start, type Run in Search. The Run dialog box appears.

3. Type services.msc in the open field, and then press ENTER. The Services window appears with
the list of following services:

HPE_PMDB_Platform_Administrator
HPE_PMDB_Platform _Collection
HPE_PMDB_Platform DB_Logger
HPE_PMDB_Platform_IA
HPE_PMDB_Platform_IM
HPE_PMDB_Platform_JobManager
HPE_PMDB_Platform_NRT_ETL
HPE_PMDB_Platform_PostgreSQL
HPE_PMDB_Platform _Orchestration

HPE_PMDB_Platform_TaskManager

4. Logontothe BOS1 system. Click Start > Run. The Run dialog box appears. Type services.msc
in the open field, and then press ENTER.

The Services window appears with the following service:

Business Objects Webserver

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR the
above service appears in OBRS1 server.

5. Right-click on each of the following services and click Start on the OBRS1 and BOS1 system(s)
to start the services:

On OBRS1:
HPE_PMDB_Platform_Administrator
HPE_PMDB_Platform Collection
HPE_PMDB_Platform DB_Logger
HPE_PMDB_Platform_IA
HPE_PMDB_Platform_IM

HPE_PMDB_Platform_JobManager
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HPE_PMDB_Platform_NRT_ETL
HPE_PMDB_Platform_PostgreSQL
HPE_PMDB_Platform_Orchestration
HPE_PMDB_Platform_TaskManager
OnBOS1:

Business Objects Webserver

Server Intelligence Agent (OBR)

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR
perform the above step on the OBRS1 server.

Perform the Post-Install Configuration tasks on HPE OBR Administration Console > Configuration

wizard of the OBRS1 system. See Post-Install Configuration chapter in HPE Operations Bridge
Reporter Configuration Guide for the steps.
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This section provides information on sharing the data through Shared Disk. This section also guides
you to perform the following:

« Configuring Connectivity Changes for Vertica 3 Node Cluster
« Installing Content Packs

« Configuring BOE JDBC Connection
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This chapter helps you to configure HPE OBR in a high availability environment.

Perform the following steps before configuring HPE OBR in a high availability environment:

1. Install Veritas Cluster software on OBRS1.

2. Assign the shared storage to the HPE Operations Bridge Reporter OBRS1.
Note: The shared storage can only be assigned to one node at a time.

Stop all services on OBRS1 and OBRS2. For the list of services and steps, see "Stopping the
HPE OBR Services" on page 20.

On Linux

Note: The following steps should be executed after completing post installation and before
content deployment and is applicable ONLY on OBRS servers.

On OBRS1:

1. Run the following command to copy the HPE OBR, Postgres and LCORE server data folders to
shared disk:

/opt/0V/non0OV/perl/a/bin/perl $PMDB_HOME/HA/Veritas/Linux/SetupScripts/OBR_HA
Setup.pl -shareddrive <Shared Drive> -node primary -logicalhost <logical_

hostname> -primaryhost <primary_node_hostname>
where,
<Shared Drive> is the location of the shared drive (for example, OBRMount).

<logical_hostname> is the logical host name for the HPE Operations Bridge Reporter
application.

<primary_node_hostname> is the host name of the OBRS1.

Note: Type the above command in a single line.
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For example,

/opt/0V/non0OV/perl/a/bin/perl $PMDB_HOME/HA/Veritas/Linux/SetupScripts/OBR_HA
Setup.pl -shareddrive <Shared_disk_mount_point> -node primary -logicalhost

example.examplel.com -primaryhost example2.example3.com

On OBRS2:

1. Unmount the shared disk from OBRS1 and mount in OBRS2.

2. Run the following command to copy the HPE OBR, Postgres and LCORE server data folders to
shared disk:

/opt/0V/non0OV/perl/a/bin/perl $PMDB_HOME/HA/Veritas/Linux/SetupScripts/OBR_HA
Setup.pl -shareddrive <Shared Drive> -node secondary -logicalhost <logical_
hostname> -primaryhost <primary_node_hostname>

where,
<Shared Drive> is the location of the shared drive (for example, OBRMount).

<logical_hostname> is the logical host name for the HPE Operations Bridge Reporter
application.

<primary_node_hostname> is the host name of the OBRS1.
Note: Type the above command in a single line.

For example,

/opt/0V/non0OV/perl/a/bin/perl $PMDB_HOME/HA/Veritas/Linux/SetupScripts/OBR_HA
Setup.pl -sharedDrive <Shared_disk_mount_point> -node secondary -logicalhost

example.examplel.com -primaryhost example2.example3.com

On Windows

Note: The following steps should be executed after completing post installation and before
content deployment and is applicable ONLY on OBRS servers.

On OBRS1:

1. Run the following command to copy the HPE OBR, Postgres and LCORE server data folders to
shared disk:
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%OVINSTALLDIR%\nonOV\perl\a\bin\perl %PMDB_
HOME%\HA\Veritas\Windows\SetupScripts\OBR_HA Setup.pl -shareddrive <shared_

drive_Lletter> -node primary -logicalhost <logical hostname>
where, <shared_drive_Letter> is the drive letter of the shared storage (for example, E:\\),

<logical_hostname> is the logical host name for the HPE Operations Bridge Reporter
application.

Note: Type the above command in a single line.

For example,

%OVINSTALLDIR%\nonOV\perl\a\bin\perl %PMDB_
HOME%\HA\Veritas\Windows\SetupScripts\OBR_HA Setup.pl -sharedDrive <E:\\> -node

primary -logicalhost example.examplel.com

On OBRS2:

1. Unmount the shared disk from OBRS1 and mount in OBRS2.

2. Run the following command to copy the HPE OBR, Postgres and LCORE server data folders to
shared disk:

%OVINSTALLDIR%\nonOV\perl\a\bin\perl %PMDB_
HOME%\HA\Veritas\Windows\SetupScripts\OBR_HA Setup.pl -shareddrive <shared_
drive_letter> -node secondary -logicalhost <logical hostname>

where, <shared_drive_Letter> is the drive letter of the shared storage (for example, E:\\), and
<logical_hostname> is the logical host name for the HPE Operations Bridge Reporter
application.

where,
<shared_drive> is the drive letter of the shared storage (for example, E:\\).

<logical_hostname> is the logical host name for the HPE Operations Bridge Reporter
application.

Note: Type the above command in a single line.

For example,

%OVINSTALLDIR%\nonOV\perl\a\bin\perl %PMDB_
HOME%\HA\Veritas\Windows\SetupScripts/OBR_HA Setup.pl -sharedDrive <E:\\> -node

secondary -logicalhost example.examplel.com
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for Vertica 3 Node Cluster

This chapter helps you to configure the connectivity changes for Vertica three node cluster on Windows

and Linux operating systems.

On Linux

OBR JDBC Connection

Note: Edit the config.prp before Content Deployment.

1. On OBRS1, go to the following location:
$PMDB_HOME/data/
2. Edit the config.prp file as follows:

database.host = <VS1 IP address>,<VS2 IP address>,<VS3 IP address>

OBR ODBC Connection

Note: Edit the odbc.ini before Content Deployment.

Unmount the disk on OBRS2 and Mount the disk back to OBRS1.

Follow these steps to edit the odbc. ini on the OBRS1 where the shared disk is mounted:

1. Goto the location $PMDB_HOME/config/

2. Edit the odbc.ini file as follows:
ConnectionLoadBalance =1
Servername = BadVerticaHost

3. Type the following parameter and values:

HPE Operations Bridge Reporter (10.20)
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BackupServerNode = <VS1 Hostname>,<VS2 Hostname>,<VS3 Hostname>
Comment the line after Servername = BadVerticaHost as explained in the following example:
For example: Following are the values in odbc . ini before editing:

[ODBC Data Sources]

VerticaDSN="SHRDB"

[SHRDB]

Description = Vertica dsn for SHR

Driver = /opt/vertica/lib64/libverticaodbc.so

Database = pmdb

ConnectionLoadBalance = 1

Servername = BadVerticaHost

Servername = SHRSERVER1.HP.COM

UID = verticadba

Port = 5433

Following are the values in odbc . ini after editing:

[ODBC Data Sources]

VerticaDSN="SHRDB"

[SHRDB]

Description = Vertica dsn for SHR

Driver = /opt/vertica/lib64/libverticaodbc.so

Database = pmdb

ConnectionLoadBalance = 1

Servername = BadVerticaHost

# Servername = SHRSERVER1.HP.COM

BackupServerNode = <VS1 IP address>,<VS2 IP address>,<VS3 IP address>
UID = verticadba

Port = 5433
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On Windows

OBR JDBC Connection

Note: Edit the config.prp before Content Deployment.

1. On OBRS1, go to the following location:
%PMDB_HOME%\data\config.prp
2. Editthe config.prpfile as follows:

database.host = <VS1 IP address>,<VS2 IP address>,<VS3 IP address>

OBR ODBC Connection

| Note: Edit the odbc.ini before Content Deployment.

Unmount the disk on OBRS2 and Mount the disk back to OBRS1.

Follow these steps to edit the odbc.ini on the OBRS1 where the shared disk is mounted:

1. Gotothe location %PMDB_HOME%\config\odbc.ini

2. From the edit mode, edit the values as follows:
ConnectionLoadBalance =1
Servername = BadVerticaHost
3. Type the following parameter and values:
BackupServerNode = <VS1 IP address>,<VS2 IP address>,<VS3 IP address>
Comment the line after Servername = BadVerticaHost as explained in the following example:
Forexample: Following are the values in odbc. ini before editing:
[ODBC Data Sources]
VerticaDSN="SHRDB"
[SHRDB]

Description = Vertica dsn for SHR
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Driver = /opt/vertica/lib64/libverticaodbc.so
Database = pmdb

ConnectionLoadBalance = 1

Servername = BadVerticaHost

Servername = SHRSERVER1.HP.COM

UID = verticadba

Port = 5433

Following are the values in odbc . ini after editing:
[ODBC Data Sources]

VerticaDSN="SHRDB"

[SHRDB]

Description = Vertica dsn for SHR

Driver = /opt/vertica/lib64/libverticaodbc.so
Database = pmdb

ConnectionLoadBalance = 1

Servername = BadVerticaHost

# Servername = SHRSERVER1.HP.COM
BackupServerNode = <VS1 IP address>,<VS2 IP address>,<VS3 IP address>
UID = verticadba

Port = 5433

Configure DSN on both OBRS1 and OBRS2 installed on Windows

1. LogontoHPE OBR system installed on Windows.

2. Click Start > Control Panel and then click System and Security. The System and Security
windows is displayed.

HPE Operations Bridge Reporter (10.20) Page 48 of 140



High Availability Guide

Chapter 11: Configuring Connectivity Changes for Vertica 3 Node Cluster

@ - 1 |% » Control Pa., » Systern and Security

v 0| | Search Control Panel

Control Panel Home

e System and Security
Metwork and Internet
Hardware
Programs
User Accounts

Appearance

& ¢

Clack, Language, and Region

Ease of Access

& §

ey
1§

Action Center

Review your computer's status and resclve issues
@ Change User Account Control settings
Troubleshoot commen computer problems

Windows Firewall

Check firewall status | Allow an app through Windows Firewall

System
View amount of RAM and processor speed
@Allow remote access | Launch remote assistance

See the name of this computer

Windows Update
Turn automatic updating on or off
Install optional updates

Check for updates
View update history

Power Options

Require a password when the computer wakes
Change what the power buttons de

Change when the computer sleeps

Administrative Tools

Defragment and optimize your drives

@ Create and format hard disk partitions
@ Schedule tasks

|@‘u"iew event logs
@ Generate a system health report

3. Click Administrative Tools. The Administrative Tools window is displayed.
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LN N

Home Share

Shaortcut Taols | Application Toals

Wigy Manage Manage

T |3 b Control Panel » Systern and Security » Administrative Tools

Y] c.| | Search Administrative Tools

| Ji} Favarites |
B Desktop
g Downloads
5l Recent places

I (M This PC

Dej Metwork

23 iterns

Marme -

. Terminal Services

I_;'_‘T' Component Services

Ej Computer Managerment

[kt Defragment and Optimize Drives
@ Event Yieuwer

&k, iSCSl Initiator

@ Local Security Policy

ODEC Data Sources (32-hit)
ODBC Data Sources (64-hit)
@ Perfarmance Monitor

@ Resource Monitor

Ii Security Configuration Wizard
Eﬁ Server Manager

Eb Services

(7 System Configuration

@ Systern Information

@ Task Scheduler

@ Windows Firewall with Advanced Security
Windows Memaory Diagnostic
(& WWindows PowerShell (:26)
Eﬂ' Wiindows PowerShell ISE (oB6)

1itern selected 1.11 KB

Date modified

872272013 209 PrA
8227231827 PM
822231224 Ph
82272031217 PM
822231225 PM
8227231827 PM
8227231224 Ph
872272017 5:26 A
822/ 2M3 1229 PM
82272031222 PM
8227231222 PM
82272013 1215 PM
822231225 P
8227231224 Ph
872272013 12:23 PM
S22/203 1823 PM
822231225 P
82272013 1215 Ph
822720131222 PM
872272013 207 PR
8227231825 P

Type
File folder
Shortcut
Shortcut
Shortcut
Shortcut
Shortcut
Shortout
Shortcut
Shortcut
Shortcut
Shortout
Shortcut
Shortcut
Shortcut
Shortout
Shortout
Shortcut
Shortcut
Shortout
Shortout
Shortcut

Size

4. Double-click ODBC Data Sources (64-bit). The ODBC Data Source Administrator (64-bit)

window is displayed.
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] CDEC Data Source Administrator {ad-hbit) -

zer DSM | System DSM | File DSM I Drivers I Tracing I Connection Pooling I About |

Syztem Data Sources:

M ame Platfarm - Driver ‘ Add |
Bld_aAudit_DSM Ed-hit SAL Anywhere 16

Bl4_CMS_DSN Ed-bit SAL Anmahere 16 ‘ Remove |
club 32-hit Microsoft Access Driver [*.mdb]

club-wehi 32-hit ticrosoft docess Driver [*.mdb) ‘ Configure... |
efashion 32-bit icrogoft docess Driver [*.mdb)

efazhion-webi 32-hit Microsoft Access Driver [*.mdb]

Sample Amazon EMB Hive DSH - B4-bit SAF Hive ODBC Driver

Sample SAP Hive DSH E4-bit SAF Hive ODBC Driver

Sample SAP Impala DSMN Ed-hit SAP Impala ODBC Driver

SHRDE Ed-bit Wertica

An ODBC System data source stores infarmation about how to connect to the indicated data provider.
o A System data source is visible to all users of this computer, including NT services,

o o] om

5. Click System DSN tab and then click Add. The Create New Data Source windows is displayed.

Create New Data Source -

Select a driver for which pou want bo set up a data source.

; Mame Wersion Comps
' SAP Hive ODBC Diriver 2.00.06.1008 Simba
anilb ‘ SAP Impala ODBC Driver 1.01.10.1011 Simba
el SAP Salesforce ODBC Driver 1.01.241027 Simba
SOL Anpwhere 16 16.00.00.2213 SaP 5
SOL Server £.02.59200.16384  Micros
UltraLite 16 16.00.00.2213 SaP s
Wertica 3.00.01.00 Wertics
<| m >
¢ Back | Finizh | | Cancel |

6. Click Vertica and then click Finish or double-click Vertica. The HP Vertica ODBC DSN
Configuration window is displayed.
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Basic Seftings | Client Settings | Server Settings | About |

Connection info

D5M name ™

Description:

D atabage ™

Server ™ |

Backup servers: |

Port [5433

|Jge connection load balancing:

Authentication

User name * |

Pazzwond: |

Prampt for miszing password:

Usge windows authentication:

Mare >3

S| [Cewea ]

7. Enter the following values in Connection info:

DSN name: SHRDB

Database: <Database Name>

where <Database Name> is the name of Vertica database.

Server: <VSI hostname>

Backup Server: <VS2 hostname, VS3 hostname>

8. Enter the following values in Authentication:

User name: <Vertica Database User Name>

where <Vertica Database User Name> is the Vertica database user name.
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Password: <Vertica Database Password>

where, <Vertica Database Password> is the password for Vertica database user.

9. Click Test connection and then click OK.

The DSN connection is established between HPE OBR system and Vertica database.
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Start the services as follows before installing the Content packs:

On Linux

1. Run the following command:
On RHEL 6.x/SUSE Linux Enterprise Server 11 - chkconfig --1list
On RHEL 7.x:
systemctl list-units --type service-This command lists the services.
systemctl list-unit-files -This command displays if the services are enabled or disabled.
The command output lists all the HPE OBR services as follows:
HPE_PMDB_Platform_Administrator
HPE_PMDB_Platform _Collection
HPE_PMDB_Platform DB_Logger
HPE_PMDB_Platform_IA
HPE_PMDB_Platform_IM
HPE_PMDB_Platform NRT ETL
HPE_PMDB_Platform_PostgreSQL
HPE_PMDB_Platform_Orchestration
Trendtimer
2. Run the following command on the BOS1 system:
On RHEL 6.x/SUSE Linux Enterprise Server 11 - chkconfig --1list
On RHEL 7.x:
systemctl list-units --type service - This command lists the services.
systemctl list-unit-files -This command displays if the services are enabled or disabled.
The command output lists the SAP BusinessObjects service as follows:

SAPBOBJEnterpriseXI40
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Note: If SAP BusinessObjects server is installed on the same system with HPE OBR the
above service appears in OBRS1 server.

3. Run the following commands on the OBRS1 system and on BOS1 system to start the services:

On RHEL 6.x/SUSE Linux Enterprise  On RHEL 7.x
Server 11

On OBRServer

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
Administrator start Administrator.service

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
Collection start Collection.service

o service HPE_PMDB_Platform_DB o systemctl start HPE_PMDB_Platform_DB_
Logger start Logger.service

o service HPE_PMDB_Platform IA o systemctl start HPE_PMDB_Platform_
start IA.service

o service HPE_PMDB_Platform_IM o systemctl start HPE_PMDB_Platform_
start IM.service

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
JobManager start JobManager.service

o service HPE_PMDB_Platform NRT_ o systemctl start HPE_PMDB_Platform NRT_

ETL start ETL.service

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
Orchestration start Orchestration.service

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
PostgreSQL start PostgreSQL.service

o service HPE_PMDB_Platform_ o systemctl start HPE_PMDB_Platform_
TaskManager start TaskManager.service

o service TrendTimer start o systemctl start TrendTimer.service

On SAP BusinessObjectsServer

o service SAPBOBJEnterpriseXI40 o systemctl start
start SAPBOBJEnterpriseXI40.service

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR perform the
above step on the OBRS1 server.
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On Windows

1. Logontothe OBRS1 system.
2. From the Start, type Run in Search. The Run dialog box appears.

3. Type services.msc in the open field, and then press ENTER. The Services window appears with
the list of following services:

HPE_PMDB_Platform_Administrator
HPE_PMDB_Platform _Collection
HPE_PMDB_Platform_DB_Logger
HPE_PMDB_Platform_IA
HPE_PMDB_Platform IM
HPE_PMDB_Platform_NRT_ETL
HPE_PMDB_Platform_PostgreSQL

HPE_PMDB_Platform_Orchestration

4. Logontothe BOS1 system. Click Start > Run. The Run dialog box appears. Type services.msc
in the open field, and then press ENTER.

The Services window appears with the following service:
Business Objects Webserver

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR the
above service appears in OBRS1 server.

5. Right-click on each of the following services and click Start on the OBRS1 and BOS1 system(s)
to start the services:

On OBRS1:

HPE_PMDB_Platform Administrator
HPE_PMDB_Platform_Collection
HPE_PMDB_Platform DB_Logger
HPE_PMDB_Platform_ IA
HPE_PMDB_Platform_IM
HPE_PMDB_Platform NRT_ETL
HPE_PMDB_Platform_PostgreSQL

HPE_PMDB_Platform_Orchestration
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OnBOS1:
Business Objects Webserver
Server Intelligence Agent (OBR)

Note: If SAP BusinessObjects server is installed on the same system with HPE OBR

perform the above step on the OBRS1 server.

Install the Content Packs. See Install and Uninstall the Content Packs chapter in HPE Operations
Bridge Reporter Configuration Guide for the steps.
After installing the Content Packs, stop all of the above mentioned services. For steps, see "Stopping

the HPE OBR Services" on page 20.
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Note: The following has to be done after successful completion of Vertica three Node Clustering &

Content Pack Deployment.

Prerequisites:

SAP BusinessObjects Client Tools has to be installed on any windows systems. Extract and install
the client tools that is available in the following location:

<HPSHR-10.00.000-*. tar Extracted Location>/packages/BusinessObjects_Client_
tools.ZIP

On the system where the SAP BusinessObjects Client Tools is installed, go to the etc/hosts file
and type the hostname and IP address entries of the OBR and BO systems.

Vertica JDBC driver

Ensure that all the SAP BusinessObjects services are running in BOS1.

After successful installation of SAP BusinessObjects Client Tools perform the following steps:

1.

In BOS1 server, copy Vertica.sbo and Vertica-jdbc.jar from the following location:
On Linux:

o Vertica.sbo - /opt/HP/BSM/BOE4/sap_bobj/enterprise
xi140/dataAccess/connectionServer/jdbc

o Vertica+dbc.jar - /opt/HP/BSM/BOE4/sap_bobj/enterprise
xi40/dataAccess/connectionServer/drivers/java

On Windows:

o Vertica.sbo-<B0O install drive>:\Program Files (x86)\SAP BusinessObjects\SAP

BusinessObjects Enterprise XI 4.0\dataAccess\connectionServer\jdbc

o Verticaqdbc.jar-<BO Install drive>:\Program Files (x86)\SAP BusinessObjects\SAP

BusinessObjects Enterprise XI 4.0\dataAccess\connectionServer\drivers\java

On the system where SAP BusinessObjects Client Tools is installed, paste the copied
Vertica.sboand Vertica-jdbc.jar to the following location:

On Linux:
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o Vertica.sbo - /opt/HP/BSM/BOE4/sap_bobj/enterprise_
xi4@/dataAccess/connectionServer/jdbc

o Vertica-jdbc.jar - /opt/HP/BSM/BOE4/sap_bobj/enterprise_
xi4@/dataAccess/connectionServer/drivers/java

On Windows:

o Vertica.sbo-<B0O install drive>:\Program Files (x86)\SAP BusinessObjects\SAP
BusinessObjects Enterprise XI 4.0\dataAccess\connectionServer\jdbc

o Vertica4dbc.jar-<BO Install drive>:\Program Files (x86)\SAP BusinessObjects\SAP
BusinessObjects Enterprise XI 4.0\dataAccess\connectionServer\drivers\java

Follow these steps after successful completion of Vertica three Node Clustering & Content Pack
Deployment.

1. From the Start menu, open Information Design Tool.

|")' Information Design Tool

2. Under Repository Resources pane, select Insert Session.

[ S e R — e

ke i-"

The Open Session tab appears.
3. Enter the following information and click OK:

o System: <B0S1 Server name>

o UserName: <B0OS1 User name>
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o Password: <BOS1 password>

Type the User Name and Password credentials that is used to log on to the Administration

Console.

4. Double-click on OBR_CONNECTION on the left pane and then click Edit as shown in the

following image:

ot iy o —

Ele [t Wmdow Help
0-a £ x o EF @B

 Local Prejects i
@

@ Tet

Step 1:
After logging in to the server
double click on OBR_CONMNECTION

il @shrepbatimd hp 400 (administrates - Enterpeite)
o ESHAWIMARTA00 {ddeninictrates - Enterpeise)
& Connedions
L) ComenenCondestions
[, 0BR_CONNECTION
1. Conversion Audit Connection

[raprase—_—
(L Monitoring TrendDS Conmection
0 Unnerses

&
B8

OB et

=0

"

(086, COMSECTION 0

1 General laformation | L Show Values

Hame
-8 OBR_CONMECTION

Descripticn

Step 2 : Click on Edit

[ & Edit || o crangeswwes || o Test Cormection

Passmnetes name

4 General
Network Layer
Database

4+ Login parsmeters
Austhentication Mode
User Name

Server (hastport)
Database
4 Configuration Parsmeters

lLogin Timeout
JDBC Driver Properties (loey =vakse, oy -vakse]

Valuse

o6C
HP Vemsca sl

5. Click Test Connection to verify the connection as shown in the following image:
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Edit HP Verica 6.1 connection (1/2)

ode
I User Mame verticadba
Password -
sters
Aode shrbeartind hp.corm3433

pmdb

The Test result is displayed. Click Close and Next.

6. Under JDBC Driver Properties type the following and click Finish:

user=<Vertica Database User Name>,ConnectionLoadBalance=1,BackupServerNode=<VS2
FQDN>:5433,BackupServerNode=<VS3 FQDN>:5433
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Edit HP Vertica b.1 connection (2/2)

Connection Pool Mode

Pool Timeout
Array Fetch Size
Array Bind Size

[Kupth: connection active for

Minutes

Login Ti
JDBC Driver Properties (key=valus key=value)

Einish

7. Click Test Connection after making changes to ensure that the connection is successfully

updated.
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{4, "0BR_CONNECTION 12 |
2 General Information| 0 Show Values

i Mame
% CBR_COMNECTION

Description

Value

JoBC
HP Vertiza 5.1

Cerfiguredidentity
vesticadba

shataart.ind hp.com:5433
prnadb:

Pogling
10

5

5

L

JDEC Diver Properties (lkey=value oey svalse)

8. Click the save icon to save the changes.
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This section provides information on Clustering SAP BusinessObjects.
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This chapter helps you to configure SAP BusinessObijects in a high availability environment.

Preparing your system before configuring SAP

BusinessObjects cluster:

Prerequisites:

o The NFS server should have shrboadmin as user.
« Thedirectory which is shared in NFS server should have shrboadmin ownership.

« The NFS directories mounted on the BOS1 & BOS2 should have shrboadmin ownership.

Perform these steps before configuring the SAP BusinessObjects cluster:

On Linux:

1. Make sure that the Date and Time is synchronized on BOS1, BOS2, and NFS.

2. Toshare SAP BusinessObjects File Store files on a common server, afile server access is
required where the drive can be mounted using NFS.

In BOS1, add the Host details of BOS2 IP —DNS Name, SAP BusinessObjects Virtual IP —DNS
Name and NFS IP —DNS Name in /etc/hosts files.

In BOS2, add Host details of BOS1 IP —DNS Name, SAP BusinessObjects Virtual IP —DNS
Name and NFS IP —DNS Name in /etc/hosts files.

In NFS, add Host details of BOS1 IP — DNS Name, SAP BusinessObjects Virtual IP —DNS
Name and BOS2 IP —DNS Name in /etc/hosts files.

On Windows:

1. Toshare SAP BusinessObjects File Store files on a common server, afile server access is
required along with domain account user access. The same domain account user should have
access and same privileges on BOS1, BOS2, and NFS.
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2.

In BOS1, add the Host details of BOS2 and NFS in *\etc\hosts files.
In BOS2, add Host details of BOS1 and NFS in *\etc\hosts files.
In NFS, add Host details of BOS1 and BOS2 in *\etc\hosts files.

Change the SQLAnywhere Database Password on BOS1 and BOS2. You must make sure that
you give the same password on both servers SQLAnywhere Database. For instructions to change
the SQLAnywhere Database Password, see HPE Operations Bridge Reporter Administration
Guide.

On Linux

Follow these steps to configure the SAP BusinessObjects cluster:

1.

On BOS1, goto the location /opt/HP/BSM/BOE4/sap_bobj/enterprise_xi4e/.

2. Openthe odbc.ini file and copy ODBC data sources information.

[ODBC Data Sources]
BI4 CMS_DSN_1455628470=5QLAnywhere 12.@
BI4_Audit_DSN_1455628478=SQLAnywhere 12.8

[BI4_CMS_DSN_1455628478@]
UID=dba
DatabaseName=BI4_CMS
ServerName=BI4_145562847@
Host=localhost:2638

Driver=/opt/HP/BSM/BOE4/sqlanywhere/lib64/1libdbodbcl2.so

[BI4_Audit_DSN_145562847@]

UID=dba

DatabaseName=BI4_Audit

ServerName=BI4_145562847@

Host=localhost:2638
Driver=/opt/HP/BSM/BOE4/sqlanywhere/lib64/1libdbodbcl2.so

On BOS2, go to the location /opt/HP/BSM/BOE4/sap_bobj/enterprise_xi4e

Open the odbc. ini file and paste the ODBC data sources information copied from BOS1 as
shown in the following image:
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[ODBC Data Sources]
BI4_CMS_DSN_1453118772=SQLAnywhere 12.8
BI4_Audit NSN_11E2212772-501Amnshere 12.8
PI4_CMS_DSN_1455628476=SQLAnywhere 12.8
£T4_Audit_DSN_1455628470=5QLAnywhere 12.8

[BI4_CMS_DSN_1453118772]

UID=dba

DatabaseName=BI4_CMS

ServerName=BI4_1453118772

Host=localhost:2638
Driver=/opt/HP/BSM/BOE4/sqlanywhere/1ib64/1ibdbodbcl2. so

[BI4_Audit_DSN_1453118772]

UID=dba

DatabaseName=BI4_Audit

ServerName=BI4_1453118772

Host=localhost:2638
Driver=/opt/HP/BSM/BOE4/sqlanywhere/1ib64/1ibdbodbcl2. so

[BI4_CMS_DSM_i455628470]

UID=dba

Datah.aseName=BI4_CMS

Se.verName=BI4_145562847@

liost=shrlr832:2638
Driver=/opt/HP/BSM/BOE4/sqlanywhere/1ib64/1ibdbodbcl2. so

[BI4_Audit_DSN_1455628478]

L'ID=dba

Da‘abaseName=BI4_Audit

ServerName=BI4_145562847@

Host=shr1r@32 2638
Driver=/opt/n/BSM/BOE4/sqlanywhere/1ib64/1ibAtudbcl2. so

Replace Hostname value for copied DSN with BOS1 CMS

name

5. Note down ServerName of the newly added DSN server.
For Example: ServerName of the newly added DSN server in above image is BI4_1455628470.
6. OnBOS2, run the following command to switch user as SAP BusinessObjects user:
su - shrboadmin
7. OnBOS2, go to the following path:
cd /opt/HP/BSM/BOE4/sap_bobj
8. Run the following command to start adding node for Cluster:
sh serverconfig.sh

9. Type 1toadd node.
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SAP BusinessObjects

What do you want to do?

1 - Add node
2 - Delete node
= Modify node

Move node
Back up server configuration
Restore server configuration
Modify web tier configuration
List all nodes

10. Type a unique name for new node.

SAP BusinessObjects

* Node Configuration #*

Enter the name of the new node.

11. Type 6410 as new port number for Server Intelligence Agent and press Enter.
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SAP BusinessObjects

# Node Configuration #*

Enter the port of the new Server Intelligence Agent.

[back(1l)/quit(@)]

12. Type 3 for default servers and press Enter.

SAP BusinessObjects

* Neode Configuration *

Select one of the following:

no servers (Add node with no servers)

cms (Add node with CMS)

default servers (Add node with default servers)

recreate (Recreate node)

[no servers(5)/cms(4)/default servers(3)/recreate(2)/back(l)/quit(e)]

[no servers]3

13. Type 3 to select existing CMS and press Enter.

SAP BusinessObjects

* Select a CMs *
Select a CMS that will be used to add the node.

existing
(Select when at least one CMS is running.)
temporary
(Select when cluster has no running CMSs. A temporary CMS will be automatically started. Upon completion, it will be stopped.)

[existing(3)/temporary(2)/back(1)/quit(e)]

14. Enter 6400 as CMS Port Number and press Enter.
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SAP BusinessObjects

* New CM5 Configuration #*

Enter the port of the new CMS.

Warning: The new CMS will start using the configuration specified here.

[back(l)/quit(e)]

[default (6400)]6400

15. Type 2 to select SQLAnywhere as CMS Database and press Enter.

SAP BusinessObjects

* New CM5S Configuration *

Specify new CMS database connection information.

Select the type of database connection from the following:

[SAPHANA(B) /Oracle(7)/DB2(6) /Sybase(5) /MySQL(4) / MaxDB(3)/5QLAnywhere(2) /back(1)/quit(@)]

[SAPHANA]2

16. Typethe Bl4_CMS_DSN name of BOS1 and press Enter.
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SAP BusinessObjects

* New CM5 Configuration *

Specify new CMS database connection information.

Enter the ODBC data source name (DSN) for connecting to your SQL Anywhere database.

[back(1)/quit(@)]

[BI4_CMS]BI4_CMS_DSN_145562847@

17. Type dba as username or just click enter if it is already as default and press Enter.

SAP BusinessObjects

* New CMS Configuration *

Specify new CMS database connection information.

Enter the user name for connecting to your SQLAnywhere database.

[back(1)/quit(e)]

18. Type the SQLAnywhere password and press Enter.
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SAP BusinessObjects

# New CMS Configuration #

Specify new CM5 database connection information.

Enter the password for connecting to your SQLAnywhere database.

[back(1l)/quit(@)]

19. Type 1ShrAdmin as cluster key and press Enter.

SAP BusinessObjects

* New CMS Configuration *

Enter the cluster key.

20. Typethe BOS1DNS Name and press Enter.
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SAP BusinessObjects

CMS Logon *

Enter the name of the CMS that this node will connect to.

21. Type the port number as 6400 and press Enter.

SAP BusinessObjects

* CM5S Logon *

Enter the port number for this node to use when connecting to the CMS.

Or press ENTER to use the default.

[back(l)/quit(e)]

[default (6480)]

22. Typethe user name as Administrator and press Enter.
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SAP BusinessObjects

* CMS Logon *

Enter the user name to connect to this CMS.

Note that only Enterprise authentication is supported.

[back(1l)/quit(e)]

[Administrator]

23. Type the password used for Administration Console and press Enter.

SAP BusinessObjects

CMS Logon *

Enter the password to connect to this CMS.

24. Type Yes to confirm and press Enter.
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SAP BusinessObjects

* Confirmation *

The following information will be used to create the new node.

CMS Name: shrlr@32

Node Name: OBR_HA

Server Intelligence Agent Port: 6418

Node Option: Create default servers

CMS Port: 6400

CMS Data Source: BI4_CMS_DSN_145562847@

Results will be stored in the log file: fopt/HP/BSM/BOE4/sap_bobj//logging/addnode_20160217_191655.1og

Do you want to create the node?

[yes(3)/no(2)/back(1)/quit(e)]

25. Press Enter to continue.

SAP BusinessObjects

* Confirmation *
The following information will be used to create the new node.

CMS Name: shrlr@32

Node Name: OBR_HA

Server Intelligence Agent Port: 6410
Node Option: Create default servers
CMS Port: 6488

CMS Data Source: BI4_CMS_DSN_145562847@

Results will be stored in the log file: /opt/HP/BSM/BOE4/sap_bobj//logging/addnode_20168217_191655.log

Do you want to create the node?

[yes(3)/no(2)/back(1)/quit(e)]

Adding node...
Successfully added ncde.
View the log file for more details: /opt/HP/BSM/BOE4/sap_bobj//logging/addnode_28160217_191655.1og

Press Enter to continue...

26. Type 8 to verify the list of nodes or 0 to quit.
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SAP BusinessObjects

hat deo you want to do?

Add node

Delete node

Modify node

Move node

Back up server configuration

Restore server configuration
Modify web tier configuration
List all neodes

The nodes are displayed as follows:

SAP BusinessObjects

OBR (sia)
OBR_HA (sia)

27. Type1 to quit and press Enter.
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28.

29.

30.

31.

32.

33.

SAP BusinessObjects

Are you sure you want to quit?

[yes(1)/no(@)]

Run the following commands to restart the SAP BusinessObjects servers:
sh /opt/HP/BSM/BOE4/sap_bobj/stopservers

sh /opt/HP/BSM/BOE4/sap_bobj/startservers

Go to the location cd /opt/HP/BSM/BOE4/sap_bobj/

Open the sqlanywhere_startup.sh file and change the SQLANYWHERE_SERVER to the
ServerName noted down in Step 4.

Example: SQLANYWHERE_SERVER=BI4 1449570373
change as: SQLANYWHERE_SERVER=BI4 1455628470

Similarly, open the sqlanywhere_shutdown. sh file and change the SQLANYWHERE_SERVER
to the ServerName noted down in Step 4.

Example: SQLANYWHERE_SERVER=BI4 1449570373
change as: vSQLANYWHERE_SERVER=BI4 1455628470

Copy BOS1 File Store directory from the following path to Shared Linux NFS Server location
where BOS1 and BOS2 can access to these directories:

$PMDB_HOME/ . . /BOE4/sap_bobj/data/frsinput
$PMDB_HOME/ . . /BOE4/sap_bobj/data/frsoutput

After copying the frsinput and frsoutput directories, ensure that SAP BusinessObjects user
shrboadmin has access to frsinput and frsoutput directories on the Linux NFS Server.
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34.

BOS2 using NFS File Share.

After copying the File Store to shared drive, map the shared linux drive location on both BOS1 and

Ensure that File Store is accessible from Shared linux Server by both servers seamlessly.

35.

36.

From the drop-down list select Servers.

Central Management Console

CMC Home

Events
Federation

Folders

Inboxes

Instance Manager
License Keys
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OLAP Connections
Personal Categories

e
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,j 4] Temporary Storage

@

b

< Connections

37. Select Servers List from the left pane.

Central Management Console

Servers M
A Manage ~ Actions
A
Azl P RO (FE G
g RF S ] Servr Name sate
& B Sener Groups Lt 8 08RAdaptivelobServer ® Running
| - 8 oBRAdaptiveProcessingSenver ® Running
‘ﬂ Server Groups
Tk i 8 oeR.CentralManagementserver B Running
Nod
E g = 8 0BR.Connectionserver ® Running
n; —e B oBRDastbozrdsCacheServer B uming
3 B oty Sevis B o8R.DashboardsProcessingServe B Rumring
= B e servees 8 OBR EventServer & running
-@® Dats Federation Services. || O OBR.InputFileRepository ® Running
2] ’ ]
3 & ponoton Veragerent Sey F 0BR.OutputFileRepasitory ? Running
3 o€ JR— B 0BR.WebApplicationContainerset ? Running
= \ I ] OBR.WebIntelligenceProcassingS ? Running

Enabled

® Enatled
® Enatied
@ Enabled
® Enatied
® Enatled
® Enabled
@ Enabled
® Enatied
® Enabed
® Enabled
® Enatled

Define

&7 Access Levels

= Calendars
T Events
[E User Attribute Management

Stale  Kind Host Nan Health
Job Server shrbatfin ©
Adaptive Processing S shrbatfin ©
Central Management  shrbatfin &
Connection Server  shrbatin &
Dashboards Cache Se shrbatiin ©
Dashboards Processir shrbatfin &
shrbatfin ©

File Repository Server shrbatiin ©

Event Server

File Repository Server shrbatiin ©
Adaptive Processing S shrbatiin ©
Web Intelligence Proc shrbatfin &

38. Right-click on InputFileRepository and click Properties.

39. Copy the path of Input File Store Share Drive in the following format:

File Store Directory: <NFS_File_Storage _path>/frsinput
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Manage

g Instance Manager

= Applications

@ Settings

G Sessions

& Authentication

§  License Keys

$  Promotion Management

[{F Version Management

£ Visual Difference

T Auditing

Monitoring

&% Multitenancy

& Cryptographic Keys

B8  System Confiquration Wizard

=
m};ﬁs‘:m" Operations Bridge Reporter
Welcome: Administrator | Preferences | Help v | Log OFf
Find Title =
&

PID  Description Date Modified
18886  Adaptive Job Server Dec 2, 2015 12:29 AM
18843 Adaptive Processing Server Dec 2, 2015 12:30 AM
18707 Central Management Server Dec 2, 2015 12:28 AM
18857  Connection Server Dec 2, 2015 12:29 AM
18878 Dashboards Cache Server Dec 2, 201512229 AM
18904  Dashboards Processing Server  Dec 2, 2015 12:29 AM
18894 Event Server Dec 2, 2015 12:28 AM
18899  Input File Repository Server  Dec 2, 2015 12:28 AM
18897  Qutput File Repository Server  Dec 2, 2015 12:29 AM
18915 Web Application Container Serve Dec 2, 2015 12:30 AM

18868

Log on to BOS1 CMC page using the link: https://<B0S1_Name>:8443/BOE/CMC

=
E“l;::ml’mrd Operations Bridge Reporter

prise

Welcome: Administrator | Freferences | Help~ | Log Off

Web Intelligence Processing Sen Dec 2, 2015 12:29 AM
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40.
41.
42.
43.

44,

45.
46.

47.

48.

49.

Temporary Directory: <NFS_File_Storage path>/frsinput/temp

[ ] Use Configuration Template

File Store Directory: SDefaultinputFRSDIr% »
Temporary Directory: %DefaultinputFRSDir%/temp
Maximum Idle Time (minutes): i0

Maximum Retries for File Access: 1

[ ] Restore System Defaults
[] Set Configuration Template

Click on Save and Close.

Select the InputFileRepository and right-click Restart.

Right-click on OutputFileRepository and click Properties.

Copy the path of Output File Store Share Drive in the following format:
File Store Directory: <NFS_File_Storage _path>/frsoutput
Temporary Directory: <NFS_File_Storage path>/frsoutput/temp
Click on Save and Close.

Above mentioned path changes step 37 to 44 should to be done for all Input and Output File
Repository Servers.

On BOS1, run the command su - shrboadmin.
Run the following command to stop the SQL Anywhere Database Service on BOS1:
sh $PMDB_HOME/ . ./BOE4/sap_bobj/sqlanywhere_shutdown.sh

Copy the SQLAnywhere Database files from the following path on BOS1 to the Linux NFS Server
into a different directory:

$PMDB_HOME/ . . /BOE4/sqglanywhere/database/

After copying, rename the $PMDB_HOME/ . . /BOE4/sqlanywhere/database to $PMDB_
HOME/ . ./BOE4/sqlanywhere/database_backup.

Run the following command to create a link to the database files on shared file location from the
default location on BOS1:

1n -s <Linux Shared Drive Path>/database $PMDB_
HOME/ . ./BOE4/sqlanywhere/database
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The Shared SQLAnywhere database files will be accessible on BOS2 also as the drive is already
mapped.

50. Run the following command to stop the SQL Anywhere Database Service on BOS2:
sh $PMDB_HOME/ . ./BOE4/sap_bobj/sqlanywhere_shutdown.sh

51. OnBOS2, rename the $PMDB_HOME/ . . /BOE4/sqlanywhere/database to $PMDB_
HOME/ . ./BOE4/sqlanywhere/database_backup.

52. Run the following command to create a link to the database files on shared file location from the
default location on BOS2:

1n -s <Linux Shared Drive Path>/database $PMDB
HOME/ . ./BOE4/sqlanywhere/database

53. Run the following command to start the SQL Anywhere Database Service on BOS1:
sh $PMDB_HOME/ . ./BOE4/sap_bobj/sqlanywhere_startup.sh

54. LogontoBOS2 and run the command su - shrboadmin.

55. Run the following command to stop the server:
sh /opt/HP/BSM/BOE4/sap_bobj/stopservers

56. Go to the following location:
cd /opt/HP/BSM/BOE4/sap_bobj/

57. Openthe ccm. config file and delete the OBRLAUNCH line that appears in the file.

58. Run the following command to start the server:

sh /opt/HP/BSM/BOE4/sap_bobj/startservers

On Windows

Configuring SAP BusinessObjects in high availability environment

To create BI4_Audit DSN_<ServerlNAME> connection under ODBC Data Source Administrator (64-
Bit) pointing to BOS1 SQLAnywhere Database on BOS2, follow these steps:

1. From the start menu, double-click on ODBC Data Source Administrator (64-bit).
2. Select the System DSN tab.

3. Select Bl4_Audit_DSN and click Add. The Create New Data Source window appears.
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Systwrm Dt Sourmea:

= el ——
5 o5 | [Ty -

B4_CM5_DdN b S0L Ay 16 II]
tht on  Momoesh Aoce Diver mk)

— Dt Ihoont e D oy
o agren et Mool Aocew Dever [ mobi

e o wihe Wee  Momeal Accen Diver [*mcb)

Savpes Arucoe EVR Hyve 05N G208 EAP M QDBC Dever

Sampiy 58P Hew DEN Bab  SAP Hw QDEC Dewer

Sameie SAF Impals DN Elbe  SAP bepde OOBC Deer

Samgly SAF Seedfoce DSN B8b2  SAP Sslesiorce ODBC Dever

— ARCDEC System data sounte #ares mfomatan shavt hew 14 St 1 the ndcated dars povder
1 ﬂ A Syt dath pource in visbie bo ol uven of this computer, nchuden BT senvcen
weaki]

4. Select SQL Anywhere 16 and click Finish.

Select a driver for which pou want to set up a data source.

Mame Werzion Compsz
SAP Hive ODBC Driver 2.00.06.1008 Simba
SAP Impala ODEC Driver 1.01.10.1011 Simba
SAP Salezforce ODBC Drver 1.07.24.1027 Simba
SOL Arpwhere 16 16,0000, 2213 SAPS
SOL Server B.029200.16334 Micros
UltraLite 16 16.00.00.2213 S4aF S5
Vertica 8.00.01.00 Werticg

[<] > |

5. Enter Data Source name as BI4 Audit DSN_<ServerlNAME>.
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Isolation lewel: |
["] Microsoft applications (Keys in SQLStatistics)
[T Delphi appbcations

[[] Suppeess fetch wamings

] Prawent driver nat capable emors
] Deday AutoCommit until stabement closs

Describe Cursor Behavior
) Moever ) ¥ required

6. Click Login tab, type the details as shown in the following image. You must type the changed
SQLAnywhere database password in Password. In Host, type the Serverhost name.
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[] Encrypt password

|Enmmlln a running database on ancther computer
(shrD37 shr Jocal

2638
|Bu
[B14_podn

7. Click ODBC tab. Click Test Connection to verify the connection.

The note appears. Click OK.
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ODBC Configuration for SQL Anywhere M

ODBC |Logn | Network | Advanced |

Data source name: |E|d_ﬁudn_D SN_SHRLRO37 |

Description: | |
lsolation level: [ e B
[] Microsoft appiig

[] Delphi applicat .
o Connection successful
[] Suppress fetch

[ Prevent driver

o s

Describe Cursor |
() Never ®) f required () Always

To create BI4_CMS_DSN_<ServerlNAME> connection under ODBC Data Source Administrator (64-Bit)
pointing to BOS1 SQLAnywhere Database on BOS2, follow these steps:

1. From the start menu, double-click on ODBC Data Source Administrator (64-bit).

2. Select the System DSN tab.

3. Click Add. The Create New Data Source window appears.
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[ User DS | System DN | Fie DSN | Davers | Tracing | Connecion Pookng | Abaut |
System Dats Sources:

y"‘_'_'g] A Systam daia sourcs 8 visible to 3l users of this computer, inchdng NT services,

B4bt  SOL Amywhers 12
Bl4_CMS_DSH B4bt  5GL Armywhers 12 | R |
club I2bt  Microsoft Access Detver [* mdb)
club-webi 32bt  Microsolt Access Deiver [ mab) | Corfigure |
efashion bt Microsolt Access Dever " mdb)
efashionwebi 32bt Microsoft Access Deiver (" mdb)
Sample Amazon EMR Hive D5N  64-bit SAP Hive ODBC Dnver
Samghe SAP Hive DSH E4bt  SAP Hive ODBC Driver
Sample SAP Impala DSN B4bt  SAP Impais QDBC Driver
Sample SAP Salesforce DSN B4bt SAP Salesforce ODBC Driver

An ODEC System data source stores infomation about how to connect to the indicated data provider.

4. Select SQL Anywhere 16 and click Finish.

Select a driver for which pou want to set up a data source.

M ame Werzion

SAP Hive ODBC Driver 2.00.06.1008
SAP Impala ODEC Driver 1.01.10.1011
SAP Salezsforce ODBC Drver 1.07.24.1027
SOL Arpwhers 16 16.00,00. 2213
SOL Server B.02. 9200162384
UltraLite 16 16.00.00.2213
Vertica 8.00.01.00

Compsz
Simba
Simba
Simba
SAPS
Micros
SaF S5
Werticg

> |

Finizh

Cancel

5. Enter Data Source Name as BI4_CMS_DSN_<ServerlNAME>.
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ODEC | Login | Hetwork | Advanced |

Bl4 CMS_D5N_SHRLROZT

Isation level: |
[] Micrasaht sppbeations {Keys in SOLStetistics)
[ Delphi appiications

[[] Suppress fetch wamings

[ ] Prenvent ditver not capable emom

[ ] Delay AuoCommit uniil statement closs

Describe Cursor Behavior
() Mever ® F raquirad

6. Click Login tab, and perform these steps:

a. Type the details as shown in the following image. You must type the changed SQLAnywhere
database password in Password. In Host, type the Serverhost name.

b. In Action, select Connect to a running database on another computer from the drop-down
list.
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|oDBC| Login | Network | Advanced

[[] Encrypt password

|thamm database on another computer
|shir37.shr local

|2538
ED
[e14_cms

7. Click ODBC tab. Click Test Connection to verify the connection.

The note appears, click OK.

ODBC Configuration for SQL Anywhere | 2| X |
ODBC |Logn | Network | Advanced |

Data source name: | 514 CMS_DSN_SHRLRO37 |
Descrption; | |

o Connection successful

| Test Connection

ok ][ s ][ e |

8. Inthe start menu on BOS2, type Central Configuration Manager in search. Open Central
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Configuration Manager.

Em|E @B »reon o |g ¥ 3B 036 Computer Name: [ehriro3s =] [Engien |
Display Name [version [ status | Desaipbon |
& W Publisher Service 14.1.6.1702 [} Stopped  Manages a poal af Crystal Report publshers

& server Inteligence Agent (SHR)  1.0.15.0 Rurning  Manages BusinessObjects Enterprise Servers

9. Click Add Node icon on the top @'
10. Click Next. The Add Node Wizard appears.
11. Type the following and click Next:
a. Node Name: <SIA unique name>.
Example: ServeriName_HA

b. SIA Port: 7410

c. Select Add node with default servers

MNode Name and SIA Port Configuration
Enter the new node name and Server Inteligence Agent port. @'

Node Ngme: [SHRLR036037_HA

SIAPot:  [7410

~ Select ane of the following:
" Add node with no servers
€ Add node with CMS

" Becreate node

< Back |_!_{m; I Cancel Help
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12. Select Use existing running CMS and click Next.

Sclect a CMS

Salect a CMS that wil be used to add the noda. E

Select when at least one CMS is running.

" Start a new temporary CMS

Select when cluster has no running CMSs, A tempoarary CMS will be
automatically started. Upon compbetion, it will be stopped.

< Back Nest > Cancal

13. Follow these steps:
a. New CMS Port: 7400

b. Click Specify. The Select Database Driver appears.
c. Select SQL Anywhere (ODBC).

The Select Data Source window appears.
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Add Mode Wizard t_.x_i

MHew CMS Configuration
Pleage spacty the configuration for the: nes CMS. rﬁ-t

Chaser & connesction method:

" SAP HANA datsbase (DDBC)
" SOL Server {O0EC)

" Cwncle: nigtnee driver

" DB2 retve diiver

" Sybase nstive driver
" Wy SOL crver

T M08 driver

¥ SOL Anywhere [DDEC)

14. Inthe Machine Data Source tab, select the new Data Source Name and click OK.

Add Node Wizard [ x|

Mew CMS Configuration
Pleass specfy the configurstion for the new CMS. @D

Fia Data Source hhdﬂDdaSa.me]

Bl4_Audt_DSN

BI4_Audt_DSN_SHRLRO37

Bld_CMS_DSN

|Bl4_CWMS_DSN_SHRLRO37

Sample Amazon EMR Hve .. Sample Amazon EMR Hwve DSN
Sample SAP Hve DSN Sample SAP Hve D3N

Sample SAP Impala DSN System  Sample SAP Impala DSN
Sample SAP Salesforce DSM  System  Sample SAP Salesforce DSN

A Machine Data Source is specific to this machine, and cannot be shaned.
"User” data sources are specficto a user on this machine. "System” data
sources can be used by all usars on this machine, or by & system-wide service.

o]

15. Type the Cluster Key as 1ShrAdmin and then click OK. The Add Node Wizard appears.
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Enter the duster key.

16. Inthe Add Node Wizard for New CMS Configuration, type as follows:
a. New CMS Port: 7400
b. CMS System Database Data Source Name: <Data Source Name>

Click Next.
New CMS5 Configuration

Please speciy the configuration for the new CMS.

CMS System Databiase Data Source Mame:
Fuu_cus_usn_sm

The new CMS vwill be stated the configuration
A, weckeiber. o

17. Inthe Add Node Wizard for CMS Logon, type as follows:
a. System: <BOS1 system name>
b. UserName: administrator

c. Password: <CMS password>

Click Next.
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Add Node Wizard .

CMS5 Logon
Ertesr the CMS5 logon information @9

System

a7 <]

User Mame
|admrr=ra'.:\r

Pasaword:

—

Hutherticalion

<Back | Met> | Cance Help

18. Click Finish.

Add Node Wizard -

. Confirmation

Ta create the new node with the following infomation, cick
Firish

Summary:

CMS Name: shdrD37 ~
Node Mame: SHRLRO3G037_HA

Server Intelligence Agent Port: 7410

Node Option: Create default servers

CMS Port: 7400

CMS Data Source: Bl4_CMS_DSN_SHRLRO37

Results will be stored in the log file: C.\Program Files
{xBE)\SAP BusinessObjects\SAP BusinessObjects
Enterprise X| 4.0Nogging
“addnode_20151125_004340log

< Back

The SAP BusinessObjects Cluster will be in progress as shown in the following image:
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& Central Configuration Manager -|o] x
Bl resn 33X 33 08 Computer Mame: | shrir0136 =] [Engish =]
Cizplry Name [ versen | Stats | Description |
3 ow Pubksher Service 14, N
[ server Inteligence agent (SHR) 1.0,
Resdy
19. The following message appears on successful addition of the node:
w Central Configuration Manager [=la] x |
"Blrm 1 =m |33 BRI 02O Computer Hame: [shrk03%6 =] [Engish =]
= ] Central Configuration Manager =T |
o S— it ot loinhiet it —

20.
21.
22.

23.

24.

B Server Inteligence Agent (SHR)

0 Successfully added node.

View the log file for more details: O\ Program Files (xBS)SAP
BusinessObpects\ AP BusinessObjects Enterprize Xl
4.0 begging\addnode_20151125_D04340.0ag

T oo |

Ready

In the BOS2 server, open Central Configuration Manager.
Select the newly added node, right-click and select Start.

In the start menu on BOS1 and BOS2, type Central Configuration Manager in search. Open
Central Configuration Manager.

On BOS1, select the node, right-click and select Stop. Similarly, on BOS2, select the newly
added node, right-click and select Stop.

After the SIA is stopped on both the servers, right-click on the SIA on BOS1 and the new SIA on
BOS2 and select Properties.
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|@mE@B| > =m0 0GB X @

Display Mame | Version |
B BW Publisher Service 14.1.6.1702
B Server Inteligence Agent (OBR) 1.0.15.0
a Server Inteligence Agent fSHEIRN3A _HAY
Start
Stop
Pause
Restart
Mowve
Properties
Ready

25. In Properties tab, clear the check box System Account. Type the following:
User: <user name>
Password: <password>
Confirm Password: Re-type the <password> for confirmation

where, <user name> and <password> are the Domain account user information used to log on to
Servers.

Note: You must make sure that the step is performed on both BOS1 and BOS2.
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26.

27.

28.

29.

30.

Server Intelligence Agent (SHRLRO36_HA) Properties -

Properties Dependencyl Startup ] Configuration ] Protocol ]

Server Type: |Senfer Inteligence Agent
Display Mame: |Senrer Intelligence Agent (SHRLRO36_HA)
Command: |—bcn:|t "C./Program Files (B86)"SAF BusinessOl
Startup Type: | Automatic |
Log On As
I System Account
User: IW/FLABS \clusadm =
Password: |““"“"
Confirm password: |'““""‘|

0K | Cancel Apply Help

Right-click on SIA and click Start on both BOS1 and BOS2.

Copy the BOS1 File Store directory from the path <BOE_Drive>:\Program Files (x86)\SAP
BusinessObjects\SAP BusinessObjects Enterprise XI 4.0\FileStore to the following
location in NFS, where Domain Account user of BOS1 and BOS2 has access toit:

<BOE_Drive>:\Program Files (x86)\SAP BusinessObjects\SAP BusinessObjects
Enterprise XI 4.0\FileStore

Ensure that File Store is accessible by both servers seamlessly. NFS in mapped on both BOS1
and BOS2 with the same Drive letter.

Log on to BOS1 CMC page using the link: https://<B0S1_Name>:8443/BOE/CMC
Note: For http use the link http://<B0S1_Name>:8080/BOE/CMC

From the drop-down list select Servers.
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Central Management Console

CMC Home

Events

Federation

Folders

Inboxes

Instance Manager
License Keys
Monitoring
Multitenancy

OLAP Connections
Personal Categories
Personal Folders
Profiles

Promotion Management
Query Results.
Replication Lists
Servers

Sessions

Settings

Temporary Storage
Universes

>

R e w0 i 5 A N =

GEFED

Organize

Folders

Personal Folders
Categories
Personal Categories
Users and Groups
Profiles

Inboxes

Servers

Replication Lists
Federation

Query Results
Temporary Storage

Universes

FRXDEEFPPRIEBRED

Connections.

31. Select Servers List from the left pane.

Central Management Console

Servers
a Manage ~ Actions
A
WHE S ban B g
g a R State
= B srer s 8 08RAdaptivelobServer ® rumring
-  oBR AdaptiveProcessingSarver &Runnmg
m Server Groups
5 : ,@. ] OBR.CentralManagementServer ® Running
Nod
i - = 8 0BR.Connectionserver ® rumring
‘; SR B oerDashboardsCachesener B Ruming
3 B conmecity s 8 oBR.DashboardsProcessingSene B Running
= B e servees 8 OBR EventServer ® rumring
3 8 Dato Federation services. || OBR.InputFileRepository ® Running
Y| ’ )
. B pamcionamgenert sy OBROUPUFIeRepostory B rumming
: L — B oBRWebApplcatonContainerset B uning
= | 0BRWebInteligenceProcessings ? Running

Enabled

® Enatled
@ enabled
® Enatled
® Enatied
@ Enabled
® Enatied
® Enatled
® Enabled
@ Enabled
® Enatied
® Enabed

Define

&7 Access Levels

[ Calendars

2 Events

[2 User Attribute Management

Stale  Kind
Job Server shrbatfin ©
Adaptive Processing § shrbatiin ©
Central Management  shrbatiin ©
Connection Server  shrbatin &
Dashboards Cache Se shrbatlin &
Dashboards Processir shrbatiin ©

shrbatfin ©

File Repository Server shrbatfin &

Event Server

File Repository Server shrbatlin &
Adaptive Processing S shrbatfin ©
Web Intelligence Proc shrbatlin &

32. Select the InputFileRepository and right-click on Properties.

33. Copy the path of Input File Store Share Drive.

Host Nan Health

=
HowlettPackard
Enterprise

Welcome: Administrator | Preferences |Help v | Log Off

=
Hewlett Packard
Enterprise

Operations Bridge Reporter

Qperations Bridge Reporter

Welcome: Administrator | Preferences | Help v | Log OFf

Manage

{# Instance Manager

= Applications

@) seftings

G Sessions

(& Authentication

7 License Keys

4 Promotion Management

[ Version Management

1 Visual Difference

[ Auditing

Monitoring

¢S5 Mulitenancy

% Cryptographic Keys

B8  system Confiquration Wizard
PID  Description
18886  Adaptive Job Server
18843  Adaptive Processing Server
18707  Central Management Server
18857  Connection Server
18878  Dashboards Cache Server
18904  Dashboards Processing Server
18894 Event Server
18899  Input File Repository Server
18897 Qutput File Repository Server
18915

18868

Find Title =

Date Modified

Dec 2, 2015 12:29 AM
Dec 2, 2015 12:30 AM
Dec 2, 2015 12:28 AM
Dec 2, 2015 12:29 AM
De 2, 2015 12:29 AM
Dec 2, 2015 12:29 AM
Dec 2, 2015 12:28 AM
Dec 2, 2015 12:28 AM
Dec 2, 2015 12:29 AM

Web Application Container Serve Dec 2, 2015 12:30 AM
Web Intelligence Processing Sen Dec 2, 2015 12:29 AM

For example: If the shared drive letter given as E: \ on both BOS1 and BOS2 then the path will be
E:\FileStore\Input and E:\FileStore\Input\temp
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34.
35.
36.
37.

38.
39.

40.

41.

42.

43.

44,

HPE Operations Bridge Reporter (10.20)

[ ] Use Configuration Template

File Store Directory: %DefaulﬂnputFRSDir%f »
Temporary Directory: %DefaultinputFRSDIr%,/temp
Maximum Idle Time (minutes): 10

Maximum Retries for File Access: 1

[] Restore System Defaults
[] Set Configuration Template

Click on Save and Close.

Select the InputFileRepository and right-click Restart.

Select the OutputFileRepository and right-click on Properties.
Copy the path of Output File Store Share Drive.

Click on Save and Close.

Select the OutputFileRepository and right-click Restart.

Above mentioned path changes step 31 to 39 should to be done for all Input and Output File
Repository Servers.

From the Run window, type services.msc. The Services window appears.

On BOSH1, right-click on the SQL Anywhere for SAP Business Intelligence service and click
Stop.

Copy the SQLAnywhere Database files from the following path on BOS1 to the NFS location:

<BO Install Drive>:\Program Files (x86)\SAP
BusinessObjects\sqlanywhere\database

You must make sure that mapped network Shared drive is accessible with complete access
permissions for the Domain user.

Paste the copied SQLAnywhere Database files to the NFS location as a backup to the following
path:

<BO Install Drive>:\Program Files (x86)\SAP
BusinessObjects\sqlanywhere\databasebackup

Delete the SQLAnywhere service by running the following command:
dbsvc -d SQLAnywhereForBI

Restart the system after deleting the SQLAnywhere service.
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45. Run the following command to recreate the SQLAW Service from shared network drive:

dbsvc -a "<Windows Domain name>\<Domain Account User Name>" -p <Windows Domain
Account Password> -s auto -t network -sn "SQL Anywhere for SAP Business
Intelligence” -sd "Provides the CMS repository and auditing database for SAP
Business Intelligence" -w SQLAnywhereForBI "<BO Installed Drive>:\Program Files
(x86)\SAP BusinessObjects\sqlanywhere\BIN64\dbsrvl6.exe" -n BI4 -x tcpip
(PORT=2638;DoBroadcast=NO;BroadcastListener=N0) "\\<Shared drive Host name or
file server name>\<Drive Name Eg: E:, F:>$\<Path where SQLAW Database file were
copied>\database\BI4_CMS.db" "\\<Shared drive Host name or file server
name>\<Drive Name Eg: E:, F:>$\<Path where SQLAW Database file were
copied>\database\BI4_Audit.db" -o <Path where Log has to be created Note: all
the directories mentioned in the path need to be present>\SQLAW.log

For Example: dbsvc -a "obr\clusadm"” -p clusl23 -s auto -t network -sn "SQL
Anywhere for SAP Business Intelligence" -sd "Provides the CMS repository and
auditing database for SAP Business Intelligence" -w SQLAnywhereForBI
"C:\Program Files (x86)\SAP BusinessObjects\sqlanywhere\bin64\dbsrv16.exe" -n
BI4 -x tcpip(PORT=2638;DoBroadcast=NO;BroadcastListener=N0O)
"\\boshare.obr.com\c$\BODATA\database\BI4 CMS.db"
"\\boshare.obr.com\c$\BODATA\database\BI4 Audit.db" -o C:\SQLAW.log

46. From the Run window, type services.msc. The Services window appears. Perform these steps:

a. Right-click on the SQL Anywhere for SAP Business Intelligence service and click
Properties. The SQL Anywhere for SAP Business Intelligence Properties window
appears.

b. In General tab, select Manual in Startup type.
c. Click Apply.

d. Make sure that the service status is Stopped.

47. OnBOS2, from the Run window, type services.msc. Right-click on the SQL Anywhere for
SAP Business Intelligence service and click Stop.

48. Delete the SQLAnywhere service by running the following command:
dbsvc -d SQLAnywhereForBI
Restart the system after deleting the SQLAnywhere service.

49. Run the following command to recreate the SQLAW Service from shared network drive:
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50.

51.

dbsvc -a "<Windows Domain name>\<Domain Account User Name>" -p <Windows Domain
Account Password> -s auto -t network -sn "SQL Anywhere for SAP Business
Intelligence" -sd "Provides the CMS repository and auditing database for SAP
Business Intelligence" -w SQLAnywhereForBI "<BO Installed Drive>:\Program Files
(x86)\SAP BusinessObjects\sqlanywhere\BIN64\dbsrvl6.exe" -n BI4 -x tcpip
(PORT=2638;DoBroadcast=NO;BroadcastListener=N0O) "\\<Shared drive Host name or
file server name>\<Drive Name Eg: E:, F:>$\<Path where SQLAW Database file were
copied>\database\BI4_CMS.db" "\\<Shared drive Host name or file server
name>\<Drive Name Eg: E:, F:>$\<Path where SQLAW Database file were
copied>\database\BI4 Audit.db" -o <Path where log has to be created Note: all
the directories mentioned in the path need to be present>\SQLAW.log

On BOS2, from the Run window, type services.msc. The Services window appears. Perform
these steps:

a. Right-click onthe SQL Anywhere for SAP Business Intelligence service and click
Properties. The SQL Anywhere for SAP Business Intelligence Properties window
appears.

b. In General tab, select Manual in Startup type.
c. Click Apply.
d. Make sure that the service status is Stopped.

On BOS1, from the Run window, type services.msc. The Services window appears.

52. Right-click on the SQL Anywhere for SAP Business Intelligence service and click Start.
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On a SAP BusinessObjects installed server the Server Intelligence Agent (SIA) service will have
dependency on SQLAnywhere service. The dependency between these two services has to be
removed because SQLAW is monitored by Veritas in a cluster environment and SIA is a part of SAP
BusinessObjects clustering.

This chapter helps you to remove the dependency between SAP BusinessObjects SQLAW and SIA
Services.

On Linux

Perform the following steps on both BOS1 and BOS2 servers:

1. Gotothelocation /etc/init.d/ and edit the SAPBOBJEnterpriseX14@ file.
2. Comment the commands in the SAPBOBJEnterpriseXI40 script as follows:
# if [ -f "$BOBJEDIR"/sqlanywhere_startup.sh ]; then
# $SU - "$BOBJEUSERNAME" -c "$BOBJEDIR"/sglanywhere_startup.sh
# logger -p daemon.info -t bobj "Started SQL Anywhere"
# fi
# if [ -f "$BOBIEDIR"/sqlanywhere_shutdown.sh ]; then
# $SU - "$BOBJEUSERNAME" -c "$BOBJEDIR"/sqlanywhere_shutdown.sh
# logger -p daemon.info -t bobj "Stopped SQL Anywhere"
# fi

Note: The above command appears twice in the script. Make sure to comment both the
entries.

On Windows

Perform the following steps on both BOS1 and BOS2 servers:
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1. From the Start, type Central Configuration Manager in Search. Open the Central Configuration
Manager.

2. Right-click Server Intelligence Agent (OBR) and click Stop. Wait till SIA is stopped.

{28 Central Configuration Manager \;‘i-

& u Ll =) 8 & & |3 Computer Mame: | SHRWINMART j |English j
Display Mame | ersion | Skatus | Description |
B B'W Publisher Service 14.1.6.1702 ﬁ Stopped  Manages a pool of Crystal Repart publishers

i i = Running  Manages BusinessObjects Enterprise Servers
Start
| Stop |
Pause
Restart
P owve
Properties

Readly

3. Right-click Server Intelligence Agent (OBR) and click Properties. The Server Intelligence
Agent (OBR) Properties page appears.

4. Click on Dependency tab.
5. Click on SQLAnywhere for SAP Business Intelligence and click Remove.

Server Intelligence Agent (OBER) Properties -

Properties  Dependency lStartupl Eonfiguratinn] Protocol]

@ Remote Procedure Call [(RPC)
SOL Anywhere for SAP Buzsiness Inteligence

@ Windows Ewvent Log

6. Click OK.
7. Right-click Server Intelligence Agent (OBR) and click Start.
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This section provides information on Configuring Veritas.
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This chapter helps you to configure Veritas cluster that includes the following steps:

« Update system details with configuration script

« Execute the configuration script for Resource groups for HA

« Verify the Veritas configuration

You must complete the steps mentioned in the Chapter 8: Copying the Platform Data to Shared Disk

before you move ahead with configuring Veritas.

On Linux

Update the System Details in Configuration Script

Follow these steps to update the system details in the configuration script on OBRS1 and BOS1:

1. Go to the following location:

$PMDB_HOME/HA/Veritas/Linux/SetupScripts/

2. Openthe OBR_1linux_vcsconfigure.pl file.

3. Edit the values as follows from the primary server:

Parameters
$DG_GROUP
SFILESYSTEM

$LOGICAL_VOLUME_
ON_SHARED_DISK

HPE Operations Bridge Reporter (10.20)

Description
Name of the veritas disk group

The file system type of the shared storage. Use vxfs for
veritas and Ilvm if it is native

Name of Linux LVM logical volume.

Note: Not required if SMETHOD is cvm.

On
Server

OBRS1
OBRS1

OBRS1
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SMETHOD Volume manager name (lvm or cvm). Use 'cvm' for veritas = OBRS1
and 'lvm' for native support.

SMOUNT _POINT_ Block device mount point. Eg, For LVM, OBRS1
FOR_OBR_SHARE /dev/test/1voll and for veritas
/dev/vx/dsk/<veritas_group_name>/<veritas_
volume_name>

SNETMASK_FOR _ The subnet mask for the ‘virtual’ IP address. OBRS1,
VIRTUAL IP_ BOS1
ADDRESS FOR _
OBR
SNETWORK _ Name of the NIC device associated with the IP address OBRS1,
INTERFACE obtained by using the ifconfig command. For example, BOS1
ethO or eth1
$NODE1 The physical host name of the primary node. OBRS1,
BOS1
$SNODE1_IP_ The physical IP address of the primary node. OBRSH,
ADDRESS BOS1
$SNODE2 The physical host name of the secondary node. OBRSH,
BOS1
SNODE2_IP_ The physical IP address of the secondary node. OBRSH1,
ADDRESS BOS1
$OBRmount The folder where the shared disk is mounted. OBRS1
SVIRTUAL_IP_ The virtual IP address. OBRS1,
ADDRESS_FOR _ BOS1
OBR
$VOLUME Name of the veritas volume. OBRS1
$VOLUME_GROUP_ | Volume group containing logical volume for Logical OBRS1

ON_SHARED_DISK | Volume Manager (LVM) type.

| Note: Not required if $SMETHOD is cvm.

Execute Configuration Script to Create Cluster Resource
Group

Perform the following steps:
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1.

Run the following command and make sure that all required services are stopped and startup
mode are manual in OBRS1, OBRS2, BOS1 and BOS2:

On RHEL 6.x/SUSE Linux Enterprise Server 11 - chkconfig --1list

On RHEL 7.x:

systemctl list-units --type service - This command lists the services.
systemctl list-unit-files - This command displays if the services are enabled or disabled.
The required services are as follows:

HPE_PMDB_Platform_Administrator

HPE_PMDB_Platform_Collection

HPE_PMDB_Platform DB_Logger

HPE_PMDB_Platform_IA

HPE_PMDB_Platform IM

HPE_PMDB_Platform_NRT_ETL

HPE_PMDB_Platform_PostgreSQL

HPE_PMDB_Platform_Orchestration

Trendtimer

SAPBOBJEnterprisexXI4o

Make sure that Shared disk is mounted in OBRS1.

Set the VCS_HOME environment variable in both the servers.

For Example: VCS_HOME=/opt/VRTSvcs

Go to the location /etc/1vm and open the 1vm. conf file in editor and set the locking type
parameter as zero.

Ensure that the cluster software is running. To verify, run the following command on OBRS1,
OBRS2, BOS1 and BOS2:

hastatus -sum
The output should display Running.
On OBRS1, run the command to create the Cluster Resource Group:

/opt/0V/non0OV/perl/a/bin/perl $PMDB_HOME/HA/Veritas/Linux/SetupScripts/OBR

linux_vcsconfigure.pl
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Verifying Configuration
To verify, run the following command on both the nodes:
hastatus -sum

« The System State should be RUNNING for both nodes.
« The Resource Group state should be ONLINE for one of the server and others should be OFFLINE.

On Windows

Update the System Details in Configuration Script

Follow these steps to update the system details in the configuration script on OBRS1 and BOS1:

1. Goto the following location:
%PMDB_HOME%\HA\Veritas\Windows\SetupScripts\

2. Openthe OBR_win_vcsconfigure.plfile.

3. Edit the values as follows from the primary server:

On
Server
Parameters Description
$SNODE1 The physical host name of the primary node. OBRSH,
BOS1
SNODE1_IP_ The physical IP address of the primary node. OBRSH1,
ADDRESS BOS1
$NODE2 The physical host name of the secondary node. OBRS1,
BOS1
$SNODE2_IP_ The physical IP address of the secondary node. OBRSH,
ADDRESS BOS1
SVIRTUAL_IP_ The virtual IP address. OBRS1,
ADDRESS_FOR _ BOS1

OBR
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$NETMASK_FOR_

VIRTUAL_IP_

ADDRESS_FOR_

OBR
SNETWORK_
INTERFACE
SUNAME

$PWD

$DOMAIN

$MOUNT_POINT_
FOR_OBR_SHARE

$FILESYSTEM

$SIG_OBR_SHARE

$DG_GROUP_NAME

$DG_VOLUME_
NAME

$DG_GUID

HPE Operations Bridge Reporter (10.20)

The subnet mask for the ‘virtual’ IP address.

Name of the NIC device associated with the IP address
obtained by using the ifconfig command. For example,
ethO or eth1

Username for starting cluster. This is a optional parameter.

Password for cluster. This is a optional parameter.

The domain for cluster. Without FQDN

Block device mount point. Eg, For LVM,
/dev/test/1voll and for veritas
/dev/vx/dsk/<veritas_group_name>/<veritas_
volume_name>

The file system type of the shared storage. Use vxfs for
veritas and Ivm if it is native.

The Disk Signature of the shared drive obtained in
DriveInfo.txt file by running the command havol -
getdrive.

The DiskGroup Name of the disk group obtained in
VMDriveInfo.txt file by running the command
VMGetDrive.

Note: This parameter is only in case of Dynamic
Group.

The Volume Name of the disk group obtained in
VMDriveInfo.txt file by running the command
VMGetDrive.

Note: This parameter is only in case of Dynamic
Group.

The DiskGroup GUID of the disk group obtained in
VMDriveInfo.txt file by running the command
VMGetDrive.

I Note: This parameter is only in case of Dynamic

OBRS1,
BOS1

OBRS1,
BOS1

OBRS1,

BOS1

OBRS1,
BOS1

OBRS1,
BOS1

OBRS1

OBRS1

OBRS1

OBRS1

OBRS1

OBRS1
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Group.

$SDYNAMIC_GROUP  Add true for Dynamic Group cluster or false for basic OBRS1
disk group.

Execute Configuration Script o Create Cluster Resource

Group

Perform the following steps:

1.

On the OBRS1, OBRS2, BOS1 and BOS2 servers, in Run window, type services.msc. The
Services window appears.

The command output lists all the HPE OBR services as follows:
HPE_PMDB_Platform_Administrator

HPE_PMDB_Platform _Collection

HPE_PMDB_Platform DB_Logger

HPE_PMDB_Platform_IA

HPE_PMDB_Platform IM

HPE_PMDB_Platform NRT ETL
HPE_PMDB_Platform_PostgreSQL
HPE_PMDB_Platform_Orchestration

The command output lists the SAP BusinessObijects service as follows:
SAPBOBJEnterprisexXI4o

Server Intelligence Agent (OBR)

Business Objects Webserver

SQLAnywhere for SAP Business Intelligence

Make sure that all required services are stopped and Startup mode is Manual.

2. Make sure that Shared disk is mounted in OBRS1.

3. Set the VCS_HOME environment variable in both the servers.

4. Ensure that the cluster software is running. To verify, run the following command on OBRS1,
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OBRS2, BOS1 and BOS2:
hastatus -sum
The output should display Running.
5. Runthe command to create the Cluster Resource Group:

perl %PMDB_HOME%\HA\Veritas\Windows\SetupScripts\OBR_win_vcsconfigure.pl

Verifying Configuration

To verify, run the following command on both the nodes:

hastatus -sum

« The System State should be RUNNING for both nodes.
« The Resource Group state should be ONLINE for one of the server and others should be OFFLINE.
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Availability

This section provides information on Post-Configuring HPE OBR High Availability .
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Perform the post-installation data source configuration steps. See Post-Install Configuration chapter in
HPE Operations Bridge Reporter Configuration Guide for the steps.

Note: If you are configuring for NNMi on the HPE OBR server, you have to perform the
configuration on both OBRS1 and OBRS2. For steps, see Configuring HPE OBR with Network
Node Manager i (NNMi) Task 2: On the HPE OBR system section in HPE Operations Bridge
Reporter Configuration Guide

HPE Operations Bridge Reporter (10.20) Page 111 of 140



Chapter 18: Updating the SQL DSN changes

This chapter helps you to update the SQL DSN changes in a high availability environment.

On Linux

To update the SQL DSN connection under ODBC Data Source Administrator for BI4_CMS_DSN, BI4_
Audit_DSNon BOS1and BI4_CMS_DSN_<BOSINAME>, BI4 Audit DSN_<BOS1NAME>on BOS2, follow
these steps on BOS1 and BOS2:

1. OnBOSH1, gotothelocation /opt/HP/BSM/BOE4/sap_bobj/enterprise xi4e/.
2. Openthe odbc.ini file.

[ODBC Data Sources]
BI4_CMS_DSN_1455628478=SQLAnywhere 12.0
BI4_Audit_DSN_145562847@=S5QLAnywhere 12.8

[BI4_CMS_DSN_145562847@]
UID=dba
DatabaseName=BI4_CMS
ServerName=BI4_145562847@
Host=localhost:2638

Driver=/opt/HP/BSM/BOE4/sqlanywhere/lib64/libdbodbcl2.so

[BI4_Audit_DSN_145562847@]

UID=dba

DatabaseName=BI4_Audit

ServerName=BI4_145562847@

Host=localhost:2638
Driver=/opt/HP/B5M/BOE4/sqlanywhere/lib64/1libdbodbcl2.so

3. InHost, replace the localhost with <BOS1 virtual host name> and copy ODBC data sources

information.

4. OnBOS2, gotothe location /opt/HP/BSM/BOE4/sap_bobj/enterprise xi40/odbc.ini

5. Paste the ODBC data sources information copied from BOS1 after the ODBC data source CMC
and Audit details of BOS2 system.
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On Windows

To update the SQL DSN connection under ODBC Data Source Administrator (64-Bit) for BI4_CMS_DSN,
BI4 Audit_DSNonBOS1and BI4_CMS_DSN_<BOSINAME>, BI4 Audit_DSN_<BOSINAME> on BOS2,
follow these steps on BOS1 and BOS2 respectively:

1. From the start menu, double-click on ODBC Data Source Administrator (64-bit).

2. Select the System DSN tab.

3. Select Bl4_Audit_DSN and click Configure.
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The ODBC Configuration for SQL Anywhere window appears.
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ODEC | Loagin I Metwork I Advanced

Data gource name: EI

Descriphion: | |

lzolation level: | |

[ Microsoft applications [Keys in SALStatistics]
] Delphi applications

[ 5uppress fetch warnings

[] Prevent driver not capable enors

[] Delay AutoCommit until statement close

Degcribe Cursor Behavior
() Mever (®) |f required ) dlhways

Test Connection

| 0K | | Cancel | | Help |

4. Click Login tab, type the details as shown in the following image. You must type the changed
SQLAnywhere database password in Password. In Host, replace the Host name with the virtual
host name of BOS1.
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[] Encrypt password

|Enmmlln a running database on ancther computer
(shrD37 shr Jocal

2638
|Bu
[B14_podn

5. Click ODBC tab. Click Test Connection to verify the connection.

The note appears. Click OK.
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ODBC Configuration for SQL Anywhere | 2 [ X |

ODEC | Logn | Network | Advanced |

Data source name: [Bi4_Audt_DSN_SHRLRO37 |

Description: | |

6. On OBRS1, go to the location %PMDB_HOME%\data and copy the config.prp file. On OBRS2, go
to the location %PMDB_HOME?%\data and paste the copied config.prp file.

For distributed SAP BusinessObjects setup, perform the this step on BOS1 and BOS2.
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This chapter helps you to change the SAP BusinessObjects cluster name and update the config.prp
file with the changed cluster name in a high availability environment.

On Linux

Perform the following steps:

1. OnBOS2, stop the SQLAnywhere service. Start the SQLAnywhere service on BOS1.
2. OnBOSH1, run the following commands:
a. su - shrboadmin
b. cd $BOBJEDIR
c. sh stopservers
Wait for the server to stop.
d. sh cmsdbsetup.sh

3. Type the Node name as OBR and press Enter.

SAP BusinessObjects

Specify the name of the node.
This node must have at least one local CMS.

[quit(e)]

4. Type 3 to change the cluster name and press Enter.
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5. Type a Cluster name and press Enter.

Specify the new cluster name.

[back(l)/quit(@)]

[ ISHRLINUXCLUSTER

The message Cluster name change was successful appears.
6. Perform the following steps to verify the changed cluster name:

a. Runthe command sh cmdbsetup.sh.

b. Type the Node name as OBR and press Enter.

c. The Current cluster name must display the new cluster name.

SAP BusinessObjects

Current CMS Data Source: BI4 CMS_DSN_1454327027

Current cluster name: SHRLINUXCLUSTER

Current cluster key: [[8t2h5Ff7UfnlE2]bhkbRNUg] ]

7. Type 0 to quit and press Enter to confirm.
8. OnBOS1, log on as root.

9. Gotothe location $PMDB_HOME/BOWebServer/webapps/BOE/WEB-INF/config/default and copy
all .properties file.

10. Paste the copied . properties to the location $PMDB_HOME /BOWebServer/webapps/BOE/WEB-
INF/config/custom.

11. Perform the steps 7, 8 and 9 on BOS2.

12. OnBOS1 and BOS2, edit the cms .default parameter value with @<Cluster Name> in all of the
following files:

where, <Cluster Name> is the Cluster name given in Configuration tab of SIA.
$PMDB_HOME /BOWebServer/webapps/BOE/WEB-INF/config/custom/CmcApp.properties

$PMDB_HOME /BOWebServer/webapps/BOE/WEB-INF/config/custom/BIlaunchpad.properties

HPE Operations Bridge Reporter (10.20) Page 118 of 140



High Availability Guide
Chapter 19: Changing SAP BusinessObjects Cluster Name

$PMDB_HOME /BOWebServer/webapps/BOE/WEB-

INF/config/custom/OpenDocument.properties

For example: If the Cluster Name is SHRCLUSTER then the parameter value in the above
mentioned files must be edited as follows

cms . default=@SHRCLUSTER

13. OnBOS1 and BOS2, go to the location $PMDB_HOME\data\config.prp and edit the bo. cms
paramenter value with @<Cluster Name>.

where, <Cluster Name> is the Cluster name given in Configuration tab of SIA.

14. OnBOS1 and BOS2, inthe config.prp file, add a new parameter bo.webserver above bo.cms
parameter and specify <BO Virtual Host Name> as value.

15. OnBOS1, run the following commands to start the SIA:
a. su - shrboadmin
b. cd $BOBJEDIR

c. sh startservers

On Windows

Perform the following steps:

1. OnBOSH1, from the Start, type Central Configuration Manager in Search. Open the Central
Configuration Manager.

2. Right-click Server Intelligence Agent (OBR) and click Stop. Wait till SIA is stopped.

o Central Configuration Manager \;‘i-
| el [

& u Ll =) & & & |3 Computer Mame: | SHRWINMART j |English j
Display Mame | Wersion | Status | Description |
B Bw Publisher Service 14.1.6.1702 ﬁ Stopped  Manages a pool of Crystal Report publishers
[E]lzerver Inteligence Agent inee MBI % Running  Manages BusinessObjects Enterprise Servers

Start
Pause
Restart
Fowve
Properties

Ready

HPE Operations Bridge Reporter (10.20) Page 119 of 140



High Availability Guide

Chapter 19: Changing SAP BusinessObjects Cluster Name

3. Right-click Server Intelligence Agent (OBR) and click Properties. The Server Intelligence

Agent (OBR) Properties page appears.

4. Click Configuration Tab. Select Change Cluster Name check-box and type a Cluster Name as

shown in the following image:

Server Intelligence Agent (OBR) Properties

Properties ] Dependency ] Startup  Configuration ] Protocol ]
Server Inteligence Agent Command Line Options

Port Mumber:
[6410

CMS System Database Corfiguration

CMS belongs to cluster "SHRWINART:6400".

[BI4_CMS_DSN Specify...

[v Change Cluster Mame to |SHRCLUSTER|

CMS Cluster Key Configuration

|[[8chH?LIntE2.thkbRNUg]] Change...

QK | Cancel Apphy

Help

5. Click Apply.

The message CMS belongs to cluster "<CLuster Name>" appears.
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Server Intelligence Agent (OBR) Properties -

Properties ] Dependenu:::.r] Statup  Configuration ] Protocol ]
Server Inteligence Agent Command Line Options

Port Number:

k210

CMS System Database Configuration

|BI4_CMS_DSN Specify...
CMS belongs to cluster "SHRCLUSTER",

[w Change Cluster Name to |SHRCLUSTER
CMS Cluster Key Configuration

[[[Bt2h 5 7UfnIE2Jbhkb RNUG]] Change...

QK | Cancel Help

6. Click OK.

7. OnBOS1 and BOS2, go to the location %PMDB_HOME?%\BOWebServer\webapps \BOE \WEB-
INF\config\default and copy all . properties file.

8. OnBOS1and BOS2, paste the copied . properties to the location %PMDB_
HOME?%\BOWebServer\webapps\BOE\WEB-INF\config\custom.

9. OnBOS1and BOS2, edit the cms.default parameter value with @<Cluster Name> in all of the
following files:

where, <Cluster Name> is the Cluster name given in Configuration tab of SIA.
%PMDB_HOME%\BOWebServer\webapps\BOE\WEB-INF\config\custom\CmcApp.properties

%PMDB_HOME?%\BOWebServer\webapps\BOE\WEB-
INF\config\custom\BIlaunchpad.properties

%PMDB_HOME%\BOWebServer\webapps\BOE\WEB-

INF\config\custom\OpenDocument.properties

For example: If the Cluster Name is SHRCLUSTER then the parameter value in the above
mentioned files must be edited as follows:

cms . default=@SHRCLUSTER

HPE Operations Bridge Reporter (10.20) Page 121 of 140



High Availability Guide
Chapter 19: Changing SAP BusinessObjects Cluster Name

10. OnBOS1 and BOS2, go to the location %PMDB_HOME%\data\config.prp and edit the bo.cms
paramenter value with @<Cluster Name>.

where, <Cluster Name> is the Cluster name given in Configuration tab of SIA.

11. OnBOS1and BOS2, in the config.prp file, add a new parameter bo.webserver above bo. cms
parameter and specify <BO Virtual Host Name> as value.

12. OnBOS1, right-click Server Intelligence Agent (OBR) and click Start.
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Availability

To validate whether HPE Operations Bridge Reporter resource groups are created properly on both the

nodes:

Tip: To monitor, view and debug the cluster state using the VCS Java-based graphical user
interface, install the Java Console on a Windows system.

1. Gotothe Cluster software Administration Java Console on the HPE Operations Bridge Reporter
setup.

2. Logon to one of the nodes and see if all the services under HPE Operations Bridge Reporter
Resource_Group are online.

Note: If the services do not start automatically then do probe the services and clear faults in
resource group. If the issue still exists, start IP/Mount resources manually.

File Edit Wew Tools Help

1" iwfym01491 - Cluster Explorer : clusadm ( Cluster Administrator )

b R & BB FOO 7 B0 wdE & @

EET I

o wfvm01491
E& SHR._Resource_Group

SHR_AdminUI_Service

£y SHR_BO_Agent_Service

£y SHR_BO_SQLAW Service
% SHR_BO_Tomcat_Service
gy SHR_IM_Service

% SHR._Logger_Service
SHR_Message_Broker _Service
% SHR._Postgres_Service

% SHR_TrendTimer_Service

Statusl =] Propertiesl

% Status ¥iew: Process in SHR_Resource_Group group

@ Status of Resources of Type "Process” in Group "SHR_Resource_Group™

Resource Name
SHR_AdminUI_Service
SHR_BO_Agent_Service
SHR_BO_SOLAW _Service
SHR_BO_Taomcak_Service
SHR_IM_Service
SHR._Logger_Service
SHR_Message_Broker _Service
SHR._Postgres_Service

oYt oMl H U Y Y-

SHR_TrendTimer _Service

State

Online on IWEYMO1383
Online on IWEYMO1383
Online on IWEYMO1383
Online on IWEYMO1383
Online on IWEYMO1383
Cnline on IWEYMO1383
Online on IWEYMO1383
Online on IWEYMO1383
Online on IWEYMO1383

Process
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3. Gotothe Cluster software Administration Java Console on the Vertica setup.

4. Logon to one of the nodes and see if all the services under HPE Operations Bridge Reporter_
Resource_Group are online.

Verifying Veritas Configuration

To verify, run the following command on both the nodes:

hastatus -sum

« The System State should be RUNNING for both nodes.
« The Resource Group state should be ONLINE for one of the server and other should be OFFLINE.
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Part VIII: Appendix

This section provides you with additional information relevant to HPE Operations Bridge Reporter.
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Appendix A: Connecting Remote Collector to
OBR's High Availability setup
You can add Remote collector for High Availability anytime after configuring High Availability for HPE

OBR.

Install the HPE OBR Remote collector on a separate server. For instructions on installing HPE OBR
Remote collector, see HPE Operations Bridge Reporter Interactive Installation Guide.

Configure the Remote collector. For instructions to configure the Remote collector, see HPE
Operations Bridge Reporter Configuration Guide.

After configuring the Remote collector, follow these steps:

1. Logonto OBRS1 using logical hostname and run the following command:
ovconfchg -edit
2. Copy the last three lines from the output of the above command.
Example:
[sec.core.auth]
MANAGER=<ManagerName >
MANAGER_ID=<ManagerID>
where, <ManagerName> is the OBRS1 system name and <ManagerID> is the system ID.
3. Log on to the Remote collector server and run the following commands:
ovconfchg -ns sec.core.auth -set MANAGER_ID <ManagerID>
ovconfchg -ns sec.core.auth -set MANAGER <ManagerName>
4. In Remote collector server, run the following command to request for certificate:
ovcert -certreq
5. In Remote collector server, copy the latest request id.
The request id is the time stamp certificate requested from Remote collector server.
6. In OBRS1 server, run the following command to list the certificates:
ovcm -listpending -1

7. In OBRSH1 server, run the following command to approve request id:
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ovcm -grantReg <request ID>

where, <request ID> is the time stamp certificate requested and copied from Remote collector
server.
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Appendix B: Deploying Content Packs when
HPE Operations Bridge Reporter is Running

Follow these steps to deploy the Content Packs if HPE Operations Bridge Reporter is already running:

1. Openha_config.prp from the %PMDB_HOME%\HA\common\config\ folder.
2. Remove ‘# from the #maintenance mode=true parameter.

3. Save the file and exit.
4

Deploy the Content Packs from the Deployment Manager page in the Administration Console. For
more information, see Selecting and Installing the Content Packs of the HP Operations Bridge
Reporter Configuration Guide.

5. After you deploy the Content Packs, open ha_config.prp.
6. Add ‘# tothe maintenance mode=true parameter.

7. Save the file and exit.
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Appendix C: Changing the Startup Type of the
Services

Follow these steps to change the startup type of the services to manual:

1. Onthe HPE Operations Bridge Reporter system, click Start > Run. The Run dialog box opens.
2. Inthe Open field, type services.msc. The Services window opens.

3. Onthe right pane, right-click the service which you want to start manually, and then click
Properties.

4. Underthe General tab, from the Startup type drop-down list, select Manual.
5. Click OK.

6. Close the Services window.
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Appendix D: Upgrade OBR in High Availability

environment

If you have installed the previous version of HPE Operations Bridge Reporter in a high availability

environment using cluster software program, ensure that the following prerequisites are met to perform

the upgrade.

The node where you plan to install the recent version of HPE Operations Bridge Reporter must be an

active node with access to shared storage.

directly to the latest version.

Terminologies Used

HPE OBR Components

HPE OBR Server 1

HPE OBR Server 2

SAP BusinessObjects Server 1
SAP BusinessObjects Server 2
Network File System

Vertica Server 1

Vertica Server 2

Vertica Server 3

Prerequisites

Nodes
Primary Node
Secondary Node
SAP BusinessObjects Installed
Cluster Node 2
Network File System
Vertica Installed Node 1
Cluster Node 2

Cluster Node 3

Before you upgrade OBR, complete the following tasks:

HPE Operations Bridge Reporter (10.20)

Note: You can upgrade to the this version of HPE Operations Bridge Reporter from the OBR 10.0x
version only. You cannot upgrade any other older versions of HPE Operations Bridge Reporter

You must upgrade HPE Operations Bridge Reporter on the primary node and then perform upgrade
on the secondary node. Do not perform parallel upgrade.

Terms Used
OBRS1
OBRS2
BOS1
BOS2
NFS
VS1
VS2
VS3
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1. Take a backup of the complete OBR setup to prevent any data loss.

For more information, see “Database Backup and Recovery”in the HPEOperations Bridge
Reporter Disaster Recovery Guide.

2. Copy the following files to another location:
/etc/VRTSvcs/conf/config/main.cf

$PMDB_HOME/HA/Veritas/Linux/SetupScripts/OBR_linux_vcsconfigure.pl

OBR and SAP BusinessObjects Servers Upgrade

Follow these steps to upgrade the OBRS1, OBRS2, BOS1 and BOS2 servers in High Availability
setup:

Note: To upgrade High Availability setup, make sure to log on to the servers using the Physical IP
Address only.

Perform all the pre-requisites mentioned in the HPE Operations Bridge Reporter Interactive Installation
Guide on OBRS1, OBRS2, BOS1 and BOS2 servers.

Primary Servers - OBRS1 and BOS1
1. On OBRS1 and BOS1 servers, go to the location $PMDB_HOME /HA/ common/config and open the
ha_config.prp file.
2. Remove # from the #maintenance mode=true parameter.

3. OnBOS1 server, go to the location /opt/HP/BSM/BOE4/sap_bobj/enterprise_xi40 and open
the odbc. ini file.

4. Edit the Host parameter with the BOS1 Physical Server Hostname.

5. On OBRS1 and BOS1 servers, run the OBR installer and complete the upgrade. For upgrade
steps, see HPE Operations Bridge Reporter Interactive Installation Guide.

6. On OBRS1 and BOS1 servers, go to the location $PMDB_HOME /HA/ common/config and open the
ha_config.prp file.

7. Add #tothe #maintenance mode=true parameter.

8. OnBOS1 server, go to the location /opt/HP/BSM/BOE4/sap_bobj/enterprise_xi4@ and open
the odbc. ini file. Edit the Host parameter with the BOS1 Virtual Hostname.

Secondary Servers - OBRS2 and BOS2
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1.

10.

11.

Run the following commands to switch resources to OBRS2 and BOS2 Server:

hastop -all -force

hastart

Switch resources to OBRS2 and BOS2 servers from the Interactive Veritas Java Console.
Run the following command on OBRS2 and BOS2 servers to verify all the services are running:
hastatus -sum

On OBRS2 and BOS2 servers, go to the location $PMDB_HOME /HA/common/config and open the
ha_config.prp file.

Remove # from the #maintenance mode=true parameter.

On BOS2 server, go to the location /opt/HP/BSM/BOE4/sap_bobj/enterprise_xi40 and open
the odbc.ini file.

Edit the Host parameter with the BOS2 Physical Server Hostname.

On OBRS2 and BOS2 servers, run the OBR installer and complete the upgrade. For upgrade
steps, see HPE Operations Bridge Reporter Interactive Installation Guide.

On OBRS2 and BOS2 servers, go to the location $PMDB_HOME /HA/common/config and open the
ha_config.prpfile.

Add # to the #maintenance mode=true parameter.

On BOS2 server, go to the location /opt/HP/BSM/BOE4/sap_bobj/enterprise xi40 and open
the odbc. ini file. Edit the Host parameter with the Virtual Hostname.

Update the System Details in Configuration Script

Follow these steps to update the system details in the configuration script on OBRS1 and BOS1:

1.

2.
3.

HPE Operations Bridge Reporter (10.20)

Go to the following location:
$PMDB_HOME/HA/Veritas/Linux/SetupScripts/
Open the OBR_1linux_vcsconfigure.pl file.

Edit the values as follows from the primary server:

On
Server

Parameters Description
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$DG_GROUP
$FILESYSTEM

$LOGICAL_VOLUME_
ON_SHARED_DISK

$METHOD

$MOUNT_POINT_
FOR_OBR_SHARE

$NETMASK_FOR_
VIRTUAL_IP_
ADDRESS_FOR_
OBR

$NETWORK_
INTERFACE

$NODE1

$NODE1_IP_
ADDRESS

$NODE2

$NODE2_IP_
ADDRESS

$OBRmount

$VIRTUAL IP_
ADDRESS_FOR _
OBR

$VOLUME

$VOLUME_GROUP_
ON_SHARED_DISK

HPE Operations Bridge Reporter (10.20)

Name of the veritas disk group

The file system type of the shared storage. Use vxfs for
veritas and lvm if it is native

Name of Linux LVM logical volume.

Note: Not required if $SMETHOD is cvm.

Volume manager name (lvm or cvm). Use 'cvm' for veritas
and 'lvm' for native support.

Block device mount point. Eg, For LVM,
/dev/test/1voll and for veritas
/dev/vx/dsk/<veritas_group_name>/<veritas_
volume_name>

The subnet mask for the ‘virtual’ IP address.

Name of the NIC device associated with the IP address
obtained by using the ifconfig command. For example,
ethO or eth1

The physical host name of the primary node.

The physical IP address of the primary node.

The physical host name of the secondary node.

The physical IP address of the secondary node.

The folder where the shared disk is mounted.

The virtual |IP address.

Name of the veritas volume.

Volume group containing logical volume for Logical
Volume Manager (LVM) type.

Note: Not required if $SMETHOD is cvm.

OBRS1
OBRS1

OBRS1

OBRS1

OBRS1

OBRS1,
BOS1

OBRS1,
BOS1

OBRS1,
BOS1

OBRS1,
BOS1

OBRS1,
BOS1

OBRS1,
BOS1

OBRS1

OBRS1,
BOS1

OBRS1
OBRS1
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Execute Configuration Script o Create Cluster Resource

Group

Perform the following steps:

1.

Run the following command and make sure that all required services are stopped and startup
mode are manual in OBRS1, OBRS2, BOS1 and BOS2:

chkconfig --list <servicename>
The required services are as follows:
HPE_PMDB_Platform Administrator
HPE_PMDB_Platform_Collection
HPE_PMDB_Platform DB_Logger
HPE_PMDB_Platform IA
HPE_PMDB_Platform_IM
HPE_PMDB_Platform NRT ETL
HPE_PMDB_Platform_PostgreSQL
HPE_PMDB_Platform_Orchestration
Trendtimer
SAPBOBJEnterpriseXI40

Make sure that Shared disk is mounted in OBRS1.

Set the VCS_HOME environment variable in both the servers.
For Example: VCS_HOME=/opt/VRTSvcs

Go to the location /etc/1vm and open the 1vm. conf file in editor and set the locking type
parameter as zero.

Ensure that the cluster software is running. To verify, run the following command on OBRS1,
OBRS2, BOS1 and BOS2:

hastatus -sum
The output should display Running.
On OBRS1, run the command to create the Cluster Resource Group:

/opt/0V/non0OV/perl/a/bin/perl $PMDB_HOME/HA/Veritas/Linux/SetupScripts/OBR_

linux_vcsconfigure.pl
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Verifying Configuration

To verify, run the following command on both the nodes:

hastatus -sum

« The System State should be RUNNING for both nodes.

« The Resource Group state should be ONLINE for one of the server and others should be OFFLINE.

Vertica Server Upgrade

Before starting with Vertica upgrade, perform the Prerequisites and libraries installation steps

mentioned in the HPE Operations Bridge Reporter Interactive Installation Guide.

Perform the following steps to upgrade the Vertica cluster:

1. Extract the OBR 10.20 BITS onto VS1.
2. Run the following commands:
a. su - <Vertica DBA User Name>
b. touch /tmp/verticaUpgrade.log
C. admintools

The Main Menu appears.

3. Select Stop Database and press Enter.

Main Menu

View Database Cluster State

Connect tc Database

Start Database

Restart Vertica on Host
Configuration Menu

Advanced Menu

Help Using the Administration Tools
Exit

mo=-ounEwKNE

< UK > <Cancel> < Help >

4. Select the database and press Enter.

HPE Operations Bridge Reporter (10.20)
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5. Type the Vertica DBA password and press Enter.

6. The following message appears. Select Proceed and press Enter.

7. The message appears as shown in the following image. Click OK.
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8. Inthe Main Menu, select Exit and press Enter.

9. Run the following commands:

a. su root

b. rpm -Uvh --nodeps --nosignature "<OBR 10.20 BITS Extracted_
path>/packages/vertica-7.2.3.x86_64.rpm" >> /tmp/verticaUpgrade.log

c. /opt/vertica/sbin/update_vertica --rpm <OBR 10.20 BITS Extracted_
path>/packages/vertica-7.2.3.x86_64.rpm -u <Vertica DBA User Name> -g
<Vertica DBA User Name> --failure-threshold FAIL --accept-eula --license
'$PMDB_HOME/config/license/00003169 ITOM SaaS 100TB.dat' >>
/tmp/verticaUpgrade.log

d. rpm -Uvh --nodeps --nosignature "<OBR 10.20 BITS Extracted_
path>/packages/vertica-8.0.1.rpm" >> /tmp/verticaUpgrade.log

e. /opt/vertica/sbin/update_vertica --rpm <OBR 10.20 BITS Extracted_
path>/packages/vertica-8.0.1.rpm -u <Vertica DBA User Name> -g <Vertica
DBA User Name> --failure-threshold FAIL --accept-eula --license '$PMDB_
HOME/config/license/00003169 ITOM SaaS_100TB.dat' >> /tmp/verticaUpgrade.log
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f. su - <Vertica DBA User Name>

g. admintools
The Main Menu appears.

10. Select Start Database and press Enter.

11. Select the database and press Enter.

12. Type the Vertica DBA Password and press Enter.
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Enter the password for database pmdb:

\fﬂ*******

< OK > <Cancel> < Help >

13. The database started successfully message appears. Click OK.

Post Upgrade validation

Perform the following tasks after upgrading HPE Operations Bridge Reporter on the High
Availability environment:
1. Verify if all services are up and running.

2. Launch the following URL and make sure that you are able to log on to the Administration Console
as administrator:

http://<OBR_Server FQDN>:21411

3. Launch the following URL and make sure that you are able to log on to the Launch pad as
administrator:

http://<OBR_Server FQDN>:8080

If you can log on to the console, HPE Operations Bridge Reporter is upgraded successfully. If you
see an authentication error, you must restore the backed-up databases on the system, and
perform the upgrade procedure again. For more information, see the "Database Backup and
Recovery" section in the HPE Operations Bridge Reporter Configuration Guide.
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Send documentation feedback

If you have comments about this document, you can contact the documentation team by email. If an
email client is configured on this system, click the link above and an email window opens with the

following information in the subject line:
Feedback on High Availability Guide (Operations Bridge Reporter 10.20)
Just add your feedback to the email and click send.

If no email client is available, copy the information above to a new message in a web mail client, and
send your feedback to docfeedback@hpe.com.

We appreciate your feedback!
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