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Preface

About this guide

This guide is infended to support the NFV Director user during the NFV Director GUI operations.

Audience

This document is targeting all levels of NFV Director users: Domain users, Organization Users, VDC Users, Group Users,
and Datacenter users.

For On boarding VNFs please refer to the HPE NFV Director On boarding Guide.

Document history

Table 1: Document history

Edition Date Description
1.0 14 October, 2016 First Edition
20 2 December 2016 Second edition. Reformatting
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Chapter1
NFV Director Entities and User levels

There are five different entities in NFV-D system and all of them are related. Those entities are the following:

Domain
Datacenter
Organization
VDC

VNF Group

The Domain is the scope that includes the whole NFV-D system. There is only one Domain and it contains all the other
entities. Domain refers to all existing entities in the system.

A Datacenter represents a localized physical infrastructure that provides the necessary physical resources for creating
virtualized infrastructures. There can be several Datacenters in a Domain, but the use of its resources can be restricted to
the rest of the entities.

An Organization represents a company or contfract that use and manage its own virfualized infrastructures in the
Domain. An Organization has to be registered by a Domain User and the Organization entities cannot be shared with
another Organization. Two different Organizations can use resources from the same Datacenters, but they can each only
use the resources assigned by the Domain based on the quota.

A VDC represents a virfual infrastructure where the VNF can be deployed. A VDC can belong to only one Organization (a
VDC without an Organization or belonging fo more than one is not possible) and it can be registered only by an
Organization user.

A VNF Group is an enfity that contains a set of deployed VNFs inside a VDC. So a VNF belongs to only one VDC. It is
infended for management purposes, since a Group User is responsible for managing all VNFs in its VNF Group.
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1.1.1 Domain Entity

A Domain Entity represents all the resources and entities that are available it the scope of an NFV-D implantation. There
is only one Domain in an NFVD environment. All NFV-D enfities depend on it and all resources are managed by if.

1.1.2 Domain Users

A Domain User can manage the application domain. Their responsibilities include viewing all the domain resources,
managing other users, organizations, templates, domain images, organizations quota, and jobs.

It can only be created by another Domain User, and some of the profiles or operations can be revoked.

The profiles and operations available for a Domain User are the following:

Table 2: Domain User Profiles and Operations

Profile

Operations

Administrator

Manage Domain Users
Manage Organization Users
Manage VDC Users
Manage VNF Group Users
Manage Datacenter Users

Provisioning

Manage Organizations
Manage Quota Catalog
Manage Template Catalog
Manage Images
Grant/Revoke Images
View Jobs

Manage Jobs

Template Designer

Manage VNF Group Templates
Manage VDC Templates

Monitoring
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1.1.3 Domain Resources

Domain Resources are defined by all the available servers and infrastructure in the Datacenters Domain that can be used
for virtualization and VNF deployments.

Domain Resources are all the resources of its Datacenters. Follow these steps as a Domain User to view a global summary
of all the resources available in the domain.

1 Click Summary in the fop menu.

Ll Summary = Management - (&' Designer = 2% Jobs EH Instances - 2 utilities «

Figure 1: Domain Summary option at the top

2) Select Global View in the first drop-down list.

DataCenter View v

Global View

DataCenter View
Organization View

Figure 2: Domain Summary - Global View

You will see a summary of all resources available in the Domain, indicating availability and use. During the first access to
the Summary without a VIM configured, the Virtual Load Balancer and Virtual Firewalls tabs could show some resources.
In this case the total part of consumed/total refers to the maximum number of licenses available to be acquired, not to
the resources.

HewlettPackard  NFV Director Workspaces ~ & nfvd -
Enterprise

nfvd.domain Summary

Global View A

OpenStack Virtual Load Balancer Networking Virtual Firewalls Special Ports Baremetal Devices

View Type: consumed/total

Virtual Cores - Not Dedicated: /256 Units

Virtual Memory - Page Size 2M: 6144/31934 MB
L a

External Storage - Kvm-Baremeral-Quality-A: 0/400000 GB

Virtual Disks - Virrual Disks: 6/956 GB

Virtual Machines - Virtual Machines: 6/20000 Units

Figure 3: Domain Summary - OpenStack Resources

The resources can be filtered to show those meeting the Best Effort Quotas filter.
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Best Effort Quota v

Best Effort Quota
Guaranteed Quota

Figure 4: Filter by Best Effort Quotas

Best Effort resources are those which availability is not guaranteed after they have been assigned. It is possible that a
resource assigned in Best Effort mode cannot be provided.

Following are the resources provided in Best Effort mode:

OpenStack
Networking
Virtual Firewalls
Special Ports
Baremetal Devices

In contrast, the availability of resources that have been assigned in Guaranteed mode is guaranteed. As such, those
resources can be assigned to only one entity of the same level (for example, the same guaranteed baremetal server
cannot be assigned fo two different organizations).

Following are the resources provided in Guaranteed mode:

e  OpenStack Server Computers
e  Baremetal Devices

Clicking on the left icon (magnifying glass) for a resource displays a graph indicating its availability and use by DC and
Organization.

DC_§i Tenant i}

oC1

Figure 5: Virtual Memory Page Size 2M resource - availability by Datacenters graph

Virtual Memory - Page Size 2M

IT_DC

Virtual Memory - Page Size 2M

M consumed [l total
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DC i Tenant

Virtual Memory - Page Size 2M

TEST-ORCANIZATION

IT_Crg
Virtual Memory - Page Size 2M

consumed [l toral

Figure 6: Virtual Memory Page Size 2M resource - availability by Organizations graph

Clicking on Datacenter View displays all physical servers in the Domain Datacenters.

1  Select the Datacenter with the servers.

DataCenter View
Name ~ | Description ~ | Country v | City o
DC_2503 Alcobendas Data Center 2503 -
DC_2504 Alcobendas Data Center 2504 Spain Alcobendas
4 3
14 4| 1r M| |0 v |items per page 1-20of Zitems
Cancel

Figure 7: Datacenter selection
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Select the Datacenter to display its servers.

Select Server
Server ~  Model ~  Usage Mode ~  Type v
BAR-bare-0-G_B DL380 guaranteed baremetal
NFWCN-dc2-01 DL360 shared compute
NFVCN-dc2-02 DL380 shared compute
CloudCN-dc2-01 DL380 dedicated compute
BASE-CCP-CPX-NOOOT-NETCL... shared compute
CloudCN-dc2-01 DL380 dedicated compute
BASE-CCP-CPX-NOOOT-NETCL... shared compute
BAR-bare-0-G_B DL380 guaranteed baremetal
MEVCK 49 A ra zon I e M
|4 A 1 1 » » 10 ¥ |items per page 1-10 of 10 items
Cancel

Figure 8: Server selection

2) Select a server to list additional details.

CloudCN-dc2-01 Summary
DataCenter View v > DC 2504 > CloudCN-de2-01  *
Name ) Model v
Class v Usage Mode <
Type v Operational Status ‘,
Hostname " Admin Status v

Figure 9: Selected server details

1.1.4 Domain Quota

The Domain is the owner of the resources but it does not have a quota. It manages all available resources in Domain
Datacenters.

1.1.5 Domain Catalog

The Domain Catalog is the set of all the available templates in the Domain. The concept of a template is similar to the
NFV/NS Descriptor Concept defined in the ETSI MANO standard. It represents the design or modeling of an entity (or a
part of an enftity).

Currently there is no way of adding templates to a Domain (or removing from i) from the Portal. You have to use the
external Templates Designer.

However, a user with Domain role is able to set the catalog of an Organization from the Portal using the VNF Template
Catalog functionality.
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[ VNF Template Catalog

[ NFV-D Catalog Management

- Images Management
&ea Organization Management

& Users

LTOINIzanon Name |

Figure 10: VNF Template Catalog option

The Organization Catalog Management section details how a Domain User can manage the Organization Catalog.

1.1.6 Domain Image Repository

The Domain Image Repository contains all the Operating System Images, which can be deployed in the domain. A
Domain User can register and upload an Image from the NFVD Portal and make it either public (accessible to other
users) or private.

The NEV Direcfor Images Management chapter details image management.

1.1.7 NFV-D Catalog Management

The Private Catalog is where a Domain User can determine what kinds of quotas can be assigned to the different
Organizations.

Follow these steps to manage the Private Catalog of an Organization:

1 Left-click Management and select NFV-D Catalog Management.

[ VNF Template Catalog

[ NFv-D Catalog Management

(- Images Management

ssa Organization Management
& Users

Figure 11: NFV-D Catalog Management option

The following illustration shows all the Organizations in the Domain.
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‘OpenStack

Organization Name ~  Description ~  Contract ID ~  Contact Name n

| Virtual Cores Dedicated
IT_Reseller IT Reseller Organization Virfual Cores Not Dedicated
Virtual Memory Page Size 4K
# Virtual Memory Page Size 2M

¥ Virtual Memory Page Size 1G

£y

External Storage Vmware-Quality-A

#| External Storage Vmware-Quality-B

# External Storage Kvm-Baremetal-Quality-A
# External Storage Kvm-Baremetal-Quality-B
#| External Storage All-vsa-Quality-C

Virtual Disks Virtual Disks

5 Virtua
I« | « hoe | rl @ v items per page 1-10f1items Virtual Machines Virtual Machines

m Reset VirtualLoadBalancer

Figure 12NFV-D Catalog Management
2) Select an Organization to manage ifs Private Catalog.
The right side of the screen contains a table with all the quota types: Best Effort and Guaranteed.
Selected quotas are allowed to be assigned for the particular organization, while unselected ones are not allowed.
3) Select the quotas to make available for the Organization and unselect the ones not needed.

If a particular type of quota has already been assigned o an Organization, it cannot be unselected for that Organization.

1.1.8 Organization management by Domain user

One of the Domain User’s responsibilities is managing the Domain Organizations. The Domain User is responsible for
registering new Organizations in the system, assigning Datacenters to them, activating them, managing their Catalogs
and Quoftas.

1.1.8.1 Registering the Organization

The Domain User can register a new Organization in the system, indicating whether it is contract ID or contact data, with
this function.

Follow these steps to register a new Organization as a Domain User.

1 Left-click Management and select Organization Management.

= Management ~ [# Designer =

™

Template Catalog Management
2 NFV-D Catalog Management
L Images Management

& Users

Figure 13: Organization Management option

This will display all the Organizations in the Domain.



NFV Director Entities and User levels 31

Organization Name

TEST_ORG

w

Description

Organization for testing

o

Organization Management

Contract Id ¥ Contact Name

32NZS Contact Contact

w

Status

READY TO DEPLOY

Figure 14: Organization Management - Organizations table

2) Click Actions and select Create Organization.

Create Organization

Figure 15: Create Organization action

This will display a window where you can enter the Organization data.

Organization Name

Organization Creation

| TEST_ORG

Description

Organization descripfion

Contract Id

415

Contact Hame

Contact Mail

Comntact Phone

+ | DataCenters

| DC_3503
" | DC_2504

4 4 1 i1

w

Description

~ | Country

Alcobendas Data Center 2503

Alcobendas Data Center 2504 Spain

= | items per page

v ity -

Alecbendas

3

1-2of 2items

[ B

Figure 16: Organization Creation form

3) Enter the following Organization data:

Organization Name: |t represents the Organization in the Domain. This name has to be unique for all
Organizations.
Description: Text describing the new organization.
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e Organization Contact information: The contact name, mailing address, and phone number.

e Organization DataCenters.

1.1.8.2 Activating the Organization

Follow these steps to activate an Organization:

1 Select the Organization fo activate, left-click Actions and select Deploy Organization.

Create Organization

Edit Organization

£ Delete Organization

F Manage Organization Quota

Figure 17: Deploy Organization action

This will display a confirmation window.

Do you want to deploy this organization?

Yes

Figure 18: Organization Deployment - Confirmation Window
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Once the activation has been launched, a message is displayed in the notification area and the corresponding job in
the Jobs Monitor.

1
Workspaces ~ & nfvd ~ A~

oAcﬂv&ting organization: TEST_ORG 3

:

Figure 19: Activating Organization confirmation message in the notification area

£ Jobs Monitor @) ~

Operation Hame Start time End fime
Activating
#t denlovO 2016-04-15 "
%, .+ deployOrganization orgamization:
. plevers ? 05059
TEST_ORG_3

Figure 20: Activating Organization message in the Jobs Monitor

You can follow the activation job progress in the Job Tracking Screen by clicking the deployOrganization link in
the Jobs Monitor.

2)  Wait until the activation job is finished and a message is displayed in the nofification area.

1
Workspaces - & nfvd - ‘ -

6 Job deployCrganization completed succesfully

5

Figure 21: Organization Activation completed message in the notification area

The job status changes to OK in the Jobs Monitor.

Jobs Monitor (1 ~

Operation Mame Start time End time
Activating X .
2016-04-15 2016-04-15
[ deployOrganization organizafion: x

02059 Oe2:24
TEST_ORG_3

Clear All

Figure 22: Organization Activation completed message in the Jobs Monitor
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Once the job is completed, the Organization status changes from INSTANTIATED to ACTIVE aftfer a table
refresh.

1.1.8.3 Editing an Organization

Follow these steps to edit an existing Organization:

1 Select the Organization, left-click Actions and select Edit Info Organization.

Create Organization

Deploy Organization

Edit Organization

Delete Organization

Manage Organization Quota

Figure 23: Edit Organization action

2) Edit the Organization data and click Save.

Organization Edition

Organization Hame
| v
Diescription
| Organization description v |
Contract Id

43123125 v ‘
Contact Hame

contfact o ‘
Contact Mail

contact@contact v ‘
Contact Phone

413423 4 ‘

DataCenters ~ | Description ~ | Coumtry ~ | City b
" | DC_2503 Alcobendas Data Center 2503 o
« | DC_2504 Alcobendas Data Cenfer 2504  Spain Alcobendas
-
4 3
|4 « 1 i1 * L 0 » | items per page 1-2ef 2items
-
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Figure 24: Organization Edit form

Organization Name cannot be changed and you can only aftach new Datacenters to the Organization but not
detach them.

Detach DCs from Organization is not allowed.

Close

Figure 25: Detaching Organization Datacenters error message

A confirmation window is displayed.

T/ Do you want to save data?

Do you want to save data?

=) -

Figure 26: Organization Editing confirmation window
3) Click Yes in the confirmation window.

A confirmation message is displayed in the notification area after the Organization has been updated.

1
Workspaces ~ & nfvd - A~

&) Organization TEST_ORG_3 edited

5

Figure 27: Organization edited confirmation message in notification area

1.1.8.4 Deleting the Organization
Only Organizations without ACTIVE VDC can be deleted. Otherwise, this option will not be available.
Follow these steps to delete an Organization:

1 Select the Organization to delete, left-click Actions and select Delete Organization.



Create Organization
Deploy Organization
Edit Organization

Manage Organization Quota

Figure 28: Delete Organization action

A confirmation window is displayed.
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Are you sure you want fo delefe the selected organization?

A -

Figure 29: Organization Deleting confirmation window

2) Click Yes in the confirmation window.

Once the activation has been launched, a message is displayed in the notification area (the bell icon at top right)

and the corresponding job in the Jobs Monitor.

1
Workspaces - & nfvd - ... -

0 Deleting organization: TEST_ORG_3

5

Figure 30: Deleting organization message in notification area

i Jobs Monitor (1) ~

Operation Name Start time End fime
Deleting
2016-04-15
%, & undeployOrganization organization: o x
013458
TEST_ORG_3

Figure 31: Deleting organization message in the Jobs Monitor

You can follow the activation job progress in the Job Tracking Screen by clicking on the

undeployOrganization link in the Jobs Monitor.

3) Wait until the delete job completes and a message appears in the notification area..
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1
Workspaces ~ & nfvd ~ A~

0 Job undeployOrganization completed succesfully

5

Figure 32: Deleting organization completed message in notification area

The job status changes to OK in the Jobs Monitor.

Operation Name Start time End fime
Deleting ) )
2016-04-15 2016-04-15
[ undep oyQrganization organization: _ o x
O1:34:58 0156034
TEST ORG 3

Clear All

Figure 33: Deleting organization completed message in the Jobs Monitor

1.2 Datacenter Level

1.2.1 Datacenter Entity

The Datacenter Entity represents a physical datacenter.

Datacenter is the physical facility used to house computer systems and associated components, such as storage systems
and networking infrastructure. It includes the entire physical infrastructure:

e power supplies

e data communications connections

e environmental controls (cooling, fire suppression)
® a3 number of security items.

Datacenters also include their own management infrastructures.

1.2.2 Datacenter Users

A Datacenter User is intended to manage a specific Datacenter of the domain. It can be registered by a Domain User or
another Datacenter User.

Currently a Datacenter User can only manage a datacenter, so Datacenter information must be specified when the user is
created from the NFVD Portal.

The following table includes the profiles and operations available for a Domain User:

Table 3: Datacenter User Profiles and Operations

Profile Operations
Administrator Manage Datacenter Users
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Monitoring
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1.2.3 Datacenter Resources

The resources available in a Datacenter are determined by its infrastructure: all available servers and infrastructure that can
be used for virtualizing, and will be used for VNF deployments.

A Domain User can view the resources in all Datacenters, but Datacenter User can only view the resources of its own
Datacenfter.

Follow these steps as a Datacenter User to view your Datacenter servers:

1 Click Summary in the top bar.

T RESTLILERE| = Administration +

Figure 34: Datacenter Summary option in the top bar

2) Click the drop-down list to display a Server list.

cloudcn-mdcl-02 7

Select Server

clouden-mdc1-02

Figure 35: Select Server drop-down list

A window with a list of all the servers in the Datacenter is displayed.

Select Server
Server ¥  Model ¥  Usage Mode ~  Type A
BAR-bare-0-G_B DL380 guaranteed baremetal
NFWCN-dc2-01 DL3&60 shared compute
NFWCN-dc2-02 DL380 shared compute
CloudCM-dec2-01 DL380 dedicated compute
BASE-CCP-CPX-NOOO1-NETCL... shared compute
CloudCN-dc2-01 DL380 dedicated compute
BASE-CCP-CPX-NOOO1-NETCL... shared compute
BAR-bare-0-G_B DL380 guaranteed baremetal
MOV A= N7 miI IoNn e i T
Ak J k] e v items per page 1-10 of 10 items
Cancel

Figure 36: Select Datacenter Server window

Select the server and left-click Cancel to display additional server information.
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Name

DataCenter View v > DC_ 2504 v > CloudCM-dc2-01

CloudCN-dc2-01 Summary

v Model v
| || |
Class v Usage Mode v
| N |
Type ) Operational Status v
| N |
Hostname v Admin Status v

Figure 37: Datacenter Server Details

1.3 Organization level

1.3.1 Organization Entity

An Organization represents a parficular company or contract in the Domain. An Organization Enftity includes all the virtual
infrastructure in the Domain within the particular Organization.

The organization entity will be registered in the system by a Domain User through “Organization Management”

functionality.

1.3.2 Organization Users

An Organization User manages a specific Organization in the Domain. It can be registered by a Domain User or another

Organization User.

Currently this user type can only manage an organization, so the organization must be specified when the user is created
from the NFVD Portal. Refer to the User Registration section for additional information.

When an Organization User creates another one, it can only assign its own organization.

Assigned role

|Organi1a'icn Manager

Assigned Organization

|_EST_ORG (Organization for testing)

Figure 38: Assigning Organization to Organization User
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The following table includes all the profiles and operations available for a Domain User.

Table 4: Organization User Profiles and Operations

Profile Operations

Administrator Manage Organization Users
Manage VDC Users

Manage VNF Group Users
Provisioning Grant/Revoke VDC Images
Manage VDC

Manage VNF Groups

View Jobs

Manage Jobs

Manage Networks

Manage Organization Catalog
Manage Organization Images
Manage Organization Template Catalog
Manage VDC Template Catalog
Manage VNF Group Template Catalog
Check VDCs Quota

View VDC Manager

Check VNF Group Quota

Manage VDC Images
Grant/Revoke VNF Group Images
Manage Firewalls

Manage Load-Balancers

Manage VNFs

Manage Monitors

Manage Storage

Manage VNF Group Images
Template Designer Manage VNF Group Templates
Manage VDC Templates

Monitoring

1.3.3 Organization Resources

An Organization can only use available resources in its associated Datacenters. An Organization can use resources from
one or more Datacenters (depending on the Organization contract). Those Datacenters are assigned to the Organization
by a Domain User during registration.

You can assign a new Datacenter to a Group by editing it, but you cannot remove one from it. Refer to the Organization
Edition section for addifional information.

The guaranteed quotas that can be assigned to an Organization are restricted to resources that are available in its
Datacenters.

1.3.4 Organization Quota

The Organization Quota determines the quantity of resources that can be used in that Organization for deploying VNFs.
The Domain and Organization Users can manage the Organization Quota.

This functionality lets you assign a Domain Resource quota to the Organization. The Organization Quota will be restricted
to those Domain Datacenters that were assigned to the Organization.

The resource types you can assign to an Organization is also restricted to its Private Catalog. Refer to the NEV-D Catalog
section for additional information.
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1.3.4.1 Organization Quota Management by Domain User

Follow these steps as a Domain User to change the Organization Quota.

1 Left-click Management and select Organization Management.

™ VNF Template Catalog
[ NFV-D Catalog Management

- Images Management

&% Organization Management

o Users

I ErFN I NIIT WY IS TR

Figure 39: Organization Management option

2) In the window indicating the available Organizations, left-click Actions and select Manage Organization Quota.

Organization Management

Create Organization

Organization Name ~  Description ~  Contract Id ~  Contact Name v Sta . .
Edit Organization

Delete Organization

IT_Reseller IT Reseller Organization 8]=; Manage Organization Quota

Figure 40: Manage Organization Quotas action

The Organization Quota Management screen is displayed where you can assign a quota on Domain resources
to that Organization.

NFV-D Resources

« a |5

Best Effort Guaranteed Quota

OpenStack
Virtual Cores Virtual Cores Virtual Memory Virtual Memory
Dedicated MNot Dedicated Page Size &K Page Size M
Assigned: 0 Assigned: 0 Assigned: 0 Assigned: 0
Stock: 13 Stock: 30 Stock: 192544 Stock: 290848
Amount: Amount: Amount: Amount:
5 Units 5 Units 4096 MEB 4096 MB

Figure 41: Organization Quota Management

1.3.4.2 Organization Resource Inventory (Quota Summary)

Organization Users can access a summary of all Organization Quotas filtered by VDC or VNF Group.
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Click Resource Inventory as an Organization User to access your Organization Quota.

# Home |JEINGEECINCEANENTGUME | (= Administration - || ¥ VDC Manager || (&° Designer - % Jobs ||

Figure 42: Resource Inventory option

b
TEST_ORG Summary
Organizafion View ¥ > Best Effort Quota ¥
OpenStack Virtual Load Balancer Networking Virtual Firewalls Special Ports Baremetal Devices
View Type:

Used Resources VS Total Resources

Virtual Cores - Dedicated: 0/8 Units

Virtual Memory - Page Size 4K: 0/4097 MB

Figure 43: Quota Summary

One of three Quota views can be selected in the drop-down list.

Organization View ¥

Organization View
VDC View
VNF Group View

Figure 44: Organization Summary Views
e Organization View: It displays all Organization Quota.

Clicking on the left icon (magnifying glass) for a resource displays a graph indicating its availability and the
consumption by VDC.

vDc %

Virtual Memory - Page Size 2M

VDC_AN_3 VDC_AN_2 VDC_AN VDC_AJ2

Virtual Memory - Page Size 2M

consumed [l total

Figure 45: Virtual Memory - Page Size 2M graph
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e VDC View: This displays the Organization Quota by its VDCs.

Select VDC
VDC Name ~  VDC Description v
VDC_AN_3 VDC_AN_3
VDC_AN_2 VDC_AN_2
VDC_AN VDC_AN
VDC_AJ2 VDC_AJ2
14 4 1 f1 » 4| 10 v | items per page 1- L4 of & items
Cancel
Figure 46: Organization VDC selection
Selecting a VDC displays ifs Quota Summary:
2
VDC_AN Summary
VDC View v > VDC AN ¥
‘OpenStack Virtual Load Balancer Networking Virtual Firewalls Special Ports Baremetal Devices

View Type:

Quota VS Total Resources v

Virtual Cores - Dedicated: 18/24 Units
Virtual Cores - Not Dedicated: 10/47 Units

Figure 47: VDC Quota View

Left-click the second drop-down list to select another VDC.

VDC View v > Select VDC ¥

Figure 48: VDC Section drop-down list
This displays the VDC selection window again.

e VNF Group View: This displays the Organization Quota by its VNF Groups.
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Select VDC

VDC Name

VDC_AN_3
VDC_AN_2
VDC_AN

VDC_AJ2

] 4 1 TR > 10 ¥ |items per page

VDC Description

VDC_AN_3
VDC_AN_2
VDC_AN

VDC_AJ2

1- 4 of 4 items

Cancel

Figure 49: Organization VDC selection

After selecting a VDC, one of its VNF_GROUPs must be selected in the next window:

Select VNF Group

VNF Group Name

TEST_VNF_GROUP_2
TEST_VNF_GROUP

I4 4 1 1 > 10 ¥ items per page

VNF Group Description

TEST_VNF_GROUP_2_
TEST_VNF_GROUP

1-2of 2items

Cancel

Figure 50: Organization VNF Group selection

This displays the VNF Group Quota Summary.
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TEST_VNF_GROUP Summary

VNF Group View v > TEST_TENANT ¥ > TEST_WNF_GROUP ¥ > Best Effort Quota

OpenStack Networking Special Ports

View Type: consumed/total

Virtual Cores - Dedicated: 0/8 Units

Virtual Memory - Page Size 4K: 0/9 MB

v

Baremetal Devices

Figure 51: VNF Group Quota Summary

Click the second drop-down list to open the VDC selection window.

VNF Group View v > TEST_TENANT ¥

Figure 52: VDC selection drop-down list

Click the third drop-down list to display the VNF_GROUP selection window and select another VNF Group.

VNF Group View ¥ > TEST_TENANT ¥ >

TEST_VNF_GROUP ¥

Figure 53: VNF Group selection combo box

1.3.4.3 Organization Quota Quick View

If you are logged in as an Organization User, you can click the Next icon (always available at the left side of the screen) to

display a Quick View of all consumed/assigned Organization Quota:

>

Figure 54: Organization Quota - Quick View icon
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- OpenStack -
L=
Virtual Cores - Not Dedicated 2/4 Units g9
Virtual Memaory - Page Size 4K 2048/32015 MB g
Virtual Disks - Virtual Disks 2/25GB @
Virtual Machines - Virtual Machines 2/10000 Units G
alan
- Virtual Load Balancer
- Metworking
- Virtual Firewalls \
- special Ports
Figure 55: Organization Quota - Quick View Navigation
Click the Refresh icon to refresh the Quota information:
x|
L
Figure 56: Organization Quota - Quick View Refresh icon
| ~u
!.x [

Figure 57: Organization Quota - Quick View Refreshing

1.3.5 Organization Catalog

The Organization Catalog is the set of all the available templates in the Organization. There are two different types of
Organization Templates:

e VDC Templates: Used to create VDCs in the Organization.
e VNF Templates: Assigned to the Organization VDCs to deploy the VNFs.

A Domain User can add templates to an Organization (or remove them from it) if those templates are available in the
Domain Catalog.

An Organization User can create its own VNF templates from the Portal using the VNF Component Designer and the

VNF Designer. The VNF Templates created and published from those designers will be available in the Organization
Catalog of that user.

1.3.5.1 Organization Catalog Management
Only a Domain User can manage an Organization Catalog.
Two types of tfemplates can be assigned to an organization: VDC and VNF templafes.

e A VDC template is a particular template built to represent a resource infrastructure.
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e A VNF template represents the design of a VNF and it will be the base piece used to create VNF instances.

Follow these steps to manage an Organization Catalog as a Domain User:

1 Left-click Management and select VNF Template Management to display a table of all Organizations.

= Adminisiration ~ [[E2-RYe Manager

[ VNF Template Catalog
'™ Resource Catalog

- Images Management

B vDC Registration & Management
&% VNF Fegistration & Management
- Users

Figure 58: VNF Template Management option

2) Select an organization and left-click Assign VDC Templates or Assign VNF Templates depending on the type
of template you are going to add to or remove from the Organization.

Template Catalog

~  Description
Pt Assign VNF Templates

Organization Name

TEST_ORG_3 Organization description
TEST_ORG_ 2 Organization for testing
TEST_ORG Organization for testing

£ a4 11 » > 0 ¥ items per page 1-3of 3items

Figure 59: Assign VDC Templates action

3) Select the Templates to include in the Organization Catalog and click Save.
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Assign Templates to Organization
Template Name “  Description “  Published By W
WAPP_CCB3 WVAPP_CCE3
| < 1 » ] v items per page 1-1of1items
e -

Figure 60: Assign Templates to Organization

1.3.6 Organization Image repository

The Organization Image repository contains all the Operative Systems Images, which can be deployed in a specific
Organization. An Organization User can register and upload an Image from the NFVD Portal and make it public
(accessible to other users) or private.

Refer to the NFV Director Images Management chapter for additional information on Image Management.

1.3.7 Organization VDC Management

One of an Organization User’s responsibilities is managing its Organization VDCs:

registering new VDCs in the system
activating VDCs

assigning Datacenters to registered VDCs
managing VDC Catalog and Quota

1.3.7.1 Registering a VDC

Follow these steps to register a VDC as an Organization User.

1 Left-click Management and select VDC Registration & Management fo display all the VDCs in the
Organization.
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= Administration ~ [[E==RYbe Manager

[ VNE Template Catalog

™ Resource Catalog

- Images Management

B vbc Registration & Management

eqgistration anagement
% VNF Reg & Manag
& Users

Figure 61: VDC Registration & Management option

2) Left-click Actions and select Create VDC to display all the VDC Templates available in the Organization Catalog.

Create VDC

Figure 62: Create VDC action

Select VDC Template

VDC Template Name ~  VDC Template Description b

VDC with Management Network (IPv4)  VDC with Management Network (IPv4)
VDC with Management Network (IPv6) | VDC with Management Network (IPvé)

Standard VDC Standard VDC

4 4

I4 4 |1 10 » | w ¥ |items per page 1- 4 of 4 items

Figure 63: VDC Template selection

You have three possibilities:
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e Standard VDC: This option represents a Virtual DataCenter (or VDC) standard. In this case the VDC will not
create a network during the deployment, it only has quotas, users, resource pool, and catalog. This
represents the base component of a VDC.

e VDC with Management Network (IPv4): This VDC will create, in addition, an external network and a
management network. The IP address of the subnetwork in the management network will be in version 4
(for example, with mask: 10.0.0.0/24). It will be really useful on multisite environments.

e VDC with Management Network (IPvé): This VDC will be similar fo VDC with Management Network
(IPv4), but subnetwork’s IP address will be version 6 (for example, with mask:
2001:0db8:0a0b:12f0:0000:0000:0000:0001/64). It will be really useful on multisite environments.

NOTE: The management networks are deployed with a subnetwork but they are not displayed in the VDC
Manager, because this network is for internal use and the user must not modify any network properfies.

Select a VDC Template and click Continue.

It is not possible to register a new VDC without a Template, so a Template has to be selected from the list. This
will display a new modal window for entering VDC data.
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4) Enter the required VDC data:
e VDC Name: A name that represents the VDC in the system. It has to be unique for all VDCs in the NFVD.
e VDC Description: A description for the new VDC.
e VDC Datacenters: The VDC quota is restricted to the resources available in its associated Datacenters. A
VDC cannoft use resources from an unassociated Datacenter.

VDC Creation

Organization

TEST_ORG v

VDL Hame

TEST_VDC v

VDE Descriphion

TEST vDd| v

+ | Hame ~ | City =

« | DC 2503

v | DC_2504% Alcobendas

b

« 41 e e © v |itemsperpage 1-2of2items

Figure 64: VDC Creation form
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A message is displayed in the notification area after the new VDC has been registered.

1
& TEST ORG@TEST ORG~ M~

&) vDC TEST_VDC registered

5

Figure 65: VDC registered confirmation message in the notification area

An error message is displayed in the notification area if the VDC has not been created due to an error.

A VDC can have two statuses:

e INSTANTIATED: This is the status of a VDC after it has been registered and before it has been activated.
e ACTIVE: This is the status of an appropriately activated VDC.

1.3.7.2 Activating a VDC

Follow these steps to activate a VDC.

1 Select the VDC to deploy, left-click Actions, and select Deploy VDC.

Create VDC
Edit VDC
Delete VDC

Manage VDC Quota

Figure 66: Activate VDC action

A message is displayed in the notification area and in the Jobs Monitor after the activation has been launched.

1
& TEST_ORG@TESTORG~ M~

@ Activating VDC TEST_VDC

5

Figure 67: VDC activation message in the notification area
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Operation Hame Start time End time
Activating VDC 2016-04-19

o » deployVdc x
. TEST_VDC 003830

Figure 68: VDC activation message in the Jobs Monitor

You can follow the activation job progress on the Job Tracking Screen by clicking the deployVdc link in the
Jobs Monitor.

2) A message is displayed in the notification area and the job status is changed to OK in the Jobs Monitor after the
activation job has completed.

1
& TEST ORG@TEST ORG~ M~

0 Job deployvdc completed succesfully

5

Figure 69: Successful VDC activation message in the notification area

Operation Hame Start time End time
Activating VDC 2076-04-19 20M6-04-19
[ deployvde JETng x
TEST_VDC 003830 08440

Figure 70: Job status in the Jobs Monitor

The VDC status is changed from INSTANTIATED to ACTIVE after the job has completed. Refresh the table fo
see the changes.
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1.3.7.3 Editing a VDC

Only the Description field can be updated in the VDC, Name and Datacenters cannot be changed.
Follow these steps to edit an existing VDC.

1 Select the VDC, left-click Actions and select Edit VDC.

Create VDC
Edit VDC

Delete VDC

| Deploy VDC
Manage VDC Quota

Figure 71: Edit VDC action

2) Edit the VDC description and click Save.

VDC Edition

Organization

|TEST_OF!E v

VDC Hame

| d

VDC Description

| TEST_VDC L ‘

+ | Hame v | City i

+ | DC_2505

¥ | DC_3504 Alcobendas

4 b

|« 4 1 1 * = 0 v |items per page 1-2of 2items

m m Ea“cel

Figure 72: VDC editing form

A confirmation window is displayed.
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© Do you want to save data?

Do you want to save data?

-3

Figure 73: VDC editing confirmation window

3) Click Yes in the confirmation window fo display a confirmation message in the notification are after the VDC
description has been updated.

1
& TEST_ORG@TEST ORG ~ M ~

&) vDC TEST_VDC edited

z

Figure 74: VDC edited confirmation message in the notification area

1.3.7.4 Deleting a VDC
Only VDCs with no VNF Group, Virtual Link, or VNF status can be deleted. Otherwise, this option will not be available.
Follow these steps to delete a VDC.

1) Select the VDC to delete, left-click Actions and Delete VDC.

Actions ~
Create VDC
Edit VDC
Deploy VDC
Manage VDC Quota

Figure 75: Delete VDC option

A confirmation window is displayed.
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& po you want to save data?

Are you sure you want to delete the selected VDC?

-3

Figure 76: Confirmation window - Delete VDC

2) Click Yes in the confirmation window to display a confirmation message in the notification area and in the Jobs
Monitor.

1
& TEST_ORG@TEST_ORG ~ A~

@ Deleting VDC TEST_VDC

Figure 77: Delete confirmation VDC message in the notification area

(G 8

Operation Hame Start time End fime
iy Deleting VDT 2006-04-19
« # undeployvdc - x
b TEST_WVDC 01927

Figure 78: Delete VDC message in the Jobs Monitor

You can follow the activation job progress on the Job Tracking Screen by clicking the undeployVdc link in the
Jobs Monitor.

3) A message is displayed in the notfification area and the job status is changed to OK in the Jobs Monitor after the
delete job is completed.

1
& TEST_ORG@TEST_ORG ~ A~

G Job undeployVde completed succesfully

’

Figure 79: VDC delete completed message in the notification area
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Jobs Monitor (1 ~

Operation Mame Start time End fime
Deleting VDC 2016-04-19 2016-04-19
' undeployvde e < * < * !
TEST_WDLC 01927 M:23:23

Figure 80: VDC delete completed message in the Jobs Monitor

1.4 VDC Level

1.4.1 VDC Entity

A VDC is a virtual infrastructure with several types of virtualized resources. It is where the VNF can be deployed. A VDC
belongs to only one Organization (VDCs are not shared between Organizations) and it should be registered and activated
by an Organization User using the VDC Management functionality.

1.4.2 VDC Users

A VDC User is intended to manage a specific VDC in a Domain Organization. It can be registered by a Domain User, an
Organization User, or another VDC User.

Currently this kind of user can manage an only VDC, so specify the VDC is mandatory when the user is created from the
NFVD Portal.

When a VDC User creates another one, it can only assign its own VDC. If the VDC User is created by an Organization
User, it is only possible to assign it a VDC of the user’s organization.

The following table indicates the profiles and operations available for a VDC User.

Table 5: VDC User Profiles and Operations

Profile Operations
Administrator Manage VDC Users

Manage VNF Group Users
Provisioning Grant/Revoke VNF Group Images

Manage VNF Groups

Manage Firewalls

Manage Jobs

Manage Load-Balancers
Manage Networks

Manage VDC Images

Manage VDC Template Catalog
Manage VNFs

Manage VNF Group Template Catalog
Check VDCs Quota

View VDC Manager

Check VNF Groups Quotas
View Jobs

Manage Monitors

Manage Storage
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Manage VNF Group Images
Template Designer Manage VNF Group Templates

Manage VDC Templates
Monitoring

1.4.3 VDC resources

A VDC can only use the available resources in its Datacenters. The resources will be used to deploy VNFs in that specific
VDC.

When a VDC is registered by an Organization User its associated Datacenters have to be indicated. You can assign a new
Datacenter to a VNF Group by edition but not remove it.

The guaranteed quotas that can be assigned to a VDC are restricted to those resources that are available in its
Datacenters.

1.4.4 VDC Quota

The VDC quota determines the quantity of resources that can be used in that VDC for deploying VNFs. Only an
Organization User can manage VDC quota.

Follow these step to manage VDC Quote as an Organization User:

1  Left-click Administration and select VDC Registration & Management to display all the VDCs in the
Organization.

M VNF Template Catalog

™ Resource Catalog
- Images Management
& VNF Registration & Management
& Users

Figure 81: VDC Registration & Management option

2) Select the VDC, left-click Actions and select Manage VDC Quota to display the VDC Quota Assignment screen.

Create VDC
Edit VDC

Delete VDC
Manage VDC Quota

Figure 82: Manage VDC Quota action
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NFV-D Catalog Assignment - TEST_TENANT

N - |

Best Effort Guaranteed Quota

‘OpenStack
Virtual Cores Virtual Cores Virtual Memory Virtual Memory Virtual Memory
Dedicated Not Dedicated Page Size 4K PPage Size 2M Page Size 1G
Assigned: Assigned: Assigned: Assigned:
Stock: Stock: Stock: 4096 Stock: 4096 No items in stock
Amount: Amount: Amount: Amount:
0 Units 0 Units o] MB 0 MB

Figure 83: VDC Quota Assignment

The quota that an Organization can assign to a VDC is restricted by its own Organization Quota. Refer to

Organization Quota_for additional information.

1.4.4.1 VDC Resource Inventory (Quota Summary)

VDC Users can access a summary of all of their VDC Quotas, filtering them by VNF Group.

Click on the Resource Inventory option as a VDC User to access your VDC Quota.

# Home IR Inventory = Administration = || £ VDC Manager

(#' Designer ~

2 Jobs

Figure 84: Summary option

TEST_TENANT Summary

OpenStack

VDC View v >

Best Effort Quota 7

Virtual Load Balancer

Networking

Virtual Firewalls

Special Ports

Baremetal Devices

View Type:

Quota VS Tofal Resources. v

Virtual Cores - Dedicated: 8/8 Units

£

Virtual Memory - Page Size 4K: 9/9 MB

£

Virtual Memory - Page Size 2M: 11/11MB

£

Figure 85: VDC Summary screen

You can access two quota views with the VDC View drop-down list:

VDIC View T

VMF Group View

Figure 86: VDC Summary Views
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e VDC View: Displays all VDC Quota. Click the magnifying glass icon to the left of a resource, displaying its
availability and VDC consumption.

vDec b

Virtual Memory - Page Size 2M

VDC_AN_3 VDC_AN_2 VDC_AN VDC_AJ2

Virtual Memory - Page Size 2M

consumed [l total

Figure 87: Virtual Memory - Page Size 2M graph

e VNF Group View: Displays VDC Quota by VNF Groups. A list of all VDC VNF_GROUPs is displayed after
selecting VNF View in the drop-down list.

Select VNF Group
VNF Group Name ~  VNF Group Description v
TEST_VNF_GROUP_2 TEST_VNF_GROUP_2_
TEST_VNF_GROUP TEST_VNF_GROUP
I« 4 1 1 » > 10 v | items per page 1-2of 2 items
Cancel

Figure 88: Organization VNF Group selection

Selecting a VNF GROUP displays its Quota Summary.
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TEST_VNF_GROUP Summary

VNF Group View ¥ > TEST_TENANT 7 > TEST VNF_ GROUP ¥ > Best Effort Quata

OpenStack Networking Special Ports

View Type: consumed/total

Virtual Cores - Dedicated: 0/8 Units

Virtual Memory - Page Size 4K: 0/9 MB

Baremetal Devices

Figure 89: VNF GROUP Quota Summary

Use the second drop-down list to select another VNF Group.

VMNF Group View ¥ > Select VNF Group ™

Figure 90: VNF Group selection drop-down list
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1.4.4.2 VDC Quota Quick View

Click the Quick View icon, which is always available at the left side of the screen, as a VDC User to display a quick view of
the quota consumption for every quota type.

>

Figure 91: VDC Quota Quick View icon

- OpenStack
"~
Virtual Cores - Not Dedicated 3% Units (1
Virtual Memory - Page Size 4K 3072/3201 MB &9
Virtual Disks - Virtual Disks 3/25GB g
Virtual Machines - Virtual Machines 310000 Units &g
alan
hd Virtual Load Balancer
v Metworking
hd Virtual Firewalls \
- Special Porfs
Figure 92: VDC Quota Quick View Navigation
Click the Refresh icon to refresh the Quota information.
Faw |
S
Figure 93: VDC Quota - Quick View Refresh icon
F |
N =

Figure 94: VDC Quota Quick View refreshing
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1.4.5 VDC Catalog
A VDC Catalog is a set of VNF Templates assigned to the VDC. Only an Organization User can manage a VDC Catalog.

Follow these steps to make changes in a VDC Catalog:

1 Left-click Administration and select VNF Template Catalog to display a list of all VDCs in a User’s
Organization.

= Adminisiration ~ '-‘.'ig VDC Manager

[ VNF Template Catalog

™ Resource Catalog

- Images Management

B vDc Regisfration & Management
o VNF Registration & Management
& Users

Figure 95: VNF Template Catalog

2) Select a VDC, left-click Actions and select Assign Templates o display all the VNF Templates assigned to the
User’s Organization.

Template Catalog
VDC Name ~ | Description
TEST_TENANT_2 New description for tenant
TEST_VDC TEST_VDC
TEST_TENANT Tenant for tesfing

I« 4 1> »| 0 ¥ items per page 1-3of 3items

Figure 96: Assign Templates action

3) Select all the templates to add to the VDC Catalog and unselect the ones to remove.
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Assign Templates to VDC

" | Template Name ~  Description ~  Published By o

« | TEST_WNF_TEMPLATE 1 TEST_WNF_TEMPLATE_1
" | TEST_WNF_TEMPLATE 2 TEST VNF_TEMPLATE 2

] 4 |1 1 Ml o v items per page 1-2 of 2 items

- =

Figure 97: Assign Templates to the VDC

4) Click Save to save changes and refresh the table indicating the VNF Templates of the selected VDC.

VMNF Templates
Template Name ~  Description *~  Published By i
TEST_VNF_TEMPLATE_1 TEST_VNF_TEMPLATE_1
TEST_VNF_TEMPLATE 2 TEST_VNF_TEMPLATE_ 2
|4 4 1 /1 ® Ll 0 v |items per page 1-2of 2 items

Figure 98: VDC VNF Templates tables

1.4.6 VDC Image repository

The VDC Image repository contains all the Operative System Images that can be deployed in a specific VDC. A VDC User
can register and upload an Image from the NFVD Portal and make it either public (accessible to other users) or private.

Refer to the NFV Director Images Management chapter for additional information on Image Management.




1.4.7 VDC VNF Group Management

A VDC User’s responsibilities include managing VNF Groups:

e registering new VNF Groups in the system
e assigning and activating Datacenters
e managing the Catalog and its quota

An Organization User can carry out those functions too.

1.4.7.1 Registering a VNF Group

Follow these steps to register a VNF Group.
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1 Left-click Administration and select VNF Registration & Management to display the VNF Group Registration

screen.

- Images Management

& VNF Registration & Management

& Users

Figure 99: VNF Group Registration & Management option

2) Left-click Actions and select Create VNF Group.

Organization vDC

VNF Group Registration

| | TEST_TENANT

x |

VNF Group Name ~ | Description v  VDC b

TEST_VNF_GROUP_2 TEST_VNF_GROUP_2_ TEST_TENANT

TEST_VNF_GROUP TEST_VNF_GROUP TEST_TENANT

£ 4 AN | 0 T items per page

N -
Create VNF Group
VDC Description ~  Status o

Tenant for testing INSTANTIATED

Tenant for testing ACTIVE

1-2of 2 items

Figure 100: Create VNF Group action

A modal window is displayed to enter the new VNF Group information.
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Create/Edit VNF Group

Organization VNF Group Name
‘ | ‘ VNF_GROUP v
Select organization VNF Group Name
vbc VNF Group Description
[TEsT TENANT .|
Select VDC
VNF Group Description
Name ~  Description ~  Country v | City Rl
+ | DC_2503 Alcabendas Data Center 2503
v | DC_2504 Alcobendas Data Center 2504 Spain Alcobendas

3

4« v v e v items per page 1-20f 2 items

[ ] [

Figure 101: Create/Edit VNF Group

3) Enter the VNF Group information:

e VDC: This is the logged in VDC User. If the logged in user is an Organization User, a VDC of user’s
Organization can be selected.

o VNF Group Name: This unigue name represents the VNF Group in the System.

e VNF Group Description: This describes the VNF Group.

e VNF Group Datacenters: The VDC Quota is restricted to the resources available in its associated
Datacenters.

e C(lick Save.

A message is displayed in the notification area indicating the success or failure of VNF Group creation.

& TEST_ORG@TEST_ORG ~

G VNF Group TEST_VNF_GROUP registered

:

Figure 102: VNF Group creation feedback in the notification area

The VNF Group is registered with INSTANTIATED status.

1.4.7.2 Activating a VNF Group

Follow these steps to activate a VNF Group.

1 Select the VNF Group to deploy, left-click Actions and select Deploy VNF Group.
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Create WNF Group
Edit VNF Group
Delefe WVNF Group

VMNF Group Templates

Assignment

Deploy VNF Group

Manage VNF Group Quota

Figure 103: Deploy VNF Group action

After activation is complete, a message is displayed in the notification area and the Jobs Monitor indicates the
corresponding job.

ces - & TEST_ORG@TEST_ORG -

ﬂ Activating VNF Group TEST_VNF_GROUP

E

Figure 104: VNF Group activation feedback in the notification area

Operation Hame Start time End time
Lctivating WHF
fetvaTng ¥ 2016-0&-13
s deployVnfGroup Group 159500 x

TEST_VNF_GROUP

Clear All

Figure 105: VNF Group activation feedback in the Jobs Monitor
Click the deployVnfGroup link in the Jobs Monitor to follow the activation job progress.

2) After the activation job is completed, a message is displayed in the notification area.

es - 4 TEST_ORG@TEST_ORG ~

o Job deployVinfGroup completed succesfully
Clear All e

Figure 106: VNF Group activation completed message in the notification area

The job status is changed to OK in the Jobs Monitor.
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Operation Hame Start time End time

deployVnfGroup Activating VNF [ I VRE ome-0s1s 2016-06-13 «
¥ Oepio Miarougn Jroup p— U
Group TEST VNF_GROUP-OK e Py 51509 S17:06

TEST_VMF_GROUP

Figure 107: VNF Group activation completed in the Jobs Monitor

After the job is completed, refresh the table to see that the VNF Group status has changed from INSTATIATED
to ACTIVE.
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1.4.7.3 Editing a VNF Group

Only the Description field can be updated in a VNF Group. The Name and Datacenters fields are disabled.

You can't uncheck previously added DCs

Figure 108: Error removing VNF Group DC message
Follow these steps to edit an existing VNF Group.

1 Select the VNF Group and click Edit VNF Group under Actions.
2) Change the VNF Group description.

3) Click Save.

4) Click Yes in the confirmation window.

& e you want to save data?

Do you want to save data?

-

Figure 109: VNF Group Editing confirmation window

After VNF Group editing is completed, a confirmation message is displayed in the notification area.

ces - & TEST_ORG@TEST_ORG -

o VNF Group TEST_WNF_GROUP_Z edited
Clear All L

Figure 110: VNF Group edited message in the notification area
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1.4.7.4 Deleting a VNF Group

Only VNF Groups without active VNFs can be deleted. Otherwise, this option will not be available.
Follow these steps to delete a VNF Group.

1 Select the VNF Group to delete, left-click Actions and select Delete VNF Group.

Create VNF Group

Edit WYNF Group

Delete VNF Group

VMNF Group Templates

Assignment
Deploy WVNF Group
Manage VMNF Group Quota

Figure 111: Delete VNF Group action

A confirmation window is displayed.

© Are you sure you want fo delete this item?

Are you sure you want to delete this item?

K -

Figure 112: Delete VNF Group confirmation window

2) Click Yes in the confirmation window. After activation has been launched, a message is displayed in the
notification area.

ces - & TEST_ORG@TEST_ORG ~

& Deleting VNF Group TEST_VNF_GROUP_2

Figure 113: Deleting VNG Group message in the notification area

The Jobs Monitor displays a feedback.
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Operation Hame Start fime End time

Dedeting WNF Group  20M16-05-13

2% UndeployVnfgrou
' PIOVYTIONOUP TesT VNE_GROUP2 172031

Figure 114: Delete VNF Group feedback in the Jobs Monitor

Click the undeployVnfGroup link in the Jobs Monitor to follow the activation job progress.

3) When the delete job is completed, a message is displayed in the nofification area.

1
ces - & TEST_ORG@TEST_ORG ~ A -

| o Job undeployVnfgroup completed succesfully
|
C

Figure 115: VNF Group delete completed feedback in the notification area

The job status is changed to OK in the Jobs Monitor.

Operation Hame Start time End time

undeployVnfgroup Deleting VNF - o ety - R e T e 2016-04-13
Group TEST_VNF_GROUP_2-0K || 13 St e i il 17:21:09

Figure 116: VNF Group delete complete feedback in the Jobs Monitor

After the job is completed, refresh the table to see that the VDC status has changed from INSTATIATED to
ACTIVE.

1.5 VNF Group Level

1.5.1 VNF Group Entity

The VNF Group Entity represents a group of VNFs that are deployed or can be deployed in a VDC. This VNF Group is
intended for management purposes.

1.5.2 VNF Group Users

A VNF Group User is intended to manage a specific VNF Group in an Organization VDC. The VNF Group can be
registered by a Domain User, an Organization User, a VDC, or another Group User.

Currently this user type can only manage VNF Groups, so the Group must be specified when creating the user in the
NFVD Portal.
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When a VNF Group User creates another User, they can only assign their own VNF Group. If the Group User is created by
a VDC User, its associated VNF Group has to belong to the user’s VDC.

The following table indicates the profiles and operations available for a VNF Group User.

Table 6: VNF Group User Profiles and Operations

Profile Operations
Administrator Manage VNF Group Users
Provisioning Manage Jobs

Manage Monitors

Manage Storage

Manage VNFs

Manage VNF Group Images

Manage VNF Group Template Catalog
View VDC Manager

Check Quotas VNF Groups

View Jobs

Template Designer Manage VNF Group Templates
Monitoring

1.5.3 VNF Group Resources

A Group can only use resources available in its Datacenters. Such resources will be used to deploy VNFs in that VNF
Group.

When a Group is registered by an Organization User or a VDC User its associated Datacenters have to be indicated. You
can assign a new Datacenter to a Group by editing it, but you cannot remove one.

The Quotas that can be assigned to a Group are restricted to quotas available in its Datacenters.

1.5.4 VNF Group Quota

The VNF Group Quota determines the quantity of resources that can be used in that VDC for deploying VNFs.
Organization and VDC Users can manage a VNF Group Quota.

Follow these steps to manage VNF Group Quofta.

1 Left-click Administration and select VNF Registration & Management to display the available VNF Groups
screen.

- Images Management

& VNF Registration & Management

& Users

Figure 117: VNF Registration & Management option

2) Select the Group, left-click Actions and select Manage VNF Group Quota.
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Create VNF Group
Edit VMNF Group
Delete WNF Group

VMNF Group Templates

Assignment

Manage VNF Group Quota

Figure 118: Manage VNF Group Quota action

This will display the Manage VNF Group Quota screen.

NFV-D Catalog Assignment - TEST_VNF_GROUP

.o

Best Effort Guaranteed Quota

OpenStack
Virtual Cores Virtual Cores Virtual Memory Virtual Memory
Dedicated Mot Dedicated Page Size &K Page Size 2M
Used: 0 Used: 0 Used: 0
Stock: 5 No items in stock Stock: 6 Stock: il
Amount: Amount: Amount:
3 Units i+| MB 0o MB

Figure 119: Manage VNF Group Quota

The quota available to a VNF Group is restricted by its VDC Quota. Refer to VDC Quota section for additional
information.

1.5.4.1 VNF Group Resource Inventory (Quota Summary)

VNF Group Users can access a summary of their VNF Group.

Click the Resource Inventory option as a VNF Group user to access your VNF Group Quota.

& Home ﬁ Resource Inventory = Administration - ﬂ@ VDC Manager "% Jobs || e KPI Dashboard | @ Browser

Figure 120: Resource Inventory
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TEST_VNF_GROUP Summary

OpenStack Networking Special Ports Baremetal Devices

View Type: consumed/total

Virtual Cores - Dedicated: 0/8 Units

Virtual Memory - Page Size 4K: 0/9 MB

Virtual Memory - Page Size 2M: 0/11 MB

Figure 121: VNF Group Summary screen

1.5.4.2 VNF Group Quota Quick View

Click the Quick View icon (always available on the left side of the screen) as a VNF Group User o view your VNF Group
Quota Consumption and total for every Quota type.

>

Figure 122: VNF Group Quota - Quick View icon

- OpenStack
' |
B
Virfual Cores - Noft Dedicated 3/& Units (1
Virtual Memory - Page Size £K 3072/32015 MB 9
Virtual Disks - Virtual Disks 3/25GB
Virtual Machines - Virtual Machines 310000 Units g =
- Metworking
- Special Porfs ¥
Figure 123: VNF Group Quota Quick View Navigation
Click the refresh icon to refresh the Quota information.
x|
L
Figure 124: VNF Group Quota Quick View Refresh icon
| i
\.x [

Figure 125: VNF Group Quota Quick View refreshing
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1.5.5 VNF Group Catalog

A VNF Group Catalog is a set of VNF Templates assigned fo that specific VNF Group. The VNF Group Templates are
available to be instantiated in that VNF Group.

A VNF Group Catalog can be managed by an Organization User or a VDC User.
Follow these steps to make changes in a VNF Group Catalog.

T Left-click Administration and select VNF Registration & Management to display the VNF Group
Management screen.

- Images Management

& VNF Registration & Management

- Users

Figure 126: VNF Registration & Management option

2) Select a Group, left-click Actions and select Template Assignment VNF Group.

VNF Group Registration
0Organization vDC
‘ ‘ TEST_TENANT X - m
Create WNF Group
VNF Group Name ~  Description v |vDC “  VDC Description S Edit VNF Group

Delete VMNF Group

_ _ - _ _ VNF Group Templates
EST_VNF_GROUP_2 EST_VNF_GROUP_2_ EST_TENAN enant for festing )
Assignment

TEST_VNF_GROUP TEST_VNF_GROUP TEST_TENANT Tenant for festing Mansge VNF Grous Quote

»

I« 4 |1 |fq »  » | W  v|itemsperpage 1-20f 2items

Figure 127: VNF Group Templates Assignment action

The new window indicates all the VNF Templates assigned to the user's VNF Group.
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Template Assignment VNF Group

Organization Name

| 7]

VDL Name

| 7]

VNF Group Mame

| 7]
MHame v | Description o

« | TEST_VNF_TEMPLATE_1 TEST_VNF_TEMPLATE_1

" | TEST_VNF_TEMPLATE_2 TEST_VNF_TEMPLATE 2
- - 1 f1 ® » 10 = | items per page 1- 2 of 2items

] B

Figure 128: VNF Group Template Assignment

3) Select all Templates to add to the VNF Group Catalog, unselect the ones to remove, and click Save. A

confirmation window will be displayed.

& o you want to save data?

Do you want to save data?

Yes

Figure 129: VNF Group Templates Assignment confirmation window

4) Click Yes in the confirmation window. This will also refresh the Templates table of the selected VNF Group.
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Templates Instances
Name *~  Description i
EST_VNF_TEMPLATE_1

v |items per page

TEST_VNF_TEMPLATE_1

TEST_VNF_TEMPLATE 2

1- 2 of 2 items

Figure 130: VNF Group Templates table

1.5.6 VNF Group Image repository

The VHF Group Image repository contains all the Operative Systems Images that can be deployed in a specific VNF

Group. A VNF Group User can register and upload an Image from the NFVD Portal and make it either public (accessible

to other users) or private.

Refer to the NEV Director Images Management chapter for additional information on Image Management.

78
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Chapter 2
NFV Director VDC Manager

2.1.1 Introduction

The VDC Manager provides a graphical representation of a VDC and allows operations for virtual resources including VNF,
VMs, monitors, or storage. In parficular, the VDC Manager is used to deploy VNFs, perform and monitor day-to-day
operations.

The VDC Manager access requires VDC role.

2.1.2 VDC Manager screens

2.1.2.1 Main screen

Once the user has logged in and has selected the VDC Manager in the top menu, a screen similar to the following
illustration is displayed.

wd NFV Director

= Inventory || &= Adminisrration - |[R=-RUNENPRRY | (& Designer - | <% Jobs || ' Uriliries - m

VNF Group @) : | Wiki-VNFGO » ®

(7]

Figure 131: VDC Manager Main screen

Besides the top menu, the VDC Manager Main screen is divided into three sections. The leffmost section lists all
Templates ready fo instantiated, grouped by cafegories.

VDC Elements, including networks and firewalls
VNFs

Monitors

External Storage (VLUN)

The VNFs section contains the VNF Templates created with the designer, saved and published by the user.
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Figure 132: Available VDC Manager elements

The central section of the VDC Manager represents the workspace or VDC drawing area. This is where the user will drag
all the necessary components to connect, edit, and operate on the elements. Depending on the operations, the
components will change their status. These include component color change in the work space or the shape of the line
that represents the connection between components. Each change in the workspace is designed fo be intuitively
detectable.

The third section, the right side, of the VDC Manager Main screen is where the VNF Inspector and the VNF Selector
are located.

The VNF Inspector is used to display and edit each element’s attributes. The Inspector pops up automatically when an
element is selected in the workspace.

The VNF Selector lists the VNF instances currently deployed in the VDC. The VNF Inspector can be accessed by
clicking on one element in the VNF Selector.

The VNF Inspector and the VNF Selector will be described in more details later in this guide.

YjoleRY wiki-voc | VNF Group (1 : | WikiiVNFGO + ®

Figure 133: VDC Manager top menu

The VDC Manager top menu has three elements from left to right:
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e VDC indicates the user currently logged in and using the VDC Manager. In the previous illustration, it is Wiki-
VDC.
e VNF Group indicates the number (circled) of VNFs available from the VDC to be used in the VDC Manager.

&
e Enabled/Disabled icon ( © or g ) indicates the Firewall status.

O Enabled: the workspace displays the VNF:FW.

0 Disabled: the workspace displays only the virtual networks present.

One of the most important elements of the VDC Manager Main screen is the compass symbol E‘i) in the bofttom right
corner of the window. When the user left-clicks this element, a small window indicating a miniature view of the workspace
is displayed in the same corner of the VDC Manager. Depending on the number of connected entities, the workspace
view could be difficult to manage. This zoomed out view lefs you easily browse through the VDC. The following
illustration shows the workspace with three Virtual Networks instantiated and the zoomed out view.

Figure 134: VDC Manager workspace with zoomed-out view

The blue lines indicate the borders of the screen visible at one time. Up to three networks can be viewed comfortably on
the screen, but as more components are introduced in the workspace, the mini-map feature become very useful.

2.1.2.2 VDC Manager Inspector

The VDC Manager Inspector allows the editing and checking component’s attribute. The FW_UserGuide component is
displayed in the following illustration. This component is in a primary status, meaning that the element was recently
instantiated and remains inactive. When selecting the element, the Inspector will display the structure inside the
component.
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Figure 135: VDC Manager Inspector

Selecting the network in the left side of the work space will display the information about the specific component.

¢ NFV Director

‘ # Home ‘ |l Resource Inventory ‘ =R XUTETATIN & VDC Manager ‘ (# Designer ~ | 7% Jobs ‘ £ unilities ~ m

| KL wisivoc | VNF Group @) : | WikirVNFG O v @ |
a . (]| virrus Nemwor: wiki-Nerwark_01 @ _
: . I —— & Virtual Network : Wiki-Netw... 5
H Virtual LUN ] work + Wiki-Netw
u s . - & Network : Network_01
a stora ! & subnetwork -Network_01
2 2= ' .
. |v|rma\ Network | B
: . M
) ame 4
e . i
£ H [wici-bierwark_o1 | E
£ £ = e
i gl Description
g H [ e |
g F
= o
=

Menitars &
=T

|Z Stanus
| ACTIVE |

Figure 136: VDC Manager Inspector

A useful feature of the Inspector provides the user direct access to the Virtual Machines present in the component, and
vice versa. This feature is represented by a scope sym# () displayed near the accessible elements.
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Firewalk: Wiki-VNF

Firewall : Wiki-VNF &~ Firewall : Wiki-VNF

¥ End Point : endpoint

Type )
& subnetwork : Service_Subnet
Firzwal &~ VNF Component : VNF_COMPONE...
Mame Or VM VM_GUI_FW
CI¥ VM : WM_PAN_FW
Wiki-VMF v 4
Description
WikiVNF v 4
b Status
INSTANTIATED

f
sapadsu)

0 J0L23(35 dMA

I
i~ VNF Component : VNF_COMPONENT_FW

DOk VM : VM_GUI_FW
Ok VM : VM_PAN_FW

Figure 137: The scope symbol

[

WNF Component : Name of component

The primary elements suitable for scoping are Virtual Machines. Left-clicking the scope symbol will display the Virtual
Machine owned by the element with the scope feature, and will navigate to the corresponding VM Inspector. In order to
return o the Virtual Machine parent element, left-click the dark green scope symbol in the top right corner of the

attribute inspector window.

[Pe——— o 23

o
yee 7

Virtual Machine.

e AR O+ virtual Machine : VM_GUT_FW <

M_GULFW

Status

INSTANTIATED

1059195 dd¥A

Figure 138: Return from scoping

Left-click the dark green scope symbol
to return to the Virtual Machine parent

element.

The Actions switch in the Inspector title bar hides or displays all aftributes of an instance, regardless of their visibility.
This is useful for debugging. The show all mode displays all of the, mostly read-only, attributes.

INSTARTIATED

Figure 139: Enable/disable attributes window

The other element present in the fop menu is the Actions button. Clicking this button displays a pop-up menu with all
the operations available for the specific component. The actions’ availability depends on the role of the user currently

logged in.
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Figure 140: The Actions button

2.1.2.3 VDC Manager VNF Selector

The VDC Manager’'s VNF selector lists the selected VNF Group’s VNF instances. These VNFs can be instantiated or
deployed.

| @ = Name 4 Creation time VM Count 4+ Status Changes

Jojaadsu)

Figure 141: VDC Manager VNF Selector

As you can see in the previous illustration, the selector lists the VNF_User component, which was created from the
designer. This component displays the number of Virtual Machines, along with the actual status of the component, and
the creation timestamp. Clicking an item in the VNF Selector opens the VNF Inspector.
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Figure 142: VNF Inspector

2.1.2.4 Updating VDC Manager attributes

Attributes of non-deployed instances can be modified. Once a VNF is deployed, instances become read-only. After
modifying attributes from an Inspector, changes have to be finalized with the Update operation. The result of the Update
operation is global in the VDC Manager, meaning that all the modified attributes are stored regardless of element
definition. This means that all modifications can be saved with a single Update.

There are two ways fo initiate an Update:
e [|eft-click Actions and select Update.

e Right-click in the element previously selected in the workspace. The VDC Manager will display a list of actions
available for the element.

@ NOTE: The workspace represents the VDC itself so it is enough to right-click in the empty region of the workspace
o display the list of operations available for the element.

Igawlenh:l(a rd  NFV Director
nter

& Home | Ll Resourceinventory | B> Management » [EE--UVEVENMN [ Designer -

‘ voc : [—y VNF Group (D) :| Oracieadmin [+ | E——r— «~ .

TENANT Actions(Ten_UserGuide)

a & [searcn. ] W~ Tenant : Ten_UserG

£ Example_VM b Firewall @ VNF_UserCo22

£ &+ Load Balancer : LB_UserGuide

8| | Sesion: 060422 VDC Actions(Ten_userGuide2) [ & Physical Network : Network_UserGuide E

g 101750 Update & Physical Network : Network_UserGuide_1 ¢
== WD Example_CG &P VNF : VNF_userGuide 3

User Guide

pAlEN

Figure 143: Updating VDC attributes

Left-click Update in the menu to execute a VDC workspace update. A window similar to the one in the following
illustration will be displayed.
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Update Instance:

Warning: Unchecked modifications will be lost after update!

Modified Attributes (2)

Element Attribute Category 0ld Value Mew Value e
subnetwork : Network_UserGuide_1 Starting IP WMNF_DESIGNERIPVS 10,000 14000 b

Firewall : VNF_UserGuide Mame VNF_UserGuide WNF_UserGuide_Mod b

m Cancel

Figure 144: Update confirmation window

This window displays the modifications to be saved. In this case the IP address of a subnetwork owned by one of the
virtual networks in the workspace was edited, as well as the VNF_UserGuide name. Click Update to start the update
process. If the update was successful, a message similar to the one in the following illustration is displayed and the job is
registered in the Jobs Monitor.

Click the H symbol to view the message.

G {F instance: updated sucoeasfs

Figure 145: Instance update confirmation message

2.1.2.5 VDC Manager and the Management Network

There are two types of main VDCs that can be managed by the solution:

e Standard VDC, or
e Management VDC with network type IPv4 or IPvé

This means we really have three types of VDCs. The difference between them is that the last one is associated with a
management_network. This network is responsible for the communication between various entities needed by the VDC
for correct operation. The Management Network is hidden from the users because the user will not need to modify any
feature or attribute of the Management Network directly. This is also a security measure, because the Management
Network carries out certain sensitive VDC management processes.

Also, the Management Network will allow communication between Datacenters in a multi-datacenter environment,
where the Management Network, as stated previously, will remain hidden from the users.

The presence of the Management Network is also critical when the Datacenter/Resource Pool is going to be used with a
DCN environment (SVN Platform, besides the OpenStack Platform). If the Datacenter was designed to be used with both
platforms, apart from the DCN structure that has to be implemented in the datacenter, the VDC must be Management
type, in order to have a management network properly configured for the future operations.

This type of VDC and network is also crucial for a specific VNF, the Firewall. Without a management VDC and a
Datacenter specifically designed for both platforms, the VNF Firewall activation will fail.

I% NOTE: The Management Network is not the external network. The external network will only be visible in the VDC
Manager when a Management VDC is used, and the external network will develop the communication between the
machines and networks not managed by the solution or the OpenStack platform.
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2.1.3 Virtual Network operations

Left-click VDC Elements to operate with networks in the VDC Manager. There are three types of suitable Virtual
Networks detailed in the following sections.

2.1.3.1 Virtual Network attributes

The majority of all Virtual Networks’ attributes and categories are similar with small additions or configurations. This
section details the specific attributes of the Virtual Networks.

Virtual Network: Netwark_UserGuide D E

i~ Virtual Network : Network_UserGuide
& MNetwork : Network_UserGuide

Type O subnetwork : Network_UserGuide

Virtuzl Metwork

Mame

D 1015885 JNA

MNetwork_UserGuide

Description

Metwork for the User Guide

Status

INSTANTIATED

Figure 146: Virtual Network attributes

The previous illustration indicates the general attributes of the Virtual Networks. In this case the Type and Status
aftributes are disabled. Left-click in the Name and Description fields to edit their values.

These attributes are common to all Virtual Networks, as the elements that conforms the element, a VN always is going to

have at least a Network and a Subnetwork.

The unique primary difference between the standard Virtual Network and the rest are small changes. The Monitored
Virtual Network has two monitors already set to use, just as the Physical Virtual Network. The attributes of the

Networks and Subnetworks are the same in both.



NFV Director VDC Manager 88

2.1.3.1.1 The attributes of a Virtual Network’s network

__ Virtual Metwork: Hetwork_UserGuide T =
Me UserGuide

sopyadsu)
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=

Access_level
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VIRTUAL _LIME

Figure 147: Virtual Network SDN category

The previous illustration indicates the selected Network, and the category and attributes of the Network part of the
Virtual Network. These are minor components when working with the VDC Manager, so the only editable attribute of the
Network is SDN.Access_level. This attribute can take only two possible values, ANY or VIRTUAL_LINK, so the Network
is only going to gain access through the Virtual_Link.

If SDN Access level is set to VIRTUAL_LINK, then the Virtual Machines connected over that Virtual Link will only have
access to that specific Virtual Link Subnetwork. Otherwise, if it is set to ANY, the Virtual Machines will be able to reach
other ranges, either Internet or Virtual Links with access level set to ANY.

For example:

e If we create 3 Virtual Links
0 NET1with subnet range 10.0.0/24 and Access level ANY
O NET2 with subnet range 20.0.0/24 and Access level ANY
0 NET3 with subnet range 30.0.0/24 and Access level VIRTUAL_LINK

0 VMin NET1 will be able to ping (with appropriate routes) VMs on NET1and NET2

0 VMin NETTwill NOT be able to ping VMs on NET3 unless thereis a FW or LB in between NET1and NET3

0 VM in NET2 will NOT be able to ping VMs on NET3 unless there is a FW or LB in between NET2 and
NET3

0 VM InNET3 will be ONLY able to ping VMs on NET3
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Figure 148: Possible connections for various Virtual Networks
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2.1.3.1.2 The attributes of a Virtual Network’s subnetwork
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Figure 149: Attributes of a subnetwork

The previous illustrations indicate (with the subnetwork selected) the categories and atftributes of the subnetwork that is
part of the Virtual Network. There are two categories that the user is allowed to edit.
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The first one, IP, has five editable attributes:
e Address: The IP address in the illustration is set to 200.0.0.0. Choose the IP address for the subnetwork with

care, make sure it is unique. This address can be for IPv4 or IPv6, but you must specify a valid IP. Note: Must be
consistent with the field “Version”.

I% NOTE: This value must be consistent with the Version field.

If the range selected on the subnetwork overlaps with another range you may receive an error during
deployment. If you are using a multi-site solution the IPAM plugin used in the background (at VIM leveD) will
enforce that ranges do not repeat.

If you are in mono-site mode without the IPAM plugin, you can repeat the ranges with the same limitations as
OpenStack.

e Mask: It defines the network mask number and its value depends on the IP version. In case of IPv4 valid values
are between /1and /30. In IPvé6 valid values are between /1and /126.

@ NOTE: It is necessary to put the / character before the mask value.

e Version: This value is either 4 or 6, corresponding to IPv4 and IPvé.

e ipvé6_address_mode: This value controls how OpenStack handles addressing. There are a number of different
ways that guest instances can obtain an IPv6 address, and this attribute indicates these choices to the
Networking APl users.

e ipvé_ra_mode: This value controls router advertisements for a subnet.

The IPv6 Protocol uses Internet Control Message Protocol packets (ICMPv6) as a way to distribute networking
information. ICMPvé packets with the type flag set to 134 are called Router Advertisement packets, which
broadcast information about the router and the route that can be used by guest instances to send network
fraffic.

The ipvé_ra_mode atftribute specifies if the Networking service should transmit ICMPv6 packets for a subnet.

IPv6 supports three different addressing schemes for address configuration and for providing optional network
information.

e Stateless Address Auto Configuration (SLAAC): Address configuration using Router Advertisement (RA).
e DHCPvé6-stateless: Address configuration using RA and optional information using DHCPvé.
e DHCPvé-stateful: Address configuration and optional information using DHCPv6.

You can choose any of these values or DEFAULT. If you are using IPv4, you must choose the DEFAULT value.
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There are many combinations of these two attributes, but only some of them are valid. The following table explains these
combinations.

Table 7: SLAAC combinations

ipv6_ra_mode ipv6_address_mode Result

Noft specified SLAAC Addresses are assigned using EUI-64 and external router will be used
for routing.

SLAAC SLAAC Addresses are assigned using EUI-64 and OpenStack networking
provides routing.

Table 8: Stateful-stateless combinations

ipv6_ra_mode ipvé_address_mode | Result

DHCPv6-stateless DHCPv6-stateless Address and optional information using neutron router and DHCP
implementation respectively.

DHCPv6-stateful DHCPv6-stateful Addresses and optional information are assigned using DHCPv6.

Based on OpenStack capabilities, addressing configuration modes are only available using IPv6é and there is no mandatory
configuration parameter. Accordingly, NFV Director operates as follows.

e |Pv4: It always takes the DEFAULT value, regardless of the value selected by the user because modes cannot be
applied to IPv4 networks.

e |Pvé: It can take the values mentioned in the chain or DEFAULT. as Ruben correctly says. The DEFAULT value
does not provide any value for an OpenStack request, so default Neutron configuration is provided to the
network. In terms of functionality, the behavior is the same as DHCPvé6-stateful.

o Default value: The default value has been provided for full compatibility between IPv4 and IPvé.

The second category for the subnetwork is INSTANTIATE with the Gateway_ip attribute that can only take two values,
DEFAULT (use default gateway) and NO_GATEWAY (do not use any gateway).

If NO_GATEWAY is selecfed then the Virtual Machine will not get any default route via DHCP options during boot.
Depending on your VM needs, this will be in effect until proper routes are set with the VM console.

If you select DEFAULT and connect a Virtual Machine to two networks both set with DEFAULT opftions, then your VM
will get two default routes via DHCP options.

2.1.3.2 Virtual Network types

There are three types of virtual networks:

e VIRTUAL NETWORK - GENERIC: This represents the basic virtual network with one network and one
subnetwork.

e VIRTUAL NETWORK - EXTERNAL.: This represents a network that will come from the outside and use floating
IPs, primarily for multi-site environments.

o VIRTUAL NETWORK - MANAGEMENT: This represents a network for internal management. This network will
create the needed connections automatically with other components and will manage the infrastructure of the
application. When this virtual network is activated, it will configure the correct ports and connections to offer the
correct services. This virtual network will not be visible to the user.

2.1.3.3 Standard Virtual Network operations

In order fo operate with networks in the VDC Manager, left-click in the VDC Elements to select the tag. Once the list of
elements is loaded, select a Virtual network to be created in the workspace. There are three types of Virtual Networks
suitable for operation. The following section will detail Standard Virtual Network operations.



2.1.3.3.1 Creating a Standard VN

There are two ways to create (instantiate) a Virtual Network.

a. Select the template from the list and drag it to the workspace.
b. Select the element from the list, left-click Actions and select Create from the displayed list.
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When a Virtual Network is selected from the list of components, the component’s border color will turn green. The system
will also generate the timestamp for the component. These changes are indicated in the following illustration.

Type: Virtual
Network

Creation: 2015-10-21
00:38:44

Desc: Virtual
Network

e

Type:

Desc:

Physical
Network

Creation: 2015-12-22

09:01:31
virfual_netwc

Creation: 2015-10-21

Desc:

Virtual
Network

00:38:44
virfual_netwc

Figure 150: Three types of Virtual Networks

Regardless of the method used fo create the instance, the same window will be displayed.

Create Network: virtual_network

Virtual Network Instance Mame:

‘ Metwork_UserGuide_1

Description:

‘ Wirtual Network for the User Guide

VDC:

Ten_UserGuide

VAPP Group Name:

‘ VNFG_UserGuide

Figure 151: Create Virtual Network window

For this Virtual Network example we set the name of the network to Network_UserGuide_1 and the Description to
Virtual network for the User Guide. The VDC and VAPP Group Name fields are disabled. Left-click Create to create
the Virtual Network or left-click Cancel to discard the changes. Once the element is created, a new Virtual Network will be

displayed in the manager’s workspace.

2.1.3.3.2 Deploying a Standard VN

Select the Virtual Network in the workspace to deploy it. To select an element, left-click inside it in the workspace until its
border has changed to a dashed pattern of a color different from gray. Once selected, there are two ways to initiate

deployment:
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e | eft-click Actions and select Deploy.
e Right-click in the previously selected element and select Deploy from the list that is displayed.
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=]
=
£
|
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- i Mety
% Type o subr P -
I Virtual Network f
= g
ha Name v 2
g Merwork_UserGuide_1 @
P Description v
=
= Virtuzl Network for the User Guide
—
g Status
INSTANTIATED
b

Figure 152: Two ways to launch a Deploy a Standard VN

After the required action has been selected, the VDC Manager will display the following window.

Deploy Virtual Network Network_UserGuide_1

Do you really want to deploy this instance?

m

Figure 153: Deploy Virtual Network confirmation window

Left-click Deploy to deploy the element. If the deployment process started correctly, the system will display a
confirmation message and register in the Jobs Monitor similar to the following illustrations.

Click the H button to access these messages.

Q-"sr:'--:z Metwork_UserGuide 1 deploy started.

Job ID = ZeedRebl-50%c-bo HEdbT-FORGT385c28k0,

Figure 154: Deploy Virtual Network confirmation message

Operation Hame Start tame End time
. 205-04-07 20M5-04-07
VirfuallL Hatwork_UsarZuide 1 R~ B— »

Figure 155: Deploy Virtual Network job registration

If the deployment process ended properly, the color of the element will change fo green, indicating ACTIVE status. If the
color of the element changes to red, it indicates ERROR status.
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2.1.3.3.3 Deleting a Standard VN

Select a Virtual Network in the workspace and left-click inside an element to change its border o a dashed line that is
any color but gray. There are two ways to initiate deleting.

e |eft-click Actions and select Delete.
e Right-click inside the previously selected element and select Delete from the displayed list.

After the required action has been selected, the VDC Manager will display the following window.

Delete :

Do you really want to delete instance: ?

Figure 156: Delete Virtual Network confirmation window

Left-click Delete to delete the element. If the deleting process started correctly, the system will display a confirmation
message similar to the following illustration.

Click the H bufton to access these messages.

Figure 157: Delete Virtual Network confirmation message

2.1.3.3.4 Un-deploying a Standard VN

The Un-deploy operation is only available in the VDC Manager is for the selected Virtual Network to have active un-
deployed status. Active Virtual Network status is indicated by any color other than gray and red.

There are two ways to initiate un-deployment.

e Right-click the Virtual Network and select Un-Deploy from the displayed list.
e Select the Virtual Network, left-click Actions at the right side of the VDC Manager, and select Un-Deploy.



NFV Director VDC Manager 96

Hewlett Packard - NIFV Director / MWC2016v3

Enterprise

# Home il Summary = Management = W} Tenant Manager [ Designer ~ 2 ol
‘ BLEUEIE Ten UserGuide VNF Group (1): VNFG UserGuide +

SN |Search D
o —

Type:  Firewall
Creation:
Desc:.  VNF_FW

2pInDdasn HoMisN

- Virtual Network Actions{Network_UserGuide_1)
w
fr
|| -
Type: Load Balancer |
® reation:
» Desc:  VNFforLBs
g
c
]
x |
-
- 42 virhaal_netwo_ L]
® =1
-r_g Type: Virtual Network 'g:
17': Creation: =
Desc: Virtual L] =
Metwork ~,
-,

=

Type:  Physical
Metwork

Creation:

Desc: virtual_netwe

) virnual_network:

Type: Virtual Network

Creation: 2015-10-21
0053844

Desc: virtual_netwe

—~
Virtual Network Actions(Network_UserGuide_1)

& Network @ Neowvors_wserouns_x
Type &8 subnetwork @ Network_UserGuide_1

‘Vlnual Metwork ‘

Name

@ Jola@s 4N

‘ Network_UserGuide_1

Dascription

Nerwork for the User Guide |

Status

‘ACFWE ‘

Figure 158: Two ways to initiate un-deployment

After the Un-deploy operation has been selected, the following confirmation window will be displayed.

Undeploy Virtual Network For Network_UserGuide_1

Do you really want to undeploy this instance?

m Cancel

Figure 159: Un-deploy operation confirmation window

If the Virtual Network still has elements connected, the following window will be displayed.
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Undeploy Virtual Network For Network_UserGuide_1

Do you really want to undeploy this instance?

Figure 160: Un-deploy operation connections warning window

In this case all the connections related to the Virtual Network need to be removed before proceeding with un-
deployment. Left-click Un-deploy to un-deploy the selected Virtual Network or left-click Cancel to discard the un-
deployment process. If the un-deployment process is executed correctly, the element will be removed from the
workspace.

2.1.3.4 Physical Network operations

In order to operate with networks in the VDC Manager, left-click in the VDC Elements to select the tag. Once the list of
elements is loaded, a Virtual Network can be selected to be created in the workspace. There are three types of Virtual
Networks suitable for operation. This section will discuss Physical Network operations.

2.1.3.4.1 Creating a Physical VN

The difference between a Standard VM and a Physical VM is that the physical have elements in the real world. The VDC
Manager freats both the same. There are two ways to create (instantiate) a Physical Virtual Network.

e Select the template from the list and drag it to the workspace.
e Select the element from the list, left-click Actions and select Create from the displayed list.

When a Virtual Network is selected from the list of components, the component’s border color will turn green. The system
will also generate the timestamp for the component. These changes are indicated in the following illustration.

@ airema
Type: Virtual Type: Physical Type: Virtual
Network Network Network
Creation: 2015-10-21 Creation: 2015-12-22 Creation: 2015-10-21
00:38:44 09:01:31 00:38:44
Desc: Virtual Desc: virfual_netwc Desc: virtual_netwc
Network

Figure 161: Three types of Virtual Networks

Regardless of the method used fo create the instance, the same window will be displayed.
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Create Network: virtual_network_physical

Virtual Metwork Instance Name: o

| Physical_Network_userGuide_ |

Description: o

| Physical Netwok for the UserGuide |

vDC:

Ten_UserGuide |

VAPP Group Name:

| VNFG_UserGuide |

m Ea“ce"

Figure 162: Create Physical VN window

For this Virtual Network example we set the name of the network to Physical_Network_userGuide_1 and the
Description field to Physical Network for the user Guide. The VDC and VNF Group Name fields are disabled. Left-click
Create fo create the Physical Network or left-click Cancel to discard the changes. Once the element is created, a new
Physical Network will be displayed in the manager’s workspace.

Creating a Physical Network creates 2 networks with subnetworks.

When using a multi-site solution with SDN and IPAM plugin, make sure that the ranges and mask are the same. If the
IPAM is fo manage them as a single network, make sure that either vxlan or vlan subnet IP address does not collide.

One site will be vxlan based and will appear at SDN level (if SDN is present). The other site will be vlan based and so it
will not appear in SDN (if SDN is present).

2.1.3.4.2 Deploying a Physical VN

Select the Virtual Network in the workspace to deploy a Physical Virtual Network Standard. To select an element in the
workspace, left-click inside it in the workspace until its border has changed to a dashed line any color but gray. Once
selected, there are two ways to initiate deployment:

e | eft-click Actions and select Deploy.
e Right-click in the previously selected element and select Deploy from the list that is displayed.

Physical Networl: Physical_Network_userGuide_1 "2
~ Virtual Network Actions(Physical_Network_..) =
Virtual Network Actions(Physical Network _...) au~ Physi
Phaysical Network : Physical_Network_userGu.. i L=l
Physical_N
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slst= Type & MNetw _ _ _
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& subnetwork : Physical_MNetwork_userGuide_1

Physical Network

O Jouoa(ag dd ¥

Name v

Physical_Network_userGuide_1

4

Description

V00001 T 9pInsuasn T yomaN” |easAyd

Physical Netwok for the UserGuide

Status

INSTANTIATED

Figure 163: Two ways to launch a Deploy a Physical VN



NFV Director VDC Manager 99

After the required action has been selected, the VDC Manager will display the following window.

Deploy Virtual Network Physical_Network_userGuide_1

Do you really want to deploy this instance?

n Cancel

Figure 164: Deploy Physical VN confirmation window

Left-click Deploy to deploy the element. If the deployment process started correctly, the system will display a
confirmation message and register in the Jobs Monitor similar to the following illustrations.

Click the H button fo access these messages.

Figure 165: Deploy a Physical VN confirmation message

Operation Mame Start fime  End fime
, 20M5-04-07

Figure 166: Deploy a Physical VN job registration

If the deployment process ended properly, the color of the element will change to green, indicating ACTIVE status. If the
color of the element changes to red, it indicates ERROR status.

2.1.3.4.3 Deleting a Physical VN

Select the Virtual Network in the workspace and left-click inside an element to change its border to a dashed line that is
any color but gray. There are two ways to initiate deleting:

e |eft-click Actions and select Delete.
e Right-click inside the previously selected element and select Delete from the displayed list.

After the required action has been selected, the VDC Manager will display the following window.

Delete :

Do you really want to delete instance: ?

Cancel

Figure 167: Delete Physical VN confirmation window

Left-click Delete to delete the element. If the deleting process started correctly, the system will display a confirmation
message similar to the following illustration.

Click the E button to access these messages.
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Figure 168: Delete Physical VN confirmation message
2.1.3.4.4 Un-deploying a Physical VN

The Un-deploy operation is only available in the VDC Manager. The selected Physical Virtual Network has to have active
un-deployed status. Active Physical Virtual Network status is indicated by any color other than gray and red.

There are two ways fo initiate un-deployment.
e Right-click the Physical Virtual Network and select Un-Deploy from the displayed list.

e  Select the Physical Virtual Network, left-click Actions at the right side of the VDC Manager and select Un-
Deploy.
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Figure 169: Two ways to initiate un-deployment

After the Un-deploy operation has been selected, the following confirmation window will be displayed.

Undeploy Virtual Network For Network_Physical_UserGuide

Do you really want to undeploy this instance?

m

Figure 170: Physical VN un-deploy operation confirmation window

If the Virtual Network still has elements connected, the following window will be displayed.
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Undeploy Virtual Network For Network_UserGuide_1

Do you really want to undeploy this instance?

Undeploy

Figure 171: Un-deploy operation connections warning window

In this case all the connections related to the Virtual Network need to be removed before proceeding with un-
deployment. Left-click Un-deploy to un-deploy the selected Virtual Network or left-click Cancel to discard the un-
deployment process. If the un-deployment process is executed correctly, the element will be removed from the
workspace.

2.1.3.5 Monitored Virtual Network operations

In order to operate with networks in the VDC Manager, left-click in the VDC Elements to select the tag. Once the list of
elements is loaded, a Virtual Network can be selected to be created in the workspace. There are three types of Virtual
Networks suitable for operation. This section will discuss Monitored Virtual Network operations.

A Monitored Virtual Network has two previously configured monitors: one for the network itself and another for the
subnetwork related to the network, as indicated in the following illustration.

Virtual Network: virtual_network_monitored O E

po— - virsul - moni.. &> Virtual Network : virtual _network _monitored
g~ Monitor @ monitor-network
1 » Condition : ERROR Condition
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Y INETWOrk « NETU
O subnetwork : subnetwark
wvirtual_netwark_monitored ,“ vl_endpoint : Name

Type

virtual Metwaork

0 J9i28]as by,

Description

Wirtual Metwork with & DCM monit

[[n]
793eBbd-7ea3-4518-bocs-
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Figure 172: Monitored VN structure

2.1.3.5.1 Creating a Monitored VN
There are two ways to create (instantiate) a Monitored Virtual Network.

e Select the element from the list and drag it to the workspace.
e  Select the element from the list, left-click Actions, and select Create from the displayed list.

When a Monitored Virtual network is selected from the list of components, the component’s border color will turn green.
The system will also generate the tfimestamp for the component. These changes are indicated in the following illustration.
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Figure 173: Three types of Virtual Networks

Regardless of the method used to create the instance, the same window will be displayed.

Create Network: virtual_network_monitored

Virtual Network Instance Name:

‘ Monitered_Metwork_userGuide 1

Description:

‘ Monitored Netwaork for the userGuide

vDC:

Ten_UsarGuide

VAPP Group Hame:

‘ VWNFG_UserGuide

m

Figure 174: Create Monitored VN window

For this Virtual Network example we set the name of the network to Monitored_Network_userGuide_1 and the

Description field to Monitored Network for the userGuide. The VDC and VNF Group Name are disabled. Left-click
Create fo create the Physical Network or left-click Cancel to discard the changes. Once the element is creafed, a new
Physical Network will be displayed in the manager’s workspace.

2.1.3.5.2 Deploying a Monitored VN

Select the Virtual Network in the workspace to deploy a Monitored Virtual Network. To select an element in the
workspace, left-click inside it in the workspace until its border has changed to a dashed line that is any color but gray.
Once selected, there are two ways to inifiate a deployment:

e |eft-click Actions and select Deploy.
e Right-click in the previously selected element and select Deploy from the list that is displayed.
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Figure 175: Two ways to launch a Deploy a Monitored VN

After the required action has been selected, the VDC Manager will display the following window.

Deploy Virtual Network Monitored_Network_userGuide_1

Do you really want to deploy this instance?

m

Figure 176: Monitored VN deployment confirmation window

Left-click Deploy to deploy the element. If the deployment process started correctly, the system will display a
confirmation message and register in the Jobs Monitor similar to the following illustrations.

Click the ﬂ button to access these messages.

a natance: Monstored_Metwork_userGuids 7 deploy

started. Jab D = sdtdod 5a-30d9-456-h538-

2bd2b550caTd

Figure 177: Monitored VN deployment confirmation message
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Figure 178: Monitored VN deployment job registration

If the deployment process ended properly, the color of the element will change fo green, indicating ACTIVE status. If the
color of the element changes to red, it indicates ERROR status.

2.1.3.5.3 Deleting a Monitored VN

Select the Virtual Network in the workspace and left-click inside an element to change its border to a dashed line that is
any color but gray. There are two ways fo initiate deleting:
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e |eft-click Actions and select Delete.
e Right-click inside the previously selected element and select Delete from the displayed list.

After the required action has been selected, the VDC Manager will display the following window.

Delete :

Do you really want to delete instance: ?

m Cancel

Figure 179: Delete Monitored VN confirmation window

Left-click Delete to delete the element. If the deleting process started correctly, the system will display a confirmation
message similar to the following illustration.

Click the button to access these messages.

o Instance: Monitored_Network_userGuide_1 deleted
successfully. ID = 6f3abe98-58dc-4562-8ca0-39eef9228a7a.

Figure 180: Delete Monitored VN confirmation message
2.1.3.5.4 Un-deploying a Monitored VN

The Un-deploy operation is only available in the VDC Manager. The selected Monitored Virtual Network needs to have
active un-deployed status. Active Monitored Virtual Network status is indicated by any color other than gray and red.

There are two ways to initiate un-deployment.

e Right-click the Monitored Virtual Network and select Un-Deploy from the displayed list.
e  Select the Monitored Virtual Network, left-click Actions at the right side of the VDC Manager, and select Un-
Deploy.
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Figure 181: Two ways to initiate un-deployment

After the Un-deploy operation has been selected, the following confirmation window will be displayed.
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Undeploy Virtual Network For Monitore_Network_UserGuided

Do you really want to undeploy this instance?

=

Figure 182: Monitored VN un-deploy operation confirmation window

If the Virtual Network still has elements connected, the following window will be displayed.

Undeploy Virtual Network For Network_UserGuide_1

Do you really want to undeploy this instance?

Figure 183: Un-deploy operation connections warning window

In this case all the connections related to the Virtual Network need to be removed before proceeding with un-
deployment. Left-click Un-deploy to un-deploy the selected Virtual Network or left-click Cancel to discard the un-
deployment process. If the un-deployment process is executed correctly, the element will be removed from the
workspace.

2.1.4 VNF operations

In order to operate with VNFs in the VDC Manager, left-click in the VDC Elements. Once the list of elements is loaded, a
VNF can be selected to be created in the workspace. This is a special type of artifact that develop a complex task in the
system. The following sections discuss VDC Manager operations with the different types of VNFs available.

Due to the nature of these components, a distinction needs to be made for when the component is in a state other than
ACTIVE, and when the component has been activated.

2.1.41 VNF attributes

The majority of all VNF attributes and categories are similar with small additions or configurations. This section details the
specific attributes of the Virtual Networks.
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Figure 184: VNF components and attributes

The previous illustration indicates the general attributes of the VNF_userGuide. In this case the Type and Status
aftributes cannot be edited. The ID field, for obvious reasons, is also disabled. The values for the Name and Description
fields are VNF_userGuide and VNF designed by the user. Left-click in these fields fo edit their values.

These attributes are common to all VNFs. A VNF can have a wide range of components and configurations. In order to
provide appropriate editing support, the following sections will explain a significant sample of the possibilities.

There are special, more complex VNFs. An example is the VNF Firewall with a specific function. This element has
aftributes besides the ones that are common to all the VNFs.

2.1.4.1.1 VNF Firewall attributes

The VNF Firewall is a special type of VNF with a number of requirements. The most important requirement is that the
VNF Firewall can only be deployed in a Datacenter/Scenario that can operate in a DCN platform. This means that the
entire structure required for this platform should be present in the Datacenter to be used. Also, the VNF Firewall will use
a Service Network to carry out its tasks. This Service Network is neither the External Network, nor the Management
Network. These three networks must not be misinterpreted.

qj> IMPORTANT: The VNF Firewall must be deployed in a Datacenter/Scenario where DCN is configured.
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Figure 185: VNF Firewall attributes

The previous illustration indicates, with the VNF Firewall selected, all the components that make up the VNF. As
indicated, the Firewall has one Network, one Subnetwork, and an EndPoint. It also has a VNF_Component that includes
two Virtual Machines. The Network and Subnetwork artifacts and possible Virtual Network configurations were
explained in previous chapters.

The EndPoints are elements of connection between entities. They represent the component point of access when an
element or component in the workspace (VDC) tries to communicate with a specific component. This communication will
take place through the EndPoint, so the EndPoints will be connected to the entities required during activation. This
refers to communication, not network traffic.

The Virtual Machine component attributes will be explained in the Virtual Machine operations section. The VNF
attributes are the aftributes of its components, but only some of them are user-editable.

As indicated on the previous illustration, the VNF Firewall has two Virtual Machines, the VM_GUI_FW and the
VM_PAN_FW. All Virtual Machines have four user-configurable elements:

a virtual core
virtual disk
virtual memory
virtual port

The most relevant VNF Firewall configuration at this level is the image to be used with the Virtual Machines.

Left-click the Virtual Machine (PAN or GUD in the components menu to configure its attributes. Select the GENERAL
category and assign the correct values to the Image and Type fields. The Image attribute validates the Name. The most
often used Image value is cirros. If cirros is selected, Type will be KVM. Depending on the version, KVM images are
associated with . qcow or . qcow?2 files. Before deployment, a VNF Firewall will always check the component image file
configuration. Deployment will fail if the image or extension file is not configured correctly.

2.1.4.2 Non-active VNF Firewall operations

The following non-active VNF:FW operations are available from the VDC Manager:

e creating
e deploying
o deleting

After the component has been activated, the VDC Manger allows the following additional operations:
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e scaling
e un-deploying

2.1.4.2.1 Creating a VNF Firewall

There are two ways fo creatfe (instantiate) a VNF Firewall.

a. Select the element in the list and drag it to the workspace.
b. Select the element in the list, left-click Actions, and select Create in the displayed list.

When VNF:FW is selected from the list of components, the component’s border color will turn green. The system will also
generate the timestamp for the component. These changes are indicated in the following illustration.

[vem ]

Type: Firewall
_reation: 2015-10-02
13:16:09

Desc: WNF_FW

Figure 186: Firewall element in the VDC menu

Regardless of the method used fo create the instance, the same window will be displayed.

Create Firewall: VNF_FW

Instance Name: vy

‘ Firewall_userGuide ‘

Description: v

‘ Firewall for the User Guide ‘

VDC:

Ten_userGuide? ‘

VHNF Group Name:

‘ Oracleadmin ‘

m Eancel

Figure 187: Creating a VNF Firewall

For this VNF:FW we set the name of the firewall to Firewall_userGuide and the Description field to Firewall for the
User Guide. The VDC and VNFG Group Name fields are disabled. Left-click Create to create the VNF:FW or left-click
Cancel to discard the changes. Once the element is created, a new VNF:FW will be displayed in the manager’s workspace.

A Firewall is a specific implementation of VNF that contains a service network. When using a multi-site solution with
IPAM plugin, make sure that the SERVICE subnetwork range does not overlap with existing ones.

If the creating process was successful, the system will display a confirmation message similar to the following illustration.

Click the H button to access these messages.
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) instance: VNF_PW* created successfully. ID =3

233874eb2df7. click ‘refresh’ button 1o s

Figure 188: Successful VNF Firewall creation confirmation window

2.1.4.2.2 Deploying a VNF Firewall

Select VNF:FW in the workspace to deploy a VNF Firewall. To select an element in the workspace, left-click it in the
workspace until its border has changed to a dashed line that is any color but grey. Once selected, there are two ways to

initiate deployment:

Left-click Actions and select Deploy.

[ ]
Right-click in the previously selected element and select Deploy from the list that is displayed.

[ ]
A successful Firewall deployment requires connection fo at least two active Virtual Networks. The Firewall could be

connected to more than two networks, but two are used for simplicity.
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There are two ways to connect the VNF:FW to the Virtual Networks.

e Select and right-click the VNF:FW in the workspace, and left-click Connect from the menu.
e |eft-click Actions and select Connect.

FW_UsG

FW Actions(FW_UsG)

Deploy
VM ActionsOVIM_PAN_FW) >
VM ActionsOVIM_GUI_FW) ?

Figure 189: VNF Firewall connect menu

A window similar to the one in the following illustration will be displayed.

Connect Firewall: FW_UserGuide

VDC:

Ten_userGuide ‘

VNF Group Name:

‘ Oracleadmin ‘

MHetwork Connection: endpoint

HNetwork:

(Deployed) Network_UserGuide

(Deployed) Metwork_UserGuide_1

Connect Cancel

Figure 190: VNF Firewall connection to Virtual Networks form

In order to connect the VNF:FW to the Virtual Networks, left-click the checkboxes for the deployed Virtual Networks.
Once both Network_UserGuide and Network_UserGuide_1 active Virtual Networks are connected, two lines between
each network and the VNF:FW will indicate the connections. The lines should be dashed to indicate that the connection
exists but it is still in an instantiated status. If the workspace is similar to the one in the following illustration, then the
VNF:FW will be ready for deployment.
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Figure 191: Virtual Networks in the VDC

(ﬂ) IMPORTANT: The VNF Firewall must be deployed in a Datacenter/Scenario where DCN is configured.

There are two ways to select deployment and display the following illustration:

e Right-click the component in the workspace and select Deploy.
e | eft-click Actions and select Deploy.

Deploy Firewall For: FW_UserGuide

MName:

‘ PW_UserGuide

Tenant:

‘ Ten_UserGuide

Deploy Mode:

Default

Resource Pool: W

= (O VDC: Ten_UserGuide
= O DC: DC_UserGuide
= O VIM: H12_HOUSTON
= () Region: sacramento

Zone:
= () Region: regionone
Zone:

Figure 192: Deploy VNF Firewall confirmation window

The only deployment mode available for VNF:FW is Default, which executes the actions for each step of the deployment
operation without ensuring or simulating the result. The results depend on the VNF:FW configuration and the scenario.

After selecting the mode, select the Firewall deployment destination. There is no level restriction for VNF deployment in
the selected resource pool. It is enough to select one of the elements in the resource pool list. Region: regionone—>Zone:
is selected for this particular firewall.
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Left-click Deploy o deploy the element. If the deployment process started correctly, the system will display a
confirmation message and register in the Jobs Monitor similar to the following illustrations.

Click the H button to access these messages.

P _UserGuide deploy started. Job D =

I-50r0-8d7-FdecddbalTa

Figure 193: Firewall deployment confirmation message

Operation Hame Start fane End fimne

Figure 194: Firewall deployment job registration

If the deployment process ended properly, the color of the element will change to green, indicating ACTIVE status. If the
color of the element changes to red, it indicates ERROR status. If the deployment process was not able to activate the
element, the components in the workspace at the end of the process should be in the same state as prior to deployment.

NOTE: If there is a VDC with Management, the VNF will automatically connect to the management network after
deployment of the VNF.

2.1.4.2.3 Deleting a VNF Firewall

Select the VNF Firewall in the workspace and left-click inside an element to change its border to a dashed line that is any
color but gray. There are two ways to initiate deleting.

e Left-click Actions and select Delete.
e Right-click inside the previously selected element and select Delete from the displayed list.

After the required action has been selected, the VDC Manager will display the following window:

Delete : FW_UserGuide

Do you really want to delete instance: FW_UserGuide?

=

Figure 195: Delete VNF Firewall confirmation window

Left-click Delete to delete the element. If the deleting process started correctly, the system will display a confirmation
message.

Click the E button to access these messages.

2.1.4.3 Activated VNF Firewall operations

The following VNF Firewall operations are available:

e ScaleUp
e Scale Down
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The Scale operations can only have one element as farget. Each element requires a policy, meaning the VNF
Components and the VNF each require a Scale policy in order to escalate. If a policy needs to elevate more than one
element, it will only scale one, leaving the others unaltered.

2.1.4.3.1 Un-deploying a VNF Firewall

The Un-deploy operation is only available if the specific VNF Firewall has ACTIVE status. There are fwo ways fo initiate
un-deployment.

e Right-click the element and select Un-Deploy from the displayed list.
e Select the element in the workspace, left-click Actions, and select Un-Deploy.

# Home | bl Resource Inventory | & Managemenr v [ RUAVRUENSTN (£ Designer + % Jobs | (£ urilities

VNF Group (1) :| Oracleadmin v

Type:  VNF
Creation:

Desc: VNF for the
User Guide

L= ||
IFT/0°0°0°007  3pINDIASH HOMEN

DHCP/24

Firewall
FW Actions(FW_UserGuide)

Apply Changes
Connect

Scale Up

Scale Down
Scale In

Scale Cut

Launch Firewall Console

/0 0'0°00T

Firewall: FW_UserGuide

(@3]

Firewall : FW_UserGuide

Type

{
| Ferewrall \

Name

T
|FW_UserGuide

Description

‘
Firswall far the Usr Guide |

Status

T
|ACTIVE ‘

FW Actions(FW_UserGuide)
&~ Firewall : FW_UserGuig
» End Point : endpoint
& subnetwork : Service_8 Apply Changes
&) ¢ VNF Component : VNF_ Connect
Delere
Scale Up
Scale Down
Scale In
Scale Out

Launch Firewall Conscle

WM Actions(VM_GUIFW) >
VM Actions{VM_PAN_FW) >

Figure 196: Two ways to initiate un-deployment

After the Un-deploy operation has been selected, the following confirmation window will be displayed.



Undeploy Firewall For FW_UserGuide

Do you really want to undeploy this instance?

Figure 197: Un-deploy operation confirmation window
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For this component the user need to select which is going fo be the mode of the deployment process, in this case the
user has chosen “Default”, the other mode available is “Guaranteed”,

Left-click Un-deploy to un-deploy the selected VNF Firewall or left-click Cancel to discard the un-deployment process. If
the un-deployment process is executed correctly, the element will be removed from the workspace.

2.1.4.3.2 Scale Up a VNF Firewall

If execution requires a Scale Up operation, it can be selected from the list of operations. There are two ways to launch a
Scale Up operation from the component.

e Right-click in the VNF Firewall in the workspace and select Scale Up.
o | eft-click Actions and select Scale Up.

Hewittpackard - NFV' Director
Nlarprise

# Home | Ll Resource Inventory | = Management ~ [ Designer ~ | % Jobs | ' wil
‘ AElol] Ten userGuide: | VNF Group (1) ;| Oracleadmin +

¥DC Elements &

VNF for the

User Guide

$7/0°0°0°00T °PINDIBSN YIOMIBN

FW Actions(FW_UserGuide)

Un-Deploy

Apply Changes

Connect
ETE
Scale Down
Scale In

Scale Out

Launch Firewall Console

¥Z[00°0'TOT

Firewalk: FW_UserGuide

Type

» End Point : endpoint
i Network : Service

|Firaurall

| & subnetwork : Service

Name

‘ FW_UserGuide

Description

=1

|Firauwall for the User Guida

Status

‘ACFIVE

—~

FW Actions(FW_UserGuide)

M el e o

Apply Changes

Connect

& » VNF Component : vy Delere

Scale Down
Scale In
Scale Out

Launch Firewall Console

VM Actions(VM_GULFW) >

WM Actions(VM_PAN_FW) >

@ 1019995 dNA

Figure 198: Two ways to Scale Up an activated VNF Firewall

After the operation has been selected, the following confirmation window will be displayed.
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Scale Up FW_UserGuide

Do you really want to scale this instance?

=

Figure 199: Scale Up an activated VNF Firewall confirmation window

Left-click Scale to start the escalation process, or left-click Cancel to discard the process. If the escalation is executed
correctly, the element will be removed from the workspace.

NOTE: Escalation policies operate along with Entity Scale Policies, so when inifiating this type of process, check
which of the policies developed by the user is going fo be executed.

2.1.4.3.3 Scale Down a VNF Firewall

If execution requires a Scale Down operation, it can be selected from the list operations. There are two ways to launch a
Scale Down operation from the component.

e Right-click in the VNF Firewall in the workspace and select Scale Down.
e |eft-click Actions and select Scale Down.
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i e
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Launch Firewall Console

L= 1T
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FW Actions{FW_UserGuide)
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Figure 200: Two ways to Scale Down an activated VNF Firewall

After the operation has been selected, the following confirmation window will be displayed.
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Scale Down FW_UserGuide

Do you really want to scale this instance?

Figure 201: Scale Down an activated VNF Firewall confirmation window

Left-click Scale to start the escalation process, or left-click Cancel to discard the process. If the escalation is executed
correctly, the element will be removed from the workspace.

NOTE: Escalation policies operate along with Entity Scale Policies, so when initiating this type of process, check
which of the policies developed by the user is going to be executed.

2.1.4.3.4 Scale In a VNF Firewall

If execution requires a Scale In operation, it can be selected from the list of operations. There are two ways to launch a
Scale In operation from the component.

e Right-click in the VNF Firewall in the workspace and select Scale In.
e |eft-click Actions and select Scale In.
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Figure 202: Two ways to Scale In an activated VNF Firewall

After the operation has been selected, the following confirmation window will be displayed.

Scale In FW_UserGuide

Do you really want to scale this instance?

=

Figure 203: Scale In an activated VNF Firewall confirmation window

Left-click Scale to start the escalation process, or left-click Cancel to discard the process. If the escalation is executed
correctly, the element will be removed from the workspace.
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NOTE: Escalation policies operate along with Entity Scale Policies, so when inifiating this type of process, check

which of the policies developed by the user is going fo be executed.

2.1.4.3.5 Scale Out a VNF Firewall

If execution requires a Scale Out operation, it can be selected from the list of operations. There are two ways to launch a

Scale Out operation from the component.

e Right-click in the VNF Firewall in the workspace and select Scale Out.
e | eft-click Actions and select Scale Out.
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Figure 204: Two ways to Scale Out an activated VNF Firewall

After the operation has been selected, the following confirmation window will be displayed.

Scale Out FW_UserGuide

Do you really want to scale this instance?

= Cancel

Figure 205: Scale Out an activated VNF Firewall confirmation window

Left-click Scale to start the escalation process, or left-click Cancel to discard the process. If the escalation is executed

correctly, the element will be removed from the workspace.

NOTE: Escalation policies operate along with Entity Scale Policies, so when inifiating this type of process, check

which of the policies developed by the user is going fo be executed.




2.1.4.3.6 Launch Firewall console

NFV Director VDC Manager 118

Select the Launch Firewall Console if execution requires the Firewall Console. There are two ways o launch a Firewall

Console from the component.

e Right-click in the VNF Firewall present in the workspace, and select Launch Firewall Console.
e | eft-click Actions and select Launch Firewall Console.
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Figure 206: Two ways to launch the Firewall Console

If the console started correctly, the system will display a message to confirm the start of deleting. Click the H button to
access these messages. The console will be displayed in a new web page and should be similar to the following illustration.
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Figure 207: VNF Firewall Console

2.1.4.1 User-created VNF operations

' for root

| Send CtrlAltDel

system clock to Z2016-04-14 16:39:40 UTC (

The following non-active user-created VNF operations are available from the VDC Manager.

e creating
e deploying
e deleting

After the component has been activated, the VDC Manager allows the following additional operations:

e scaling
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e un-deploying

also all the operations derivate of each component member of the VNF.
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Figure 208: VDC Manager workspace with the three types of VNF

As indicated in the previous illustration, in case of user-created VNF, the workspace displays not only the VNF, but the
VNF's Virtual Machine member as well. In this case the selected Virtual Machine is Example CG. All elements of this
Virtual Machine are displayed and editable by selecting them from the list of components at the right side of the VDC
Manager.

As indicated in the following illustration, the operations available for this component are the same as those available for
the rest of the VNF.
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Figure 209: Available user-created VNF actions
There are two ways to access the list of available actions.

e | eft-click Actions.

e Right-click the previously selected element in the workspace.

The VDC Manager will display a list of available actions. The available actions are the same as those explained earlier in
this chapter, including actions for the specific element, such as monitor or VLun actions.

2.1.4.1.1 Non-active VNF operations

This section includes all the available non-active VNF operations in the VDC Manager.

2.1.4.1.1.1 Creating a VNF

There are two ways to create (instantiate) a VNF.

e  Select the element from the list and drag it to the workspace.
e  Select the element from the list, left-click Actions, and select Create.

When a VNF is selected from the list of components, the component’s border color will turn green. The system will also
generate the timestamp for the component. These changes are indicated in the following illustration.
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Figure 210: Creating a VNF
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Regardless of the method used fo create the instance, the same window will be displayed.

Create VNF: VNF_UserGuide

Instance Name: vy

$, ‘ VNF_UserGuide ‘

Description: o

$ ‘ VNF designed by the user ‘

VDG

‘ VNFLB-VDC ‘

VNF Group Name:

‘ VHFLB-VNFG ‘

m

)

Figure 211: Create VNF window

For this VNF we set the name for the firewall fo VNF_UserGuide and the Description to VNF desgined by the user. The
VDC and VNF Group Name fields are disabled. Left-click Create to create the VNF or left-click Cancel to discard the
changes. Once the element is created, a new VNF will be displayed in the manager’'s work space. The VNF's grey color

indicates that the element is not active.

VNF_UserGu...

Figure 212: Inactive element
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If the deployment process started correctly, the system will display a confirmation message similar to the following

illustration. Click the ﬂ button to access these messages.

G Instance: VINF_UserGuide’ created successfully 1D =
bOfe3cd2-1085-4ae7-9260-4fT384678F228. click ‘refresh’
bufton fo show the instance.

Clear All &

Figure 213: Successfully created VNF confirmation message

2.1.4.1.1.2 Deploying a VNF

Select the VNF created in the previous section. Left-click the element until its border has changed to a dashed pattern of
a color different from grey. Once selected, there are two ways to initiate deployment:

e | eft-click Actions and select Deploy.
e Right-click in the previously selected element and select Deploy from the list that is displayed.

A successful VNF deployment requires connection to a previously activated Virtual Network. Select the VNF in the
workspace and right-click in the element fo display a list of available actions.

HewtettPucked NFV Director

2" Jobs |L.-|KF Dashboard [

# Home | il Resource Inventory | = Administration - | [# Designer -
voc : [ VNF Group @ - GG LA T

VNF_UserGu... ?

3 VNF Actions (VNF_UserGuide)

menfs &

Bt

w
Dreploy
(] Delete
E WM Actions(standard) ]
,E ol

Figure 214: Connecting a VNF to Virtual Networks

Left-click Connect, or left-click Actions, and select Connect to display a window similar to the one in the following
illustration.
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Connect VNF: VNF_UserGuide Connect VNF: VNF_UserGuide
vDC: vDC:
‘ VNFLBVDC | | VNFLB-VDC ‘
VHF Group Name: VNE Group Name:
‘ VNFLEVNFG | | UNFLE-VNFG ‘
Nerwaork Connection Informatien
Machines ‘#of # of GWs |FI'HB<onnened |FIHDll=sGW ‘Nam&ememis Machines |#m £ of GWs ‘Fﬂmtmmned ‘FI'HDIIA;GW |Mamgememi;
NETS ETHO HETS ETHO
standard [o [ [ [ ves standard E [ ves
Hetwork Connection: Endpoint Network Connection: Endpoint
Herwork: Hetwork:
—Please chooss an option— . Ner 01 ]
Plasse chooss an option—
Offline

Figure 215: Configuration form for connecting VNF endpoints

Due to the nature of the VNF, at least one endpoint must be selected. The VNF could have more than one, depending on
the number of VNF Components and Virtual machines of each component. These endpoints are directly related to the
Virtual Networks present in the workspace, so the Network field will list all the available networks.

I% NOTE: An operational VNF connection requires that one network take the role of Network Connection Endpoint.

The following illustration indicates the VDC status just prior to starting the deployment.

3
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Enterprise
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‘ voc : [ vNF Group ) : GG @ ‘
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E (7 VNF_UserGuide —Useriu...

£

% Type: VNF

I's) Create: 09/20/2016

g 3:28:00 PM

+0200

Desc:

L= ]
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£0 11BN

T0 11BN
70 11BN

(]

Figure 216: VDC elements

Once the VNF is connected to both activated Virtual Networks, Net_01 and Net_02, a line will be displayed between them
and the VNF indicating the connection. The line should be dashed, indicating an inactive connection. If the workspace is
similar to the following illustration, then the VNF is ready to be deployed.

There are two ways to start the deployment process.

e  Right-click the component in the workspace.
e | eft-click Actions and select Deploy.
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Figure 217: Two ways to launch a Deploy a VNF

After selecting Deploy, the following window will be displayed.

Deploy VNF For: VNF_UserGuide

Hame:

| VNF_UserGuide |

vDC:

| VNFLB-VDC |

Deploy Mode:

Default

Resource Pool: %0
= & VDC: VNFLB-VDC
= O DC: GRE-DS_Kila-156
- @ VIM: kilo_2
- Region: RegionOne
+ Zone: nova

m

Figure 218: VNF Deployment configuration

The only deployment mode available for the VNF is Default, which executes the actions for each step of the deployment
operation without ensuring or simulating the result. The results depend on the VNF configuration and scenario.

After selecting the mode, select the VNF deployment destination. There is no level restriction for VNF deployment in the
Datacenter. It is enough to select one of the elements in the resource pool list. Region: regionone—> Zone:nova is
selected for this particular VNF.

Left-click Deploy to deploy the element. If the deployment process started correctly, the system will display a
confirmation message and register in the Jobs Monitor similar to the following illustrations.

Click the u button to access these messages.
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@) The template has been successfully uploaded.

0 Instance: VMF_UserGuide' created successfully. ID =

bOfe3cd2-1085-4ae9-9260-4f9B678F228. click "refresh Operation Mame Start time End time

button to show the instance. 09/20/2015
£ deployvnf VNF_UserGuide x
! £12:28 PM +0200

0 Instance: WMF_UserGuide connected successfully.

G Instance: VNF_UserGuide deploy started. Job ID =
c26dSb0e-04e1-4fff-8f08-fcaesTe4528. =

5

Figure 219: VNF deployment confirmation message and job registration

If the deployment process ended properly, the color of the element will change to green, indicating ACTIVE status. If the
color of the element changes to red, it indicates ERROR statfus. If the deployment process was not able to activate the
element, the components in the workspace at the end of the process should be in the same state as prior to deployment.
The element displayed after successful deployment is similar to the following illustration.

Figure 220: Successful deployment

During the deployment of the VNF, its components will retain the INSTANTIATED status. This is because the VNF
component is a member of the Virtual Machines group, and the rest of the elements that are part of the VNF, including
policies, monitors, or Virtual Luns, are treated as the container in this version. A component status change is not required
to perform any operation.

@ NOTE:

If there is a VDC with Management, the VNF will connect to the Management Network during deployment.

Select Apply Changes for the VNF instance after successful deployment to deploy a VNF with one or more
monitors.

2.1.4.1.1.3 Deleting a VNF

Select the VNF in the workspace and left-click inside and element to change its border to a dashed line that is any color
but grey. There are two ways to initiate deleting.

e |eft-click Actions and select Delete.
e Right-click inside the previously selected element and select Delete from the displayed list.
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Figure 221: Delete VNF action

After the required action has been selected, the VDC Manager will display the following window:

Delete : VNF_UserGuide

Do you really want to delete instance: VNF_UserGuide?

Figure 222: Delete VNF confirmation window

Left-click Delete to delete the element. If the deleting process started correctly, the system will display a confirmation
message.

Click the H button to access these messages.
2.1.4.1.2 Activated VNF operations

This section lists the actions available for an activated generic VNF. The following operations are available from the VDC

Manager:
e creating
e deploying
e deleting

After the component has been activated, the VDC Manger allows the following additional operations:

e scaling
e un-deploying

Activating the VNF enables additional operations:

Scale Up

Scale Down
Scale In

Scale Out
Un-Deploy
Apply changes
Connect

Heal

Deploy All KPIs
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The Scale operations can only have one element as target. Each element requires a policy, meaning the VNF
Components and the VNF each require a Scale policy in order to escalate. If a policy needs to elevate more than one
element, it will only scale one, leaving the others unaltered.

2.1.4.1.2.1 Updating a VNF field

After making changes to any of the aftributes of the elements in the VDC Manager workspace or attributes displayed in
the Inspector, such changes must be saved. There are two ways to save changes:

o |eft-click Actions and select Update.
e Right-click any blank space in the VDC Manager and select Update.
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Figure 223: Update action in the VDC Manager

Selecting Update displays a new form indicating all the fields that have been modified. Left-click Update to apply the
changes and modify the image used fo activate the VM.

Update Instance:

Warning: Unchecked modications will be lost sfrar update !

Modified Arrributes (1)

[Etement [ amibute | category | oOldvale | New Value [=]
|‘u‘ir|uJMdchns'shnddrd | Image ‘ GEMERAL ‘ Image_UssrGuide | ¥ |
e

Figure 224: Update fields confirmation window

The following illustration indicates the message in the notification area after the update has been applied.

&) VINF instance: " updated successfully -

=1 ¢

Figure 225: Update successful message in the notification area
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2.1.4.1.2.2 Applying VNF changes

Changes to any of the components in the VDC Manager workspace, for example adding a new monitor or Lun to some
entity, must be saved. There are two ways to save these changes.

e |eft-click Actions and select Apply Changes.
e Right-click any blank space in the VDC Manager and select Apply Changes.

tpackard - NFV Director

[ vome | e ey | pemrrn < SO omgrer - | 2 s | o | @ v B
‘ voc : [ NANHCIGIIR TR VNFLB-UNFG (ACTIVE) + @ ‘l
= B - N —— : ] o e . —

8 ;
DHCP/24 > ] VNF Actions (VNF_UserGuide)
2| . VNF_userGu...i' N ——— - |
; e TN e UserGuide. o oue
= i ! » End Paint : Endpaint
5 : Tiee “ SO oo e |
a Un-Deploy 12 ¥ Scale Policy @ ScaleInOL
= < ect =
Heal @
Connect Name |3
Scale Up a
Heal ‘vNF_Useerde | =
Scale Down -
=z Scale Up
Q Description Scale In
| Seale Down
e = [VNF designed by the user | Scale Our
g Display All KPIs
£ 13 Scale Out Status
= S
g Display All KPIs ‘A(T‘VE | VM Actions(standard) >
@ o
% : [ ’ m
£ s |

Figure 226: Apply Changes action in the VDC Manager

Selecting Apply Changes will display a new form. Select Default in the Apply Changes Mode field and left-click OK to
execute the action.

Apply Changes For VNF_UserGuide

VDG

| VNFLB-VDC |

VNF Group Mame:

| VNFLE-VNFG |

Apply Change Mode:

Default

Figure 227: Apply Changes to the VNF

Clicking OK will display a new confirmation message in the nofification area and a new message in the Jobs Monitor.
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2.1.4.1.2.3 Un-deploying a VNF

The Un-deploy operation is only available if the specific VNF has ACTIVE status. There are two ways to initiate un-
deployment.

e Right-click the element and select Un-Deploy from the displayed list.
e Select the element in the workspace, left-click Actions and select Un-Deploy.

# Home || bl Resource Inventory || E2» Administration - | [# Designer + ‘ i Jobs ‘l:lKF'\ Dashboard ‘ @
‘ voc: LG VNF Group @ : NLEERRG G 1| vieF: VINF_UserGuide - E =
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d - %=~ VNF : VNF_UserGuidg
. T e
M > % End Point : Endpoir
£ .ﬁ VNF_UserGil... Type . i Apply Changes
L 12+ Scale Policy : Scalell ! )
= v VNF Actions (VNF_UserGuide) [e | &} VINF Component : Connect ¢+ |z
o @
Apply Changes |VNF7U55rGu\de ‘ Seale Up g
Connect Scale Down e
SeE Description
el Scale In
E scete |: |VNF designed by the user ‘ Scole Our
= ¥
| .
» 2 Seale Down Status Display All KPIs
H Il Scale In |ACTIVE ‘
£ ~ WM Actions(standard) >
g g Seale Out
s Biepiy Al KEE = L
8§ E
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Figure 228: Un-deploy VNF action

After the Un-deploy operation has been selected, the following confirmation window will be displayed.

Undeploy VNF For VNF_UserGuide

Do you really want to undeploy this instance?

m

Figure 229: Un-deploy operation confirmation window

Left-click Un-deploy to un-deploy the selected VNF or left-click Cancel to discard the un-deployment process. If the un-
deployment process is executed correctly, the element will be removed from the workspace.
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2.1.4.1.2.4 Scale Up a VNF

If execution requires a Scale Up operation, it can be selected from the list of operations. There are two ways to launch a
Scale Up operation from the component.

e Right-click in the VNF in the workspace and select Scale Up.
e |eft-click Actions and select Scale Up from the displayed list.
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Figure 230: Two ways to Scale Up a VNF

After the operation has been selected, the following confirmation window will be displayed.

Scale Up VNF_UserGuide

Do you really want to scale this instance?

= caHCEI

Figure 231: Scale Up a VNF confirmation window

Left-click Scale to start the escalation process, or left-click Cancel to discard the process. If the escalation is executed
correctly, the element will be removed from the workspace.

NOTE: Escalation policies operate along with Entity Scale Policies, so when inifiating this type of process, check
which of the policies developed by the user is going fo be executed.
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If execution requires a Scale Down operation, it can be selected from the list operations. There are two ways to launch a
Scale Down operation from the component.

e Right-click in the VNF in the workspace and select Scale Down.
e |eff-click Actions and select Scale Down from the displayed list.
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Figure 232: Two ways to Scale Down a VNF

After the operation has been selected, the following confirmation window will be displayed.

Scale Down VNF_UserGuide

Do you really want to scale this instance?

Figure 233: Scale Down a VNF confirmation window

Left-click Scale to start the escalation process, or left-click Cancel to discard the process. If the escalation is executed

correctly, the element will be removed from the workspace.

= cance'

NOTE: Escalation policies operate along with Entity Scale Policies, so when initiating this type of process, check
which of the policies developed by the user is going to be executed.
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2.1.4.1.2.6 Scale In a VNF

If execution requires a Scale In operation, it can be selected from the list of operations. There are two ways to launch a
Scale In operation from the component.

e Right-click in the VNF in the workspace and select Scale In.
o |eft-click Actions and select Scale In from the displayed list.
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Figure 234: Two ways to Scale In a VNF

After the operation has been selected, the following confirmation window will be displayed.

Scale In VNF_UserGuide

Da you really want to scale this instance?

=

Figure 235: Scale In a VNF confirmation window

Left-click Scale to start the escalation process, or left-click Cancel to discard the process. If the escalation is executed
correctly, the element will be removed from the workspace.

NOTE: Escalation policies operate along with Entity Scale Policies, so when initiating this type of process, check
which of the policies developed by the user is going to be executed.
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2.1.4.1.2.7 Scale Out a VNF

If execution requires a Scale Out operation, it can be selected from the list of operations. There are two ways to launch a
Scale Out operation from the component.

e Right-click in the VNF in the workspace and select Scale Out.
e |eft-click Actions and select Scale Out from the displayed list.
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Figure 236: Two ways to Scale Out a VNF

After the operation has been selected, the following confirmation window will be displayed.

Scale Out VNF_UserGuide

Do you really want to scale this instance?

E ca“tel

Figure 237: Scale Out a VNF confirmation window

Left-click Scale to start the escalation process, or left-click Cancel to discard the process. If the escalation is executed
correctly, the element will be removed from the workspace.

NOTE: Escalation policies operate along with Entity Scale Policies, so when initiating this type of process, check
which of the policies developed by the user is going fo be executed.
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2.1.4.1.2.8 Healing a VNF

A Heal Policy indicates a Heal cause and the workflow that will be executed in the NVFD when the user triggers the Heal
operation for a VNF or a VNF component. This type of policy will perform its configured action even if the operation that
has triggered the policy is still in execution.

At least one Heal policy needs to be configured in the VNF in order to execute be able to execute it. Refer to the Error!
Reference source not found. and Error! Reference source not found. chapters on how o configure these policies. There
are two ways to execute the policy.

e | eff-click Actions and select Heal.
e Right-click the VNF and select Heal.
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Figure 238: Two ways to execute a Heal policy

Selecting the Heal action will display a new window indicating the causes of the Heal configured during the creation of
the policy. Set the Heal causes when designing the VNF Components and the VNF (Error! Reference source not found.
and Error! Reference source not found. chapters). There are two causes set up in the illustration, Cause A and Cause B.
Select either one and left-click Heal o launch the policy for the VNF.

Heal VNF

Cause:

--Please choose an option—-

--Please choose an option-—-

Figure 239: Select Heal cause
A new message will be displayed in the notification are, indicating the result of the Heal policy.
2.1.4.1.2.9 Displaying all KPIs of the VNF instance

This operation browses all the KPIs collected by all the monitors in the VNF/VMs. The latest KPI values are listed in the
dialog box and clicking Refresh will update them.
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Figure 240: Displaying all KPIs of the VNF instance

2.1.5 Virtual Machine operations
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Operating with Virtual Machines in the VDC Manager requires a VNF with an activated VM. This is usually a VNF created
by the user in the VNF Designer. The following section describes the operations available in the VDC Manager with an

activated VM.

@ NOTE:

The Virtual Machine will be activated when the VNF that hosts these elements go through an activation process.

The Virtual Machines and the VNF operations menu are available through the VDC Manager.
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Figure 241: Two ways to access VNF Actions in a user-created VNF

2.1.5.1 Stopping a Virtual Machine

There are two ways to stop the Virtual Machine.

e Right-click in the VNF that hosts the VM and select Stop.
e | eft-click Actions and select Stop.
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Figure 242: Two ways to stop a Virtual Machine

After the operation has been selected, the following confirmation window will be displayed.

Stop VM: Example_VM

Do you really want to stop this VM?

Cancel

Figure 243: Stop a Virtual Machine confirmation window

Left-click Stop to stop the Virtual Machine. If the Virtual Machine was stopped correctly, the system will display a
confirmation message and register the job in the Jobs Monitor.

Click the ﬂ button to access these messages.

2.1.5.2 Launching the Virtual Machine Console
here are two ways to launch the Virtual Machine Console.

e Right-click in the VNF’s Virtual Machine and select Launch Console.
e | eft-click Actions and select Launch Console.
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Figure 244: Two ways to launch the Virtual Machine Console

After the required action has been selected, the VDC Manager will display the following window:

Launch VM Console: Example_CG

Open VM console for: Example_CG in another tab?

= Ea'lCEI

Figure 245: Launch Virtual Machine Console confirmation window

Left-click Launch to launch the element’s console. If the console started correctly, the system will display a confirmation
message and the console will load in a new web page similar to the following illustration.

Click the ﬂ button to access these messages.

Figure 246: Virtual Machine Console

2.1.5.3 Launching NNMi of a Virtual Machine

There are two ways to launch a Virtual Machine Console.
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e Right-click in the VNF’s Virtual Machine and select Launch Console.
e | eft-click Actions and select Launch Console.

After selecting the Launch Console action, the VDC Manager will open the login page of the HPE Network Node
Manager i web page. Enter the required credentials to access Node Manager.

4 NFV Director
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Figure 247: Two ways to launch NNMi from a Virtual Machine

2.1.5.4 Connecting the VNF

If changes are required to an aftribute or configuration of the networks associated with the VNF, the VNF needs to
connect to the network. There are two ways to connect.

e | eft-click the element’'s VNF Actions and select Connect.
e Left-click Actions and select VNF Actions—> Connect.
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Figure 248: Two ways to connect a Virtual Machine

After the required action has been selected, the following window will be displayed to edit certain element attributes.
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Connect VNF: VNF_UserGuide

VDC:

Ten_userGuide2 |

VNF Group Name:

Oracleadmin |

Network Connection Information

Machines #of # of GWs |[ETHO connected ETHO has GW Management is
MNETS ETHO
Example_WM [ YES

= Cancel

Figure 249: Virtual Machine connection configuration window

Left-click Connect to connect the Virtual Machine to the listed networks. If the connection was successful, the system will
display a confirmation message in the notification area.

Click the H button to access these messages.

o Instance: VNF_UserGuide connected successfully.

Figure 250: Virtual Machine successful connection confirmation message

2.1.5.5 Attaching a Floating IP to a Virtual Machine

A Floating IP is a publicly-accessible static IP address that can be assigned to one entity.

NOTE: The entity owner of the Floating IP still keeps its original public IP address, which will remain unchanged.
Instead, a Floating IP will provide an additional static IP address that can be used to access the entity.

When using Floating IPs, the user should identify two parts beside the Floating IP itself.

e Active server: This receives user fraffic forwarded from the Floating IP.
e Passive server: This is a standby server usually configured identical to the active server. It will receive traffic only
during a failover event.

The Floating IP address points to one of the servers. A Floating IP can also be reused in another port of another VM, but
can only be used by one port at a time.

If execution requires assigning a Floating IP address to the Virtual Machine, there are two ways to do this.

e Right-click the Virfual Machine in the workspace and select Attach Floating IP.
e |eft-click Actions and select Attach Floating IP.

After the required action has been selected, the VDC Manager will display a confirmation window. Left-click Attach o
start assigning the Floating IP address. If the process started correctly, the system will display a confirmation message.

Click the H button to access these messages.
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2.1.5.6 Deleting a Floating IP from a Virtual Machine

Select the Virtual Machine with the Floating IP in the workspace. To select an element, left-click inside it in the workspace
until its border has changed to a dashed line that is any color but gray. Once selected, there are two ways to initiate
deleting:

e |eft-click Actions and select Delete Floating IP.
e Right-click in the previously selected element and select Delete Floating IP from the list that is displayed.

After the required action has been selected, the VDC Manager will display the following window.

Delete :

Do you really want to delete instance: ?

= Cancel

Figure 251: Delete Floating IP confirmation window

Left-click Delete to delete the Floating IP. If the deleting process started correctly, the system will display a confirmation
message.

Click the H button to access these messages.

2.1.5.7 Deleting a Virtual Machine

Select a Virtual Machine in the workspace with INSTANTIATED status. To select an element, left-click inside it in the

workspace until its border has changed o a dashed line that is any color but gray. Once selected, there are two ways to
initiate deleting:

e |eft-click Actions and select Delete.
e Right-click in the previously selected element and select Delete form the list that is displayed.

o 3
VM Actions(E le CG:
Ciw VM : Example_CG ctions(Example_CG) & x
ﬁ\’; Palicy * Sr=la mars 1 Ino e |
&2 Polig  Deploy VNF Actions > Example_Cl vM Actions(Example_CG)
£ Virtu  Connect é
% virtg 1Tz i VMF Acticns » Deploy
o LAY e —— 5 ; o
g Virtual Port : ETH1 - _E
& Virtual Port : ETH2 _-[:I .

Figure 252: Two ways to delete a Virtual Machine

Deleting a Virtual Machine will delete the VNF that hosts the specific Virtual Machine. After the required action has been
selected, the VDC Manager will display the following window.
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Delete : VNF_userGuide

Do you really want to delete instance: VNF _userGuide?

= Cancel

Figure 253: Deleting a Virtual Machine confirmation window

Left-click Delete to delete the Virtual Machine. If deleting started correctly, the system will display a confirmation
message similar to the following illustration.

Click the button to access these messages.

a Instanc

4484-9d0f-ab3f59f528dd.

eted successfully. ID = do

Figure 254: Deleting a Virtual Machine confirmation message

2.1.6 Monitor operations

This section describes how fo edit Monitors in the VNF Designer if the Monitor menu is not disabled.

All Monitor operations in the VDC Manager are focused on creating and activating Monitors over Virtual Machines, the
unique element that Monitors can take as target.

The following Monitor types may be deployed over Virtual Machines:

e Monitor Disk Write: Monitors writing operations over the Virtual Disk associated with the Virtfual Machine
Server.

e Monitor Disk Read: Monitors reading operations over the Virtual Disk associated with the Virtual Machine
Server.

e Monitor CPU: Monitors operations over the Virtual CPU associated with the Virtual Machine Server.

o Monitor Network Transmitted: Monitors transmission operations over the Virtual Network related to the
Virtual Machine.

o Monitor Network Received: Monitors the messages received through the Virtual Network related to the Virtual
Machine.

e Monitor Memory: Monitors operations over the Virtual Memory associated with the Virtual Machine Server.

There are two ways to create a Monitor.

e Drag the element to the workspace.
e Right-click the previously selected element and select Create Instance.

The VDC Manager will display the following window.
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Create Monitor: monitor-disk-write

Instance Names

| Disk_Wr_maonitor

Description:

| Monitor for Disk Wirting

Tenant:

Ten_UserGuide

VNF Group Hame:

| WNFG_UserGuide

Monitor Template:

| monitor-disk-write

= VDC: Ten_UserGuide
= VAPP: VNF_User
= VAPP COMPONENT: UG_Compaonent_1
« VM: Example VM
@ VM: Example CG

Figure 255: Monitor creation configuration

The Instance Name and Description fields were completed with the Disk_Wr_monitor and Monitor for Disk Writing
values respectively for this example. Besides these attributes, the attribute referring to the monitor target needs to be
completed. In this case the farget is one of the user-created Virtual Machines in the VNF, Example VM. Left-click Create
fo create the Monitor or left-click Cancel to discard the changes.

All Monitors are created identically and all have the same editable aftributes at this level. A Monitor has an error
condition and error action that should be configured before operating with the monitor, else the Monitor will be a dummy.
Refer to the Error! Reference source not found. chapter (Error! Reference source not found. and Error! Reference source

nor found. sections) for details on configuring and setting the error condition and error action.

The following illustration indicates how the Monitor has been integrated in the Virtual Machine members.

pemtepuciard - NIV Director

LR T R
by

T

Figure 256: New Monitor in the Virtual Machine
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2.1.7 Storage operations
This section describes how o configure and edit VLuns in the VNF Designer if the VLun menu is not disabled.
A VLun is a storage component. A LUN is a unique identifier for a physical storage allocation that can reference an entire
RAID set, a single hard disk or partition, or multiple disks or partitions. The VLun does not map to a specific device or
allocation of storage space but a virtual space that can be created in excess of the actual physical space available.

Follow these steps to create a VLun from the VDC Manager.

1. Position the cursor in the left region of the VDC Manager.
2. Left-click Storage in the vertical list.

Type: viun

Creafion: 2015-11-12
19:40:03

Desc: external-
storage

Figure 257: VLun element

- |
i
c
[«
E
2
w Type: viun
= Creation: 2015-11-12
5 19:40:03
= Desc: external-
storage
: Storage Actions(external-storage)
i
% Create Instance
bl

Figure 258: VLun Create Instance action
There are fwo ways fo create a VLun.

e Drag the element to the workspace.
e Right-click the previously selected element and select Create Instance.
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Create Virtual LUN: external-storage Create Virtual LUN: external-storage

Instance Hame:

=] ==

Figure 259: VLun creation configuration

The Instance Name and Description fields were completed with the vlan_UserGuide and Storage for the User Guide
values respectively. Besides these attributes, the attribute referring to the monitor target needs to be completed. As
indicated in the previous left-side illustration, the application will not allow selecting anything other than the Virtual
Machine. In this case the target is one of the user-created Virtual Machines in the VNF, Example VM. Left-click Create to
create the VLun or left-click Cancel to discard the changes.

(p IMPORTANT: In case of a Helion Carrier Grade (HCG) environment there must be at least one VLun with the
following aftributes set:
o STORAGE.Bootable attribute set to true, making the VLun bootable
e INFO.Amount atftribute set 10 0
If these values are not set accordingly, the HCG environment will develop an internal conflict. Proper operation
requires storage to be configured. Machines deployed in an HCG environment without properly configured
VLuns will not operate as expected.
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2.1.8 Heal operation

Sometimes a VNF or some VMs of a VNF do not operate properly or could be damaged. NFVD has a special Heal
operation, which allows the execution of a specific workflow to heal the VNF.

The Heal operation can be triggered from two different levels:

o VNF level
e VNF component level

&v VNF:wnres &y
VNF Actions (VNF5) 125.0.0.13— P
' _E"dvph; 125.0.0.15. i’@ VNF5 I
= B e A
5] Un-Deplay 125.0.0.1 VNF Actions (VNFS)
=i Apply Changes :m
=12 v g Un-Deploy
Ok Connect 125.0.0.3 S vi Apply Changes
.@ Connect
Scale Up [ VNF |
Scale Down Scale Up
125.0.0.21 S
Scale In " 125.0.0.20 ‘@ VI Scale Down
Scale Out z .
Display All KPls 5 Scale Out
| 125.0.0.5 >y Display All KPls
z 125.0.0.4 i’@ vI
YM Actions(VM31) > = 125.0.0.6
VM Actions{VM31) »
WM Actions(VM5.3) > | VNF |
VM Actions{VM5.3) >
WM Actions{VM5.2) >
125-0-0-12—n¢bﬂ1 vi VM Actions(vM5.2) >

Figure 260: Heal operation at the VNF level
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» End Point : EPS
k'~ VNF Component : VNF C5
Ok VM :VM5.1  VNF Compenent (VNF_C5)

ok VM VM52

orVvM:VM5.3

Figure 261: Heal operation at the VNF component level
The prerequisite for the Heal operation:

e VNF or vnf_component is deployed.
e VNF or vnf_component is created with Heal polices.



NFV Director VDC Manager 146

: g
_ W e m
00— e
: — /
° deployed vnf
: i targets with heal policy
B recoruum on kY

Figure 262: Deployed VNF

When selecting the Heal action, the cause needs o be selected. Possible values depend on the Heal policy attached to

the VNF.

Heal VNFC

Cause:

‘ --Please choose an opfion-- v |

--Please choose an option--
MNetwark
m Cancel

Figure 263: Selecting the Heal cause

The system displays a confirmation message after the Heal operation has completed successfully.

Figure 264: Heal operation confirmation message

The system will display the following message if there is no available Heal cause.
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Heal VNF

Cause:

--Please choose an option-- v

/’

Cancel

Figure 265: Missing Heal cause error message
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Chapter 3 NFV Director Online Designer

3.1 VNF Component Designer

3.1.1 Introduction

The VNF component designer is an online designer implemented in our NFV Director platform. It allows us to design and
modify the attributes and specifications of the VNF components that are going fo be used later. To access the designer, go
to the top menu of the NFV Director Web, and right-click Designer. From a list of two elements, select VNF Component
Designer.

To use all the functionalities of the Designers at our disposal, we are accessing the NFV Director platform with a VDC level
User.

3.1.2 Screens of the designer

3.1.2.1 Template chooser

After entering the valid credentials and selecting Component Designer in the top menu, you are going fo see the
following screen:

HewlettPackard  NFV Director Workspaces ~ & VNFLB-VDC@VNFLB-Organization -
Enterprise
# Home | il Resource Inventery | B Administration = || 9§ VDC Manager % Jobs | G KPI Dashboard | @ Browser < Refresh -
Choose a VNF Component: ‘ X upload
Name Description Action
& VNF Component base VNF Component base

Figure 266: First window of the Component Designer.

The Download button allows us to get the file of the component of our selection. The design is exported to an .xml file. To
download the design, click Download next to the component chosen. A new window appears, allowing to choose between
the two types of files. It also allows the user to change the name of the design.

Download

File Name: VNF_userGuide

To execute the download, click Yes. In the case of the above image, once we click in the button, an xml file will be
downloaded with the name VNFC_UserGuide.xml.

In this version, we can upload an already designed and functional VNF, have stored locally. To upload a new element to
be edited with the designer, click Upload. A new window appears:
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Upload X

Only support xml file,

Yes No

The upload only accepts xml files. After clicking Import a new file explorer window appears. Choose the file to upload.
After selecting it, click Ok in the file explorer window. After that, click Yes in the upload window. Once the new element is
uploaded, it will be listed in the VNF Designer list of VNFs available.

To continue, we need a template for our future component. To have a standardized starting point for all future components,
first we need to clone the VNF Component Base. This element has the logical structure needed fo build our VNF. To
perform the cloning, right-click Clone in the right side of the page.

After right-clicking Clone, the designer is going fo appear with all its sections.

In this screen, we have a list of all the possible component base for the creatfion of a VNF component. In this user guide, we
are taking the easier way to make the tool easier to understand.

3.1.2.2 Main Screen of the Component Designer

The main screen of the Component Designer has five main zones. We are going fo explain the different parts from the top
fo the bottom of the page.

Hewiattpadars - NIFV/ Director

# Home ‘ |l Resource Inventary ‘ = Administration ~ || €8 VDC Manager m‘ I Jobs | £ urilities ~ m
'VNF Component Designer Save | Save As | publish | Cancel
| vrevmz (®))
' (2] I () — . F
M M
standard Type
™ | |
Name
= 3
@ .
Description
b
Baremenal
i GENERAL ~
Image
4

Honitors

Viuns
ity Policies ‘ Anti-Affinity Policies | | Scale Polides ‘ | Heal Policies ‘ | Processing Policies

i

i

Figure 267: Main window of the Component Designer

Just under the top Menu of the NFV Director Web, we can see the beginning of the Component Designer. The first element
on the top includes the name of the tool in use on the left, in this case, VNF Component Designer”. This element confains
usual options to save/cancel/publish our design on the right. The Publish option refers to the action of making the designed
component usable for the creation of a VNF element. To publish an element, save it in advance.
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VNF Component Designer / Save Save As Publish Cancel

Figure 268: Top menu of the Component Designer.

The center part of the page harbors three of the five parts of the Component Designer. The parts are described from the
top to the bottom. The Component list and the Search tool on the left side of the Component Designer, we can execute
searches for other components that are listed. In this case, we only have listed two possible components: a “standard” Virtual
Machine, and a “carrier_grade” VM. If our NFV Director platform detects more components suitable to be used in a VNF,
they are listed in this section.

The middle of the web page is the work place of the designer. If we select a component of the list and drag it fo the center
of the web page, the component will be created and will appear in this space. This way, it is possible to edit and customize
the component. When all the elements are created, and we want to see all the components listed, it will be enough to select
the work space to see the list on the right side of the designer. To select work space, click in an empty zone of the work
space.

The fourth part of the Component Designer is located on the right side of the web page. This is where we can edit our
components, by changing the different values of the attributes in each category. Some of these attributes are not editable,
because they were set at the creation of the component to make sure that the value of the field is adequate, and to avoid
future problems. Another possibility is that the values will be editable in another phase of the component. Notice the

element in the top right corner of the field: L= This button permits to edit and consult all the elements of the component
that have been created, or the component that is just about to be created.

; M ; ™ OrvM:vm-t
& Policy : Scale Core Up-Down
@ = 2 Policy : Scale Memory Up-Dewn
& Virtual Core : WM Care
Harne £ virtual Disk : VM Disk
@m |‘.’I\F—UD .,1 Bl Virtual Memary : VM Memory
™ & Virtual Port : ETH1
Description & Virtual Port : ETH2
|VM: .4 & Virtual Port : ETH3
baremetal & Virtual Port : ETHS
@' #& Virtual Port : ETHS
O VM : WM-2
o cy : Scale Core Up-Down
of
]
=
=] emory : VM Memory
= ort : ETH1
& Virtual Port : ETH2
& Virtual Port : ETH3
& Virtual Port : ETHS
S Virtual Port : ETHS Y

Figure 269: Attributes list in the Component Designer

The fifth part allows us to add and modify and include policies, monitors and VLuns. Creating and assigning each element
will be explained later in the document.

Scale Policies | | Heal Policies | Processing Policies

Figure 270: Secondary elements menu in the Component Designer



NFV Director Online Designer 151

3.1.3 Creation of elements for the component

To create new components for our future VNFs, open the designer and select the component to create or edit from the
second part of the designer (as explained before). In this part, we have the list of possible components suitable to become
a part of our VNF.

For example, to create a component Virtual Machine standard, select the component in the left side of the NFV Director
Web Component Designer, and drag the future component to the work space in the center of the web page. The results
should look like the below:

ws NFV Director

[ # ome ||l Resourca invenrory || & Administrarion - | @ VDC Manager ‘ 3 Jobs || 2" Uriies - m
e [T 3 | v o9
= .
B ' Policy : Scale Core Up-Down
standard ! ™ \ T «
- H ' e & Policy = Scale Memory Up-Down
= \ \ & irie e 1 o
£ i
Nam =
i o | i ol R ™
™ . & Virtual Port : ETH2
“““““ & Virtual Port : ETH3
Description & virtual Port : ETH
7 & Virtuzl Port : ETHS
Baremetal
= GENERAL ~
Image
v
Order
v
Type -

Figure 271: Creation of elements in the Component Designer, first stage

Notice that the elements active in the work space are colored in blue. Also, notice that in the fifth part of the Designer. in
the bottom of the page, we can see two news sections, Monitors and Vluns. Monitors allows for the creation of different
types of monitors, Vluns fulfills the storage needs of the component.

When selecting an element in the design area, the associated “inspector” is opened on the right of the page. It lists all the
visible attributes of the elements. These attributes can be modified before the template is saved.

Some fields in the inspector are mandatory parameters that must be filled before the component is saved and published.
If we scroll down in the inspector of the component Designer, we can see the rest of the editable attributes of the element

selected, in this case, a VM. We should at least fill the attribute Name with a correct value to continue with the publishing
of the element.

iE CREDENTIALS

| ‘ Image AdminPassword

Name cirros "4 | v
| *{ Type AdminUser

Description | Py N )

Figure 272: Different categories views from the Component Designer
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These are examples of how the designer allows for the editing of the different categories of the element. In this case, the
categories are GENERAL, CREDENTIALS and the one inherent most the elements that reflect Name, Type and
Description. The fields that are marked with a ¥ have valid values for the attribute, and can also be edited depending
on the needs of the user. The values in a field with the same symbol, but with transparent text are non-editable attributes.
The attributes that are not in red, and do not have any symbol associated are free to edit. This means that they are going
to be needed in some processes, but not in all the possible processes (like mandatory parameters).

To change any of the editable fields of any of the element’s attributes, select the element, and change the value of the
aftribute. To make this changes effective, save the element. To enable the use of the saved element by other components,
publish the element.

The next step in the creation of a component is assigning the policies, monitors and storage. All these actions take place in
the fifth section of the Component Designer. When we open the Designer, we can see the Policies element at the bottom
of the designer. This element is used to create three kinds of policies, Affinity, Anti-Affinity and Scale. These policies should
be added as per the needs of the user. Not all the policies are always necessary, and it is possible that the policies have
different values in their attributes.

If a component is being edited, in the section mentioned above, we are going to have at least two more sections: Monitors
and VLuns. The monitors were infroduced previously, and the Vluns are elements associated with the storage space needs
of the component.

To summarize it: To create a component, drag the component from the list of components to the space of work in the
center of the Designer. Once it is there, edit it if necessary by changing the aftributes of each element in the component.
Once done with editing the attributes, add Policies, Monitors and Vluns, if needed.

To delete some element of the designer, select the component and hit Del on your keyboard. If we use the Cancel button
in the first section of the Designer, we are going to delete the component that we are working with. It can be a huge mistake
if you are working with a complex component.

3.1.3.1 Creating a “standard” Virtual Machine

The creation of a standard “Virtual Machine” component begins with the selection of the component from the list of
possible elements in the second part of the Designer. This is the list on the left side of the web page. As explained before,
this list contains the valid elements to be integrated in the future component.

After selecting the element, drag it to the work space and wait for its creation.
Corver,
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Figure 273: Creating a Standard Virtual Machine

As you can see in the images above, we selected the element standard Virtual Machine, we dragged the
element to the work space, so the element has been created and has been colored in blue. As you can see, all the
aftributes and infternal elements of the component are in the list on the right of the designer. Also, you can see how the
designer requires the field Name to be filled, as it is a mandatory field. It will be filled with the value Example VM.

In the above image, on the right side of the designer, we can choose and change the value of some of the attributes
present in the elements listed. Inside our Virtual Machine, we have policies, Virtual Ports, Virtual Core, and so on. All these
elements are editable within certain constraints. If you select one of these attributes, you will see how the component
window changes, and it displays the attributes of the element selected.
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v VM
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Virtual Core : VM Core

Virtual Disk : VM Disk

Virtual Memory : VM Memory
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Figure 274: Editing the attributes of a standard Virtual machine

As you can see, the window that allows to edit the attributes will change with the element selected in the list. Once we
finish the creation and the modifications needed by the component, we will proceed to assigning policies, monitors and
storage. This part of the creation is common to all the elements, so it will be covered in another section.

Once we have created the element, we can edit the attributes and components of the element. We are going to infroduce
a new name for our Virtual Machine. To do that, we select the element in the work space by clicking it, and then we click
in the field “Name” on the right side of the work space. After that, we type the new name for the VM, in this case
Example VM.
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Figure 265: Introducing a new name for our standard Virtual Machine

To properly configure our Virtual Machine, that is, to make it behave correctly during the future execution, we need to fill
all the aftributes in all the categories until the green tick appears on the right side of the box.
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Figure 275: Editing the attributes of a standard Virtual machine
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In this example, we have filled the attributes Name and Description with the values Example Vmand Vm Example,
respectively.

To change the values of the attributes, click the attribute and edit the field.

In the GENERAL category, the attribute Image is filled with the value €l rros. This can be changed if the user wants to
aim fo another image. The attribute Type can only take two values. KVM and VMWARE refer to the type of the image given
in the previous field.

The Order atftribute will designate the activation order of the machine. If more than one machine exists in the component,
this aftribute will be used during deploy, undeploy and scale operations, and every process that the solution can develop.

The CREDENT IALS category contains the attributes AdminPassword and AdminUser. These fields contain the access
information for the Virtual Machine that we are configuring. AdminPassword and AdminUser are the values of the
fields necessary to access the VM once activated. They are not mandatory.

The KEYPAIR category contains data needed to connect with the Virtual Machine that was recently activated by SSH. If
the user fills the Name and PubKey_Data fields, they will be set in the current KEYPAIR as new values for the attributes.

The Default attributes of a Standard Virtual Machine are;

e  Virtual Machine type: ?KVM”’.

e  5Virtual Ports of type VIrtio” to be used at disposition.

e 1Virtual Port of type ”VIrtio” and ’NetworkType” :”’MANAGEMENT?, to be used by the Management Network.
e 1Virtual Disk, with “Control ler type”: ’SCSI”, andan “Amount” of 1Gb.

e 1 Virtual Core:

0 CORE_ARCHITECTURE : “shared”
o NUMA_ID: empty.
0 SHARED_VCPU: empty.

e 1Virtual Memory:
0 Amount : 1024.
o PAGE_SIZE : 2048.

Depending on the conditions of the operation over the Virtual Machine, we should configure the attributes above to have
a correct execution. We may encounter platforms that will not accept an activation of a Virtual Machine with a
CORE_ARCHITECTURE other than “shared”. To have a successful execution, we should configure our VM in line with
the platform and scenario that we are going to use. Generally, we need to focus on the atftributes
CORE_ARCHITECTURE, NUMA 1D and SHARED_VCPU. It is also necessary keep in mind that the attributes mentioned
above could have validations, where the three of them will have specific values.

Note that a component may have more than one element in the list on the left side of the web page. This way, we have
the possibility to create components with more than one Virtual Machine.

3.1.3.2 Creating a “carrier_grade” Virtual Machine

The creation of a component “Virtual Machine carrier_grade” begins with the selection of the component from the list of
possible elements in the second part of the Designer. This is the list present in the leff side of the web page, as explained
before, this list contains the valid elements that can be integrated in the future components.

After selecting the element, drag the element to the work space and wait for the creation.
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Figure 276: Creation of a Carrier Grade Virtual Machine

As you can see in the images above, we selected the element (standard Virtual Machine), and dragged the element to the
work space. The element has been created and has been colored in blue. As you can see, all the attributes and internal
elements of the component are in the list af the right of the designer. Also, you can see how the designer requires the
field Name to be filled, as it is a mandatory field.

After creating the element, we can edit the attributes and the element’s components. We are going to introduce a new
name for our Virtual Machine carrier grade. To do that, we select the element in the work space by clicking it and then
click in the field Name on the right side of the work space. After that, type the new name for the VM. In this case, it is
Example CG VM.

‘ 7]| vM: Example_cG vm [o] x]
= O~ VM : Example_CG_VM
vM o Policy : Scale Core Up-Down
@ Policy : Scale Memory Up-Down
& Virtual Core : VM Core
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|Examp\E_CG_VM !4 #& Virtual Port : ETH1
& Virtual Port : ETH2
Description & Virtual Port : ETH3
N #& Virtual Port : ETH4
*

Virtual Port : ETHS

Figure 277: The attributes of a CG Virtual Machine

In the above image, on the right side of the designer, we can choose and change the value of some of the attributes
present in the elements listed. Inside our Virtual Machine, we have policies, Virtual Ports, Virtual Core, and so on. All these
elements are editable within certain constraints. If you select one of these attributes, you will see how the component
window changes, and it displays the attributes of the element selected.
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Figure 278: Edition of the attributes of a CG Virtual machine

As you can see, the window that allow us fo edit the attributes will change with the element selected in the list, once we
carry out the creation and modifications needed by the component, we will proceed to the assignation of policies,
monitors and storage, this part of the creation it is common to all the elements so it is going to be relegate to another
section.

The Virtual Machine Carrier Grade has some peculiarities over the “standard” VM. This is because the VM CG are
components set up to be deployed in a specific REGIONzOPENSTACK. A VM Carrier Grade needs to be related to a VIM
carrier grade, or it will result in an error or incompatibility with the VM. The rest of characteristics come from the attributes,
ina VM CG, the category INFO is going to have the PAGE_SIZE attribute present, responsible for sefting the memory size
in the machine. Also, the Virtual Core associated to the VM is going fo have two more attributes in its INFO category:
CORE_ARCHITECTURE and NUMA_ID. These aftributes can only take two values. The possible values of
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CORE_ARCHITECTURE are “shared” or “dedicated”. By default, the value of the architecture is “shared”. The
possible values of NUMA_ID are 0 or “1”. Both attributes will be validated during the assigning process. The
combination of the values will determine how the assigning will take place.

The Default attributes of a Virtual Machine Carrier-Grade are:

e Virtual Machine type: ”KVM”’.

e 5 Virtual Ports of type ”VErtio” to be used at disposition.

e 1Virtual Port of type ”VIrtio” and ”NetworkType” :”’MANAGEMENT”, to be used by the Management Network.
e 1Virtual Disk, with “Control ler type”: ’SCSI”, and an “Amount” of 1Gb.

e 1Virtual Core:

0 CORE_ARCHITECTURE : “*shared”
0 NUMA_ID: “07.
o SHARED_VCPU: empty.

e 1Virtual Memory:
0 Amount : 1024.
o PAGE_SIZE : 2048.

Depending on the conditions of the operation over the Virtual Machine, we should configure the aftributes above fo have
a correct execution. We may encounter platforms that will not accept an activation of a Virtual Machine with a
CORE_ARCHITECTURE other than “dedicated”. To successfully execute a specific operation over a VM, we must
make be sure that is properly configured, and it is not going to trigger an error. The main attributes to consider are
CORE_ARCHITECTURE, NUMA_ 1D and SHARED_VCPU.
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Figure 279: Editing the attributes of a CG Virtual machine

In this example, we have filled the Name and Description atfributes with the values Example CG and VM CG,
respectively. To change the values of the attributes, click the attribute and edit the field.
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In the GENERAL category, the attribute Image is filled with the value €l rros. This can be changed if the user wants to

aim fo another image. The attribute Type can only take two values, KVM and VMWARE, which refer to the type of the image
given in the previous field.

The CREDENT IALS category contains the attributes AdminPassword and AdminUser. These fields contain the access
information for the Virtual Machine that we are configuring. AdminPassword and AdminUser are the values of the
fields necessary to access the VM once activated. In this case, the values are both root. This is set in the VM CG by error.

The KEYPAIR category confains data needed to connect with the Virtual Machine that was recently activated by SSH. If
the user fills the Name and PubKey_Data fields, they will be set in the current KEYPAIR as new values for the attributes.

To make the element eligible to be part of a VNF, save it first. To do that, click Save in the first section of the designer. Note

that before saving, the Save As and Publish options are not accessible. After saving the element, click Publish fo make the
element available for the VNFs.

3.1.3.3 Other attributes of a VM component

3.1.3.3.1 General.Order

The General -Order attribute allows the user to determine a specific order of activation for the VM when the deployment
operation is being executed by NFVD. Additionally, the General . Order attribute allows the user to perform a specific
order on the deployment and start tasks for monitors. When the deployment is being executed by NFVD, the
General .Order attribute will be used with all the operations available in the solution, Scales, Deploys and Undeploy.

The following picture shows the user the attribute General.Order for VM and Monitor component
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Figure 280: Editing the attribute General.Order.

General .Order works like an optional attribute. It means that the user can fill in the attribute or leave it empty on the
UL It depends on the behavior that the user wants to get from activation/deployment task in NFVD. Here we explain the
behavior that the user can get from NFVD if they fill in the attribute, or if they leave the attribute empty. The following
examples are related to a VM where the task affected is VM activation. If the user works with a monitor, the behavior of
NFVD will be the same, in terms of order, but the task affected will be deploy and start monitor tasks.

- All VMs with General .Order attribute empty. The VMs will be activated in parallel.
- AllVMs with General .Order aftribute filled. The VMs will be activated step by step ordering the activation with
the order given on each VM. NFVD supports serial and parallel activation.
O Serial activation: imagine a deployment with three VMs where VM1 has order 1; VM2 has order 2 and VM3
has order 3. The activation of the second VM starts after VM1 is finished and so on
O Parallel activation: imagine a deployment with four VMs where VM1 has order 1; VM2 and VM3 have order
2 and VM4 has order 3. The activation of the second and third VM is executed in parallel and starts after
VM1 is finished. The activation of the fourth VM will start after VM2 and VM3 is finished.
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- Some VMs with General . Order attribute filled and other VMs with the attribute empty. NFV Director will start
with the activation of the VMs which have the attribute filled (following the rules given previously) and after that,
it will continue with the parallel activation of the rest of the VMs.

Numeric or alphabetic order is supported by NFVD. It means that General -Order can be filled with numbers or words
and NFVD will order the activation properly. The order of non-consecutive values is also supported, for example VM1 with
order 2 and VM2 with order 8.

Also, the user should keep in mind that the General .Order will be taken into consideration also when the operations
will be of type Scale, or during the Undeploy operation, not only in the deployments. During an undeployment operation,
the logic that has been explained previously will act in reverse. The first VM to be undeployed will be VM2, followed by VM1.

The attribute General .Order can be filled or modified on VNF Component Designer, on VNF Designer, and also on VDC
manager when the VNF template has been instantiated.

As the user knows, a VNF template can be built for different VNF components. In this situation, NFVD will be able to manage
the VM ordering properly.
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3.1.4 Adding policies to the component

We relegate this to another section due to the peculiarities of this elements and its assigning process. When we need to
create a policy to be attached or connected to an element, we should have the element properly created and with all its
aftributes correctly filled. Also, we should know well which policies our element needs. Once we know and have what is
needed, we can start the process of creation.

m Meonitors Viuns m Monitors Viuns Policies Manitors Vluns
Affiniry Policies | Anti-Affinity Policies | | Scale P Affinity Policies | JEOURS IO | Scale Policies |: | Affiniwpoﬁ.;ies‘ | Anti-Affinity Policies |
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| Affinity Policies | | Anti-Affinity Policies ‘ | Scale Policies | Heal Policies | Affiniry Policies ‘ | Anri-Affiniry Policies | | Scale Policies | | Heal Policies | Processing Policies

postpre_policy ¥

Figure 281: Types of policies available in the Component Designer

The designer allows us to create three types of policies, Affinity, Anti-affinity and Scales polices. Each one of them have
some rules to fake into consideration. These rules will be described in the following sections.

A Scale policy will only act over ONE element: a Scale Policy only develops its function over one element, a VNF
component or a VNF for the Scale In/Out, and a Memory or a Core in case of the Scale Up/Down. It does not work for
more than one element, a Scale policy applied over more than one element will develop its function only over one of the
elements, the rest of the elements will remain unaltered.

The Affinity policies are elements that enclose the possible operation targets. This means the performing of operations in
one AVAILABILITY_ZONE or another, and the SERVERs receive the same treatment.
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3.1.4.1 Adding Affinity Policies

An Affinity Policy allows us to indicate where and over what artifact the assigning of resources is going to take place.
When we create an Affinity policy of type MUST, and it is going fo act on the Server’s level, it is going fo assign to the
SERVER:GENERIC all the resources that will be needed for a correct behavior of the element.

Policies Monitors Viuns . .
=] —
e
Affinity Policies Anti-Affinity Policies Scale Policies

Figure 282: Adding an Affinity policy to a component

To creatfe a new “Affinity Policy”, we need to click the fag Policies, and then click Anti-Affinities Policies in the bottom left
side of the web Ul. After selecting these two tags, we will see a window similar to the image above on the left, depending

on the theme on the platform. To create the policy, click . The policy will be created with the editable fields empty,
as in the image above on the right.

e TR
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SERVER-GEI * - | | |
Mame F-.VAILF«VILITY'_EGNE'
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Description —I Select a policy target : I

WM :Example_WM

SHOULD

For this policy, we set the Name with the value AFFinity Policies, and the field Description with the value
Policy AfFinity. All the fields must be filled until the green tick is present in the right side of the box.

The difference between selecting MUST or SHOULD as the value for the GENERAL . Type is that in case we have selected
MUST, if the system is close to running out of resources during the assigning, the application will throw an error message.
If the value is SHOULD, the application will throw a warning message, and continue with the execution without stopping. In
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this case, the value of the Type attribute is MUST, so if the resources available are close to be depleted in the moment of
the assigning, the application will throw an error. In other case, the execution will continue.

Once we have chosen the Type of the policy, we should choose the Affinity Level. The affinity level only has two possible
values: SERVER:GENERIC or AVAILABILITY_ZONE. These limitations respond to a control of the resources. If our
policy is going to be used at Server level, this policy will be applied to that Server and only to that Server. If we choose the
other option, our recently configured policy will be applied to all the servers below the Availability Zone chosen.

The last part of the creation of the Affinity policies is selecting the target of the policy. In this example, we only have one
Virtual Machine to choose. Remember that we have only created a VM Example. If, in the previous section, we had created
more than one VMs, we could select more than one VMs. We will select the unique Virtual Machine present in the list. Once
we have configured the policy, we can continue creating the rest of the policies needed.

3.1.4.2 Adding Anti-Affinity Policies

An Anti-Affinity Policy allows us to indicate where and over what artifact the assigning of resources should not take place.
When we create an Anti-Affinity policy of type MUST, that is going to act on the Availability Zone’s level, it is going fo
avoid the assigning of resources in that Zone.

Monitors Viuns Policies Monitors Viuns
Affinity Policies Anti-Affinity Policies Scale Policies Affinity Policies Scale Policies

Figure 283: Adding an Anti-Affinity policy to a component

To create a new Affinity Policy, click Policies, and then click Affinities Policies, in the bottom left side of the web. After
selecting these two tags, we will see a window like the image above on the left, depending on the theme on the platform.

To create the policy, click ‘ The policy will be created with the editable field empty, as in image above on the right.
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For this policy, we set the Name with the value AFFinity Policies, and the field Description with the value
Policies AntiAfFinity. All the fields must be filled until the green tick is present in the right side of the box.

The difference between selecting MUST or SHOULD as the value for the GENERAL . Type is that in case we have selected
MUST, if the system is close to running out of resources during the assigning, the application will throw an error message.
If the value is SHOULD, the application will throw a warning message, and continue with the execution without stopping. In
this case, the value of the Type attribute is MUST, so if the resources available are close to be depleted in the moment of
the assigning, the application will throw an error. In other case, the execution will continue.

Once we have chosen the Type of the policy, we should choose the Affinity Level. The affinity level only has two possible
values: SERVER:GENERIC or AVAILABILITY_ZONE. These limitations respond to a control of the resources. If our
policy is going to be used at Server level, this policy will be applied to that Server and only to that Server. If we choose the
other option, our recently configured policy will be applied to all the servers below the Availability Zone chosen.

The last part of the creation of the Affinity policies is selecting the target of the policy. In this example, we only have one
Virtual Machine to choose. Remember that we have only created a VM Example. If, in the previous section, we had created
more than one VMs, we could select more than one VMs. We will select the unique Virtual Machine present in the list. Once
we have configured the policy, we can continue creating the rest of the policies needed.

3.1.4.3 Adding Scale Policies

The Scale policies are a set of orders and presets that conduct and manage the escalation processes over the different
elements of the system. To clarify what types of policies we use and which ones are the best options o be applied
depending on the needs of the process, we will go over the scaling policies nature.

Scale Up: Acts when a specific category’s attribute of an artifact need fo be dimensioned to an upper value,
so this policy is going to act over elements as CPU or Memory.

Scale Down Acts when a specific category’s aftribute of an artifact need to be dimensioned to a lower value,
so this policy is going to act over elements as CPU or Memory.

Scale In: Acts when an artifact needs to be eradicated in all its conditions and states. This type of policies
permits the deletion of a number of elements, all of them equal to the artifact that acts as target
of the policy.

Scale Out Acts when an artifact needs to be cloned in all its conditions and states. This type of policies
permits the creation of a number of elements, all of them equal to the artifact that acts as target
of the policy.

When we create a Virtual Machine, in the moment of the creation, the element has two scale policies already created and
related to the new VM. These policies are Policy:Scale Core Up-Down and Policy:Scale Memory Up-
Down.

VM Exampic VM o)) Q VM: Example VM (@) o
e I O VM : Bxample_vM Policy : Scale Memory Up-Down L VM : Example_VM
of Policy : Scale Core Up-Down = o Policy : Scale Core Up-Down
1= GENERAL ~ @ Policy : S¢ riory Ugi=Dom = GENERAL ~ w2 Policy : Scale Memory Up-Down
o v N % Virtual Core : VM Core
s Name & Virtual Disk : VM Disk
S caie Core Up-Down . = Jemory |S(ae Memory Up-Down v ‘ | Virtual Memory : VM Memory
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Figure 284: The Scale policy attributes
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3.1.4.3.1 The Scale Up and Scale Down policies

Policy:Scale Core Up-Down is responsible for resizing the number the Virtual Machine’s cores. If, for some
reason, during the execution the Virtual Machine needs more Cores, the policy UP will start creating Cores until the
number of cores reaches the Max Scalle Value. Of course, if the VM needs less Cores, the policy DOWN will start. It is
pretty much what happens with the same kind of policy, but applied to the Memory management. If needed, the policy
Scale Memory Up will start, increasing the amount of Memory until the size of the memory reaches the value of the
attribute Max Scale Value. The same dynamic but in opposite direction for the Scalle Memory Down policy is, in
this case, decreasing the size of the memory until it reaches the value of the attribute Min Scale Value.

“ DECREASEAMOUNT : The amount of unities that are going to be eliminated.

For this policy, it will be erased of the memory. In this case, 1024 Mb.

DESTINY: The category and attribute that is going to be modified by the
policy. In this case the “Amount” of memory in Mb, reflected in the category
“INFO”.

| | DOSCALE: Not editable by the user.

i INCREASEAMOUNT : The amount of unities that are going to be enhanced.

| | For this policv. it will be created for the memory. In this case, 1024 Mb.

Max Scale Value: The maximum amount of the specific resource that can
v] be reached throuah a scale operation, in this case, 2048 Mb.

ax Scale Value Min Scale Value: The minimum amount of the specific resource that can
[2048 7| be reached through a scale operation, in this case, 1024 Mb.

|'-::-. v |

Note that the Scale Up/Down policies are implemented by defect in the base components. Another important thing to
have in mind before starting a Scale Up/Down operation is that the policy is going to act without knowing if the situation
on the OpenStack platform can afford what is expected by the policy. This means that, to guarantee the escalation, the
user should be sure that the resources present in the OpenStack platform are enough to carry out the escalation, the
limitation of the resources in the OpenStack platform must be checked by the user.
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3.1.4.3.2 The Scale Out and Scale In policies

The Scale Out/In policies are responsible for the creation or deletion of components. At this level, for a VNF Component,
the scale Out/In policies are the ones that will create or destroy the Virtual Machines that conform the VNF Components.
These policies can be set in two levels, between the VNF and the VNF Component, and, in our case, between a VNF
Component and its Virtual Machines.

To create a new escalation policy over a Virtual Machine, first we should have a VM artifact in our work space (Third
section of the Designer), with all its attributes and elements correctly filled. Once we have our VM, we need to go to the
bottom of the web page, click Policies, and we will be able o see the below screen:

Honitors Viuns
Scale Polices
Scale InfOut Policy ™

Figure 285: The creation of a Scale Policy

Once we see this screen, we can create the policy by clicking . The next step is filling the attributes of the policy
and setfing the target and name for the policy.

We should keep in mind that the escalation policies should be set at the proper level to get the desired effect. We have
two options to create the escalation policies: Creating the escalation policy at component level, and creating the policy at
VNF level:

Component level When we set a Scale Out/In policy at this level, the escalation operation will be applied to the
elements that conform the component. This means that the escalation is going to take place over the Virtual
Machines of the component, only over these machines, and only over the original template of the Component.
The modifications over the instances will not be reflected in the escalated elements.

For example, if we have a Component with One VM, and a Scale policy with an Incremental Value of 1:

e The user starts an escalation operation, the VNF Component will create another Virtual Machine cloning the one
that already exists.
At the end of the first escalation operation, the user will have two VMs over the same component.
Later, this VNF Component needs to grow again and the user starts another escalation operation.
When the process has finished, the user has three Virtual Machines, due o the escalation process is performed
over the original design of the VNF Component, not over the result of the first escalation process.

VINF Level When we set a Scale Out/In policy at this level, the escalation will be applied over all the components
of the VNF. So, if we configured an Increment Value of 1, each component of the VNF will be duplicated by
cloning one time. Basically, we will reproduce our VNF structure one time, including the Scale policies present in
the VNF Components. These policies are going to be executed, too, when we trigger the escalation operation.

Notice that an escalation is never going to take place if the Decrement Value, Increment Value and the Min
Scale Value are in conflict. The following cases clarify what we mean by conflict:
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A Scale Out operation at VNFC level, because we will use number of Virtual Machines: if our policy was set at VNF
level, we would talk about number of VNF Components, but the behavior of the policy would be the same.

Number | Decrement Increment Min Max | Conflict
of VM

1 1 1 1 1 Min and Max has the same value, no Scale Out will be
performed due the number of VM already suits the Max
value.

2 1 1 2 3 Max value is not enough to settle the amount of VM that
the operation will create with and increment of one. Four
VMs will be created, with a Max value of 3. No Scale out
will be performed.

3 1 1 3 6 The Scale Out will be performed only one time. With this
configuration, the Scale Out can only be executed once in
a row.

We will implement our escalation policies for our VNF Component at the level that shown in the image below. It will only
act over the VM: standard, which is part of the component.
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K ¥ VNF Component : VNFC_01
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v
Scale Mandatory Type

MUST T| -
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*I Select a policy target :

WM Example_vM

Figure 286: Editing the attributes of a Scale policy

For this policy, the fields Name and Description in the category GENERAL have been filled with the values Scale
Policy and Policy to scale VM respectively. And in the category RANGE, we are going to construe the value in
each field.
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The Decrement Value and Increment Value are related to the number of VMs that are going to be duplicated or
erased. If we have a value of 1 as decrement value, it means that in case of a Scale IN, the number of VMs that are going
o be erased is only one. In case of increment, the logic to apply it is the same. For a value of 2, if we have one VM, we will
end up having three VMs. In case of having two VMs, we will finish with six VMs,

The difference between selecting MUST or SHOULD as the value for the GENERAL . Type is that in case we have selected
MUST, if the system is close to running out of resources during the assigning, the application will throw an error message.
If the value is SHOULD, the application will throw a warning message, and continue with the execution without stopping. In
this case, the value of the Type attribute is MUST, so if the resources available are close to be depleted in the moment of
the assigning, the application will throw an error. In other case, the execution will continue.

As target, we have selected the unique VM in the list, remember that if your component has more than one VMs, they are
going to be listed there. To select other VM, it is enough to tick the box at the left of the artifact’s name in the list.

3.1.4.4 Adding Heal Policies

A Heal Policy allows us to indicate a Heal cause, and to determine what workflow will be executed in NVFD when the user
friggers the Heal operation over a VNF or a VNF component.

Heal policies can be used during the execution of the operations. These policies will take care of the heal cause, using the
workflow that has been set in the policy while the operation is still working.

Monitors Viuns Monitors Viuns

4
P

ma Heal Policy

Figure 287: Adding a Heal policy to a component.

To create a new Heal Policy, click Policies, and then click Heal Policies, in the bottom left side of the web. To create the

policy, click . The policy will be created with the editable field empty.
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Figure 288: Editing the aftributes of a Heal policy.

For this policy, we set the Name with the value Heal _Pol icy, the field Description with the value Policies Heal,
the field HealCause, which is a list of values that allows the user to add new items, and the field WorkFlow with the
name of the workflow that will be executed when NFVD friggers a heal operation.
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3.1.4.5 Adding Pre/Post-Processing policies

Post-processing and Pre-processing policies allow us to execute a specific action before the operation starts (Pre-
Processing policies) or after the execution of the operation is finished (Post-Processing policies). Such actions that should
take place in a specific moment should be carried out by a Workflow. This workflow should contain all the logic needed for
the action to achieve its goal. These actions could be closing a connection before the shutdown of a machine, or assuring
a set of prerequisites before the launch of an operation. Basically, these policies modify the preceding and following
scenario for our VNFs,

Monitors Viuns
Monitors Viuns

| Affinity Policies | Anti-Affinity Polides | Scale Polides | Heal Policies

| Affinity Policies

Heal Policies

Processimg Policy

Figure 289: Adding Pre/Post processing policies

The image above shows how the Pre/Post processing policies are created. All the editable attributes are wrapped in the
category PROCESSING_JOB. A Pre/Post-processing policy must have a workflow to be processed, and it should have an
operation as target for the triggering of the policy. For these policies, it is also possible to identify an order of execution. A
complex task could have more than one Workflow or process involved. We are going fo explain what each attribute of the
category PROCESSING_JOB is and how these attributes should be filled to have a successful use of the policy.

o Type: The type only can take two values: PRE or POST, corresponding with one of the two
types of actions that will take place when the policy will be executed.
e  WorkFlow: The policy needs an element that contains all the logic of the process that is going to

be executed. This mandatory element is implemented through a Workflow that is customized for the
specific operation. This means that a Pre-processing policy can have more than one workflow prepared
to be executed. Each workflow will have a Pre/Post-processing policy assigned to be executed, so the
same entity could have several Pre-Post policies related, but enfities cannot share their processing
policies with each other.

e  Operation: The Operation aftribute represents the operation from which the policy will be
friggered. These operations are Deploy, Undeploy, Scale Up, Scale Down, Scale In and
Scale Out, basically the core operations of the solution.

e  OrderBy: This is a numerical attribute. We can introduce the order of execution that should be
followed during the execution of the operation. If we have more than one policies related to the same
operation, we can sort the execution infroducing a number in this attribute. This way, if we introduce the
number 2, our policy will wait for the first policy to be executed, and only after that will out policy start
its execution.
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3.1.5 Addition of monitors to the component

Monitors are elements that permit the user configure an observer for the element monitored. This means, that depending
on how we configure our monitor, it will receive different information about the behavior and changes of the component
monitored. This monitoring has the objective to react when the system is in need of some kind of resources, mainly solving
this lack with the launching of escalation actions.

A Monitor must be connected and related to a Virtual Machine, If the user does not have a Virtual Machine already
instantiated in the work Space (third part of the Designer), the Monitors tag it will not be shown as Active, so we are not
going to be able to create a Monitor.

Policies m Viuns
maoniter-network-transmitted «

meonitor-network-transmitted
manitor-netwaork-received

monitor-disk-write
menitor-cpu
monitor-memaory
monitor-disk-read

Figure 290: Types of Monitors available

If the user has properly created a Virtual Machine element in the work space, the user will be able to create a Monitor of
the type listed in the image above. As you can see in the image, the Monitor (regardless the kind) will be created under the

influence of the m Virtual Machine. In the figure, we can see all possible types of Monitors that the application

allows us to create. To create one type of monitor, select the type and click sdesll This action will add a Monitor of the
selected type to the Virtual Machine, and it will pair that monitor to the element determined by the Monitor's type. A monitor
of type CPU will be matched with the CPU related to the Server used with the Virtual Machine in use.

3.1.5.1 Types of Monitors

All the attributes of a Monitor, from our point of view, are reduced to the Name and Description of the element. This
is because we have already chosen the type and the element that is going to be monitored. The attributes that remain
empty are those two previously mentioned. The other two important categories to configure are Action and
Condition. The way to freaf these categories is covered later in this chapter.

The types of Monitor we can deploy over our Virtual Machines are:

Monitor Disk Write: Monitors writing operations over the Virtual Disk associated to the Server
related to the Virtual Machine.

Monitor Disk Read: Monitors reading operations over the Virtual Disk associated to the Server
related to the Virtual Machine.

Monitor CPU: Monitors operations over the Virtual CPU associated to the Server related to
the Virtual Machine.

Monitor Network Transmitted: Monitors transmission operations over the Virtual Network related to the
Virtual Machine.

Monitor Network Received: Monitors the messages received through the Virtual Network related to the

Virtual Machine.
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Monitor Memory: Monitors operations over the Virtual Memory associated o the Server related
to the Virtual Machine.

A Virtual Machine can have one type of Monitor per each kind of artifact related fo it.

-

Figure 291: Multiple monitors assigned to a Component.

In the image above, we can see a Virtual Machine named VM:Example VM, with four different Monitors configured.

When some component is monitored, the symbol : appears over the component.

Figure 292: A monitored component
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3.1.5.2 Configuring error Actions for Monitors

Monitors need to be configured to start their activity in case some attribute of the monitored element reaches a certain
state, or some of its attributes exceed a quantity or surpass a number of communications. To achieve this behavior, the
monitor has a Condition and an Actiion attribute that need to be filled. Unlike the general attributes of the monitor,
Condition:ErrorCondition and Action:ErrorConditionAction work together as a trigger. When the
condition is met, the action will take place.

Monitor: CPU

>0

H
g

|CF'U 4

Description

I ‘

—
i= GENERAL
Frequency Unit
e A | |
i DEPLOYMENT A~
Type
AUTO M
L AUTO
HYPERVISOR

Wi

§g~ Monitor : CPU
p w Condition : ErrorCondition
& Action : EmorConditionAction

Figure 293: Configuring the error Condition and Action of a Monitor

As you can see in the image above, the monitor has the typical attributes Name and Description, and the attribute
Type is not editable, as usual. To change the value of the previous fields, click in the field’s box and introduce a valid
name and description for the monitor.

The GENERAL - Frequency attribute refers to time gap between each capture by the monitor. It is set in milliseconds. In
this case, the value automatically set is 600. To change the value of the attribute, proceed as explained in the previous

chapter.

The DEPLOYMENT - Type attribute refers to the element that is going to be monitored. In the image, the artifact selected
is the Hypervisor. You can see the other two possible options. If the user selects VM, the monitor will target this
element for monitoring. If the user selects AUTO, the system will decide which element is going to be monitored.
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Figure 294: Editing the aftributes of an error Condition Action for a Monitor

In the image above, we can see the different attributes of the Action:ErrorConditionAction. As always, we can
see the field Name filled with the value ErrorConditionAction. After the Name, fwo attributes are present:
GENERAL .Operation_Mode and GENERAL - Type.

GENERAL .Operation_Mode, can only take two values, CLOSED_LOOP and OPEN_LOOP. This means that if the
value chosen was CLOSED_LOOP, the action to take is not going to wait for the user’s operations to end. For example, if
the monitor is configured to launch a SCALE__IN, the monitor will launch the scaling process without respect the running
processes of the user. If the user chooses OPEN__LOOP, the monitor will waif to launch the Action until the user’s

operations are finished.

The “GENERAL . Type it refers to the type of the operation that the monitor it is going fo throw if the condition is met.
We should take into consideration that the user can configure a monitor that will never be used. For example, the user
creates a monitor that has — as target — a Virtual Machine with a SCALE_OUT value in the field GENERAL . Type, It
implies that the Virtual Machine is the owner of an Entity Scale (which is an error, as a Virtual Machine has no child
suitable to be the child of the Enftity Scale policy associated to the VM. So, the Scale Out has no element to be escalated,
there is no child for the Entity Scale policy), and it also implies that that this policy has an element acting as child that can
be the target of the policy. This is a condition that can never take place. The Scale_Out operations are launched at
least over a VNF component level. This way we always have a child element to be escalated.

As you can see, a monitor can be used over a wide number of operations, mainly scale operations. These operations were
explained in the chapter Adding Scale Policies. The operations that were not explained in a previous section are:

e SCRIPT:

Refers to the case when, for a specific Condition, the monitor must launch a Script and not start an operation.

e NONE [add to Event]:

Refers to situations when CPU use breaches threshold or the disk is about to run out of space. In such cases, an
alarm will be raised, then we will handle this alarm and will perform associated ACTIONSs like SCALE

UP/DOWN/SCRIPT.

e EMAIL:

Refers to the case when the occurrence of an event must be notified to an enftity or subject.

In the section Choose an action target, the designer allows us to choose which element is going to be monitored. In this

case, the user can choose from three elements, the VNF that it is being designed, the VNF Component that is part of the
VNF, and the Virtual Machine that is member of this VNF component. Note that if during the design we have more than
one VNF components, or these components has more than one Virtual Machines, they will be listed in this section.
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3.1.5.3 Configuring Error Conditions for Monitors

The monitors need to have configured a condition that will act as trigger for the action of the monitor. Such conditions
are configured by an expression that includes some aftributes, referenced by their exact name and the value of the
attribute referenced. Also, it should reflect how the condition is going to treat the changes in the attribute, for example,
when the attribute’s value becomes greater than the value reflected in the monitor.

‘Eﬂ Monitor: CPU (0] >
Condition : ErrorCondition g Monitor : CPU
— ¥ + Condition : ErrorCondition
i= GENERAL #2  Action : ErrorConditionAction

Expression

‘ network_bytes_fransmitted >90

Name

ErrorCondition vy ‘

Figure 295: Configuring Error Condition for a Monitor

For the condition present in the Monitor Net-Rc, (image above) the attribute GENERAL - Name has a value of
ErrorCondition and the GENERAL . EXpression attribute has a value of network _bytes transmitted
>90, so, when the monitored element reaches 90 bytes transmitted through the network, the monitor will launch the
operation present in the Action (in this case a SCALE_UP, see previous subchapter) GENERAL . Type.

To modify the value of the aftributes, click in the box of the attribute and type a valid new value.
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3.1.6 Adding VLuns to the component

A VLun is a storage component. A LUN is a unique identifier for a physical storage allocation. A LUN could reference an
entire RAID set, a single hard disk or partition, or multiple disks or partitions. The VLUN does not map fo a specific device
or allocation of storage space but to a virtualized space that can be created in excess of the actual physical space available.

Policies Monitors m
Policies Monitors
e =

____________________________________________________________________ VM :Example_VM

Figure 296: Adding VLuns to a component

To create a VLun from the web page, we need to position the cursor in the bottom left region the Component Designer,
once there, click in the tag Vluns in the menu. The only option to choose for the type is external -storage. As

explained already, to finally create the VLun, click . The VLun will be created under the influence of the

Ype
| | Amount Uniit Bootable
H E 4 | | || [o= =
ame
|‘.-'|J_|n_Es=a"nPE *’1 Volume_Type | | + |
|.¢‘J -vsa-Ouality-C - | - | IMAGEREF
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o
|‘."U_.N Example \/1 | | * | | |

Figure 297: Attributes of a VLun

In this example, we have filled the Name and the Description attributes with the values VLun_Example and VLUN
Exampl e, respectively. To change the values of the attributes, click the attribute and edit the field.

In the INFO category, the user will set the size of the virtual storage in Gb. In this case, the size of the virfual storage is 1
Gb. The attribute Volume_Type allows the user to choose what kind of storage is going to be created for ifs use, the

possible types of volumes are:

Amaount Uniit
[ 4 | |

‘olume_Type

All-vsa-Ouality-C r| =
All-vsa-Ouality-C

Vmware-Ouality-A
Vmware-Ouality-B

Figure 298: Type of Volumes for storage available
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The types of VLUN have been configured on the OpenStack platform. From the solution, we are only able fo choose the
ones that were configured previously. In our case, All-vsa-Qual i ty-C was selected.

The STORAGE category refers to the configuration of the virtual storage device. In this case, the Bootable aftribute,
allows or denies the possibility of booting from the volume. Notice that this volume could be part of a SAN (Storage Area
Network). If this is the case, we will talk about booting from a SAN, not only from a LUN.

The IMAGEREEF attribute refers to the file that will be used to create the VLUN. If we configured a bootable VLUN, it should
be filled with the name of an image configured in the solution. This means that we need to use an image that is managed
by the NFV Director. So, we will use one of the images that we have created for our VMs, the image that we will use with
our VLUN must not necessarily be the one that we will use with our VMs. If the types and attributes have correct values, it
will allow the user to create a bootable volume from the image specified.
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Note that a component can have more than one elements from the list on the left side of the web page. This way, we have
the possibility to create components with more than one Virtual Machines.

In the case of a Helion Carrier Grade environments, we must have at least one VLUN, with its attributes
STORAGE . Bootable set as true, making the VLUN bootable, and its INFO.Amount set to a value of 0. A HCG

environment will develop an internal conflict otherwise. We need to have storage configured to get the expected
behavior. The machines deployed in a HCG environment without VLUNs configured will not behave as expected.

When a component has a VLun added, the symbol @ is shown above the element in the workspace.

Figure 299: A component with storage configured
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3.1.7 Deleting elements in the designer

There are various ways to delete a component in the designer. The user should not misunderstand the concept of delete
and cancel in the designer. If the user’s intention is fo eliminate one component of the design, the user will erase unitarily
the component selected. If the user’s infention is to dismiss the design of the main component, the user will use the
option Cancel of the top menu of the designer to delete all the design with all the components inside.

The first way o delefe a component is by using the button 0 present at the end of the top of the attributes menu:

Meslenpackaed - NFV Director

N Cefipiemont Doslgar. ) \nweag Save | Save ds Dubh:h@
Seale Policy: Seale In /Gt Palicy (]
| siniaed 2 -
™ "
camer. o o 3
v

Figure 300: One way to delete elements from the Component Designer

This icon is only available if the user has selected a component in the workspace. It would be highly unproductive if the
users were able to erase the component they are working on before it has been created.

To finally perform the deletion, click 0 The following window will be displayed:

Are you sure?

You will delete this item. Are you sure?

Cancel

Figure 301: Confirmation window for deleting a component

To delete the component, click . The component element selected will be deleted, and no message or jobs are
generated by this action.
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3.1.8 The list of the component’s elements

As we said before, the list of elements of the component permits the user to change the attributes of the element
selected. In the images below, the user has selected different elements/artifacts. These artifacts have their own attributes,
but they have common categories. This implies that some elements need to be fulfilled or configured before saving the

component.
v VM : Example_VM - ’l_E"amD'el—VM D VM : Example_VM
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Figure 302: Elements that conform different components of some entities

When explaining how to create policies of various types, we discussed how to change the values of the attributes of these
elements. Below these lines are the attributes that are shown suitable to be edited after selecting the artifact in the list.
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Figure 303: Different categories of the components
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If you run into any problems filling some aftributes during the creation of the component, or if the component is not
accessible from this list, it is not necessary to edit the component.

3.1.9 Publishing your component

Once we have finished designing our new component, in order fo make it usable, we must save it before we can include it
ina VNF.

First, we should properly fill the Name attribute of our future component. To do this we should select our work space that
represents the VNF component that is being configured.

Yiewettreiad NFV Diector

@
'EE

Figure 304: Publishing your components

As we can see in the image above, the user gave as value for the attribute “Name”, “VNF_00", this name is what will be
shown in the “VNF Designer” when the user look for the component fo be used, If we have completely finished fulfilling the
different attributes for our specific purpose in each element, and we are pretty sure that we have all the elements needed
correctly configured we will proceed o save the component.

To save the component, click at the top-right side of the web Ul. The application is going to create the user's
component. After saving it, the component must be published to become eligible to be part of a “VNF Designer”. The

Fublish
component is published by clicking in the previously mentioned menu.

If the publishing was successful, when the user opens the “VNF Designer” and selects the VNF_Base element, the
component that has been published will be available as an element to be included in the design of the “VNF”.
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|| Description

Figure 305: Component designed available to be used

3.1.10 Making the designed components visible

To make our VNF components visible for the VDC Manager, we should assign them to a VNF Group. Otherwise, it would
be impossible for the VDC Manager to use these components.

To make these elements visible, the user must go to the Management section of the web platform’s top menu, and select
The SeCTion & VNF Registration & Management

see a list like in the image below.

. Once there, we need fo select our group and click Action. Then the user will

HewtentPackars - NFV Director
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Manage VNF Group Quaia
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Templates  Instances

Hame v Deseription -

Figure 306: Make visible the components designed for the rest of users

In the list, the user must select VNF Group Template Assignment by clicking the element. Once selected, the user will see
the following window:
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Figure 307: Assigning the elements to the adequate VNF Group

In the lower half of this window, the user can see the name of the VNF components and VNFs designed with the “VNF
Designer” or with the “VNF Component Designer”. To make such elements usable by the VDC Manager, select the two of
them. If the user has more elements of the two types in the list, tick or untick the box at the left of the name of the
components to select or unselect them.

After selecting the items, to make the changes effective, the user should click Save at the right bottom corner.

® e you want to save data?

Do you want to save data?

Figure 308: Confirmation window for the assigning of components

If the assigning was successful, the user will see the below message:

 Notify

Templates assigned

Figure 309: Confirmation message of the assignation.

The VNFs should be always associated with at least one VNF Group. If the user being used is of VDC level, it is
recommended associate all the VNFs.
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3.2 VNF Designer

3.2.1 Introduction

The VNF Designer is an online designer implemented in our NFV Director platform. It allows us to design and modify the
attributes and specifications of the VNFs that we are going to use later. To access to the designer, go to the top menu of
the NFV Director Web. The third element in the menu is Designer. Right-click on the menu element fo obtain a list with two
elements. Select the one named VNF Designer. Note that the user only has access to this designer with the right user level.
The most recommended level is “VDC".

3.2.2 Screens of the designer

3.2.2.1 First Screen of the Designer

After selecting Designer in the fop menu, you are going to see a screen like the below:

'3

HewlettPackard  NFV/ Director Workspaces ~ @ VNFLB-VDC@VNFLB-Organization - M ~
Enterprise
# Home [ Lbl Resource Inventory || B> Administration - || 8 vDC Manager [l - Jobs | & KPI Dashboard | @ Browser m
Choose a VNF: | X upload
Name Description Action
& VNF base VNF base

Soecrus o | | e |[ B |

Figure 310: First window of the designer

The Download button allows us to get the file of the component that we choose. The design will be exported to an xml file.
To download the design, click Download next to the component selected. A new window will appear, giving us the option
to choose between the two file types. It will also allow us to change the name of the design.

Download X

File Name: VNF_userGuide

Yes No

To execute the download, click Yes. In the case of the image above, after clicking Yes, an xml file will be downloaded with
the name VNFC_UserGuide - xml.

There is another feafture implemented in this version, the “Upload” and search of the enfities for our designer:

HewlettPackard NFV Director
nterprise

# Home |IL|I Resource Inventory ‘ E= Administration = || @ VDC Manager | 2% Jobs |:KP\Dashtca'd @ Browser

Choose a VNF: | X Upload |
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In this version, we can upload an already designed and functional VNF that we have stored locally. To upload a new
element to be edited with the designer, click Upload and a new window will appear:

Upload

Only support xml file.

The upload only accepts XML files. After clicking Import, a new file explorer window will appear. Choose the file to upload.
After selecting it, click OK in the file explorer window. Click Yes in the upload window. When the upload is done, the new
element will be listed in the "VNF Designer” list of VNFs available.

Next we need a template for our future components. To have a standardized starting point for all the future components,
the first thing to do is cloning the “VNF base”. This element has the logical structure needed to build above our VNF. To
execute the cloning, click Clone on the right side of the page.

After clicking Clone, the next page that is going to appear is the designer with all its sections.

In this screen, we will see (at least) the components that we created, saved and published in the “VNF Component Designer”.
In this case, the user will see (at least) the component VNF_00, previously created in Chapter 3.

7

Hawlett Packard NFV Director Workspaces ~ wik Wiki-Organization ~ Mk -
nterprise
[ # Home | Ll Resource Inventory || E Administration - || #§ vDC Manager % Jobs || ' Urilies - m
‘ WVNF Designer | ‘ Save | Save As ‘ Publish ‘ ‘Cancel |
[} vne: @
l ) VNF_00 Type
D VNF Component ‘ |
Name
Description
v

Scale Policies Heal Policies Processing Policies

Figure 311: Inside the VNF Designer

3.2.2.2 Main Screen of the Designer

The main screen of the Component Designer has five main zones. We are going fo explain the different parts from the top
fo the bottom of the page.
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Figure 312: Creating a VNF Component for the VNF

Just under the top Menu of the NFV Director Web, we can see the beginning of the Component Designer. The first element
on the fop includes the name of the fool in use on the left, in this case, VNF Designer”. This element contains usual options
to save/cancel/publish our design on the right. The Publish option refers to the action of making the designed component
usable for the creation of a VNF element. To publish an element, save it in advance.

| # Home | bl Resource Inventory || B2 Administration ~ || 8 VDC Manager It Jobs | & Utilities
VNF Designer / | Save ‘ Save As | Publish ‘ Cancel | ‘

Figure 313: Top Menu of the VNF Designer.
The center part of the page harbors three of the five parts of the Designer, it will be described from the fop to the bottom.

Using the Component list and the Search tool on the left side of the Component Designer, we can search for other
components that are listed. In this case, we only have one possible component listed, a VNF Component named VNF_00.
To know more about creating components for our VNFs, go fo section 3.1. If our NFV Director platform detects more
components suitable to be used as elements in a VNF, they are listed in this section.

¢ NFV Director

TRRRROA _MORR

Vistual Part ; ETHS

v M : Exampla_uM
@ Menttor : manitor-disk-write
¥+ Condition : EmorCondition

@ Action : ErorConditionaction =

Figure 314: The central part of the Designer
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The middle of the web page is the work place of the designer. If we select a component of the list and drag it fo the center
of the web page, the component will be created and will appear in this space. This way, it is possible to edit and customize
the component. When all the elements are created, and we want to see all the components listed, it will be enough to select
the work space to see the list on the right side of the designer. To select work space, click in an empty zone of the work
space.

The fourth part of the Component Designer is located on the right side of the web page. This is where we can edit our
components, by changing the different values of the aftributes in each category. Some of these attributes are not editable
(such as the Type of some components, or some critical attributes), because they were set at the creation of the component
fo make sure that the value of the field is adequate, and to avoid future problems. Another possibility is that the values will

be editable in another phase of the component. Notice the element in the top right corner of the field: This button
permits to edit and consult all the elements of the component that have been created, or the component that is just about
to be created.

Bewtstifackard - NFV Director

fNF Campanent: Ex Companent

Figure 315: The attribute's window in the VNF Designer

The fifth part allow us to add and modify policies, network connections and monitors.

Network Connections Monitors

Anti-Affinity Policies Scale Policies Heal Policies Processing Policies

Figure 316: Bottom Menu of the VNF Designer

3.2.3 Creation of elements for the VNF.

To create new components for our VNF, open the designer and select the component to create from the second part of
the designer (as explained before). In this part, we have the list of possible components suitable to become a part of our
VNF.

For example, to create a VNF_00 component, select the component on the left side of the NFV Director web Ul “VNF
Designer” and drag the future component fo the work space in the center of the web page. It results in the following:
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Figure 317: Creating a new VNF Component for the VNF

Notice that the active elements in the work space are colored in blue. Also, notice that in the fifth part of the Designer, in
the bottom of the page, we can see two news sections, Network Connections and Monitors. Network Connections is
responsible for the creation the End-Point necessary to connect the different elements and entifies related to the VNF
designed by the user. Monitors refers to the creation of different types of associated monitors to monitor the behavior of
the component.

Also, in the right side of the web page you can see a field colored in red. These fields are mandatory parameters that must
be filled before the publishing of the component, otherwise, publishing will not be permitted. This time the field Name of
the VNF is the one that must be filled to continue.

The list of attributes present on the right side of the web page is the list for the edition of each element in the list. This
means that when we select an element from the list, it will be marked as active element, and it will be loaded in the attributes
editor on the left. The field in red is displayed because the element selected in the list is the VNF itself.

If we scroll down in the attribute editor of the Designer, we will see the rest of the editable attributes of the selected element,
in this case, a VNF. At least we should fill the Name attribute with a correct value to continue with the publishing of the
element.
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Description Description | EI
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Type
| virtio v EI
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Figure 318: Categories of the VNF Component

3.2.3.1 Creating a VNF Component for a VNF

The creation of a VNF Component begins with the selection of the component in the list of possible elements in the
second part of the Designer. This is the list present on the left side of the web page. As we explained before, this list
contains the valid elements to be infegrated in the future components.
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This list is filled with all the possible elements suitable to be part of a new VNF. The creation of these elements takes
place in the “WYNF Component Designer”. The steps that the user should follow to create such of components is described
in Chapter 3.

Once the user understands that these elements are not trivial, and are conformed of other elements previously
configured with the help of another (very similar) designer, the user can continue with the designing of a new VNF.

After selecting the element, drag it to the work space and wait for its creation.

e | B [ al

~ COMPOMENT

=

[e—

Bevwewnp

Figure 319: First step in the creation of a VNF

As you can see in the images above, we selected the element VNF_00, and we dragged it to the work space. The element
has been created and is colored in blue. As you can see, all the attributes and internal elements of the component are in
the list right of the designer. Also, see how the designer requires the Name field to be filled, as that is a mandatory field. It
is filled with the value VNF_Comp1.

In the above image, on the right side of the designer, we can choose and change the values of some of the attributes
present in the elements listed. Inside our VNF_0O, we have policies, Virtual Ports, Virtual Core, Monitors, and so on. All
these elements are editable within certain constraints. If you select one of these attributes, you will see how the
component window changes, showing the attributes of the element selected.
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Figure 320: Elements that conform the VNF

As you can see, the window that allows us to edit the attributes will change with the element selected in the list. Once we
carry out the creation and modifications required by the component, we will proceed to the assigning of policies, network
connections and monitors. This part of the creation is common to all the elements, so it is going to be discussed in
another section.
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Once we have created the element, we can edit the attributes and the components of the element. We are going fo
introduce a new name for our Virtual Machine. To do that, select the element in the work space by clicking it, then click in
the Name field on the right side of the work space. Type the new name for the VM, in this case, it is VNF_Comp1.

[[5]] VNF Companent: VRF_CompT [ 9] )

~ ¥ Affinity Policy : Affinity Policy

e & Anti-Affinity Policy : Anti-Affinitty Policies

‘ ‘ |z Scale Policy : Scale Policy
O~ VM : Example_CG

Name

@~ Monitor : Monitor CPU
‘VNF,(nmm 4 p = Condition : ErrorCondition
£ff Action : ErrorConditionAction
Policy : Scale Core Up-Down
Policy : Scale Memory Up-Down
Virtual Core : VM Core

Virtual Disk : VM Disk

Virtual Memory : VM Memory
Virtual Port : ETHL

Virtual Port : ETH2

Virtual Port : ETH3

Virtual Port : ETH4

Virtual Port : ETH5

vlun : Storagel

Description

ID

= GENERAL -

Descripton
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Figure 321: Editing the VNF's name.

To configure our Virtual Machine to behave correctly during the future execution, we need to fill all the attributes in all the
categories until the green tick appears at right side of the box.
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Figure 322: Editing the rest of the attributes of the VNF

In this example, we have filled the attributes Name and Description with the values VNF_Comp1 and Component 1,
respectively. The other editable attribute of the VNF_Compl Component is the GENERAL .Name, which is an autfo-
generated value, in this case, VNF Comp. The user can edit this field at his will. Note that we can create two VNF
Components from the same element. This means that it is possible to duplicate VNF components when we are creatfing a
VNF with the designer. Keep in mind that we are referring now to the final VNF, the one that is going to be used as a whole,
and the objects that can be duplicated are the components of this final VNF, not the elements that are parts of this VNF's
components. Those can be duplicated if necessary, to meet the needs of the user. This is explained in Chapter 3.

Figure 323: A VNF with more than one VNF Components
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3.2.4 Adding policies to the component

We are going to discuss this in another section due to the peculiarities of this elements and the assigning process. If we
need to create a policy to be attached or connected to an element, we should have the element properly created, with all
its attributes correctly filled. Also, we must know clearly what policies our element needs. Once we know and have what is
needed we can start the process of creation.

Metwork Connections MHonitors

Affinity Policies Anti-Affinity Policies Scale Polides Heal Policies Processing Policies

Figure 324: Adding Scale policies to the VNF
The designer allows us o create one type of policy over a VNF, a Scale policy. The rules o create this type of policy will

be described in the following sections. The Affinity and Anti-Affinity policies are already included in the VNF. These
policies can be edited, although they were created with the component.

3.2.4.1 Modifying Affinity Policies

An Affinity Policy allows us to indicate where and over what artifact the assigning of resources is going to take place. At
this level, the Affinity policies are limited to the ones that were created in the components previously.

=s  NFV Diirecior

’ IM‘"‘-‘“““ IM‘""J‘“"’ il TR (<

Figure 325: the policies present in the VNF Components

To modify an existing AFFinity Policy, click the policy present in the list of components of the element. After
selecting the policy, the attributes window allows the user to modify the active fields.
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Figure 326: Affinity policies of the VNF Component

For this policy, we set the Name field with the value AFFinity, and the Description field with the value AFFinity
Policy. All the fields must be fulfilled until the green fick is present on the right side of the box. When finished with the
update of the fields, execute an Update of the component. This action was described in the previous chapter.

pemsmieiaes  NFV Director

Figure 327: The Affinity policies in the VNF Component

3.2.4.2 Modifying Anti-Affinity Policies

An Anti-Affinity Policy allows us to indicate where and over what artifact the assigning of resources is going fo take place.
At this level, the Affinity policies are limited to the ones that were created in the components previously.
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Figure 328: Modifying the Anti-Affinity policies

To modify an existing Affinity Policy, click the policy in the list of components of the element. Then the attributes window

allows the user o modify the active fields.
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Figure 329: Attributes of the Anti-Affinity policies

For this policy, we set the Name field with the value AFFinity, and the Description field with the value AFFinity
Policy. All the fields must be fulfilled until the green tick is present on the right side of the box. When finished with the
update of the fields, execute an Update of the component. This action was described in the previous chapter.
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Figure 330 : The elements of an Anti-Affinity policy
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3.2.4.3 Adding Scale Policies

The Scale policies are a set of orders and presets that conduct and manage the escalation processes over the different
elements of the system. To clarify what types of policies we use and which are the best fo be applied depending on the
needs of the user, we will go over the scaling policies nature.

Scale Up:
Scale Down

Scale In:

Scale Out

Acts when a specific category’s attribute of an artifact need fo be dimensioned to an upper value,
so this policy is going to act over elements as CPU or Memory.

Acts when a specific category’s aftribute of an artifact need to be dimensioned to a lower value,
so this policy is going to act over elements as CPU or Memory.

Acts when an artifact needs to be eradicated in all its conditions and states. This type of policies
permits the deletion of a number of elements, all of them equal to the artifact that acts as target
of the policy.

Acts when an artifact needs to be cloned in all its conditions and states. This type of policies
permits the creation of a number of elements, all of them equal to the artifact that acts as target
of the policy.

VNF:

& VNF:
1z Scale Policy : Scale Policy VNF
i© ¥ VNF Component : VNF_Compl

‘ i© » VNF Component : VNF_Comp2

Name

© ¥ YNF Component : VNF_Comp3

‘ Scale Policy VMNF

Description

‘S:a\e Out Policy

y
4

Figure 331: Scale policies present in the VNF

Nofte that the policy that will be created is going to be applied over the VNF that the user is creating. As you can see in
the image above, on the right side, you can see the different elements that compose the future VNF. The Scale Policy is
an element of the VNF, not an element of one of the components of the VNF, in this case, VNF Component:
VNF_Compl, VNF Component: VNF_Comp2, VNF Component: VNF_Comp3.

3.2.4.3.1 The Scale Up and Scale Down policies

The policies Scale Up and Scale Down are the responsible to extend or shrink specific components of the element. They
are usually related to the Core and Memory elements of our Virfual Machines, when a Scale Up or Scale Down operation
is friggered, the operation will check for the presence of these policies. If some policy exists, the operation will read the
policy to apply it. The category that configures the policy is SCALE. Inside this category, we should configure the

following aftributes:

7]

A

DECREASEAMOUNT: The amount of unities that are going to be eliminated.
For this policy, it will be erased of the memory. In this case, 1024 Mb.

DESTINY: The category and attribute that is going to be modified by the
policy. In this case the “Amount” of memory in Mb, reflected in the category
“INFO”.

DOSCALE: Not editable by the user.

INCREASEAMOUNT : The amount of unities that are going to be enhanced.
For this policv. it will be created for the memory. In this case, 1024 Mb.

Max Scale Value: The maximum amount of the specific resource that can
be reached throuah a scale operation, in this case, 2048 Mb.

Min Scale Value: The minimum amount of the specific resource that can
be reached through a scale operation, in this case, 1024 Mb.
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Note that the Scale Up/Down policies are implemented by defect in the base components. Keep in mind before starting a
Scale Up/Down operation is that the policy is going to act without knowing if the situation on the OpenStack platform can
afford what is expected by the policy. This means that, to guarantee the escalation, the user should be sure that the
resources present in the OpenStack platform are enough to carry out the escalation, the limitation of the resources in the
OpenStack platform must be checked by the user.

3.2.4.3.2 The Scale Out and Scale In policies

The Scale Out policies in the VNF Designer are Scale Out policies. This means that the component can be duplicated or
cloned. The policy is going to allow the user to duplicate the VNF if necessary. The maximum number of clones reachable
is set by the Max Scale Value attribute in the RANGE cafegory. In this case the value set is 10, so, when the policy
will act, the VNF can be cloned ten fimes.

To creafe a new escalation policy over a Virtual Machine, first we should have a VM artifact in our work space (Third
section of the Designer), with all its attributes and elements correctly filled. Once we have our VM, we need o go to the
bottom of the web page, click Policies, and we will be able o see the below screen:

Metwork Connections Monitors

Scale In/Out Policy =

Scale Policy

Figure 332: Adding Scale policies to the VNF

Once we see this screen, we can create the policy by clicking . The next step is filling the attributes of the policy
and setting the target and name for the policy.

We should keep in mind that the escalation policies should be set at the proper level to get the desired effect. We have
two options to create the escalation policies: Creating the escalation policy at component level, and creating the policy at
VNF level:

Component levef When we set a Scale Out/In policy at this level, the escalation operation will be applied to the
elements that conform the component. This means that the escalation is going to take place over the Virtual
Machines of the component, only over these machines, and only over the original template of the Component.
The modifications over the instances will not be reflected in the escalated elements.

For example, if we have a Component with One VM, and a Scale policy with an Incremental Value of 1:

e The user starts an escalation operation, the VNF Component will create another Virtual Machine cloning the one
that already exists.

o At the end of the first escalation operation, the user will have two VMs over the same component.
Later, this VNF Component needs to grow again and the user starts another escalation operation.
When the process has finished, the user has three Virtual Machines, due to the escalation process is performed
over the original design of the VNF Component, not over the result of the first escalation process.

VINF Level When we set a Scale Out/In policy at this level, the escalation will be applied over all the components
of the VNF. So, if we configured an Increment Value of 1, each component of the VNF will be duplicated by
cloning one time. Basically, we will reproduce our VNF structure one time, including the Scale policies present in
the VNF Components. These policies are going to be executed, too, when we trigger the escalation operation.
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Notice that an escalation is never going to take place if the Decrement Value, Increment Value and the Min
Scale Value are in conflict. The following cases clarify what we mean by conflict:

A Scale Out operation at VNFC level, because we will use number of Virtual Machines: if our policy was set at VNF
level, we would talk about number of VNF Components, but the behavior of the policy would be the same.

Number | Decrement Increment Min Max | Conflict
of VM

1 1 1 1 1 Min and Max has the same value, no Scale Out will be
performed due the number of VM already suits the Max
value.

2 1 1 2 3 Max value is not enough to settle the amount of VM that
the operation will create with and increment of one. Four
VMs will be created, with a Max value of 3. No Scale out
will be performed.

3 1 1 3 6 The Scale Out will be performed only one time. With this
configuration, the Scale Out can only be executed once in
a row.

We will implement our escalation policies for our VNF at the level that shown in the image below. It will only act over the
VNF Component, which is part of the component.

& VNF:
|t Scale Policy : Scale In/Out Policy
N ™ VNF Component : VNFC_01
|z Scale Policy : Scale In/Out Policy
O~ VM : standard

EERANGE A
Diecrement Value
E ]
Scale Policy : Scale In/iOut Policy ncrement Value
: 7
| | Max Scale Value
Name |1c- v |
|Sca|e InfOut Policy \4 . .
Min Scale Value
Description | 1 Y| - |
70 |+

Scale Mandatory Type

|HUST v |

~| Select a policy target :

WHNF Component “Wiki-vNFC-02

WHF Component “‘Wiki-WNFC-03

VHNF Component “Wiki-vMFC

Figure 333: Editing the attributes of a Scale policy
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For this policy, the fields Name and Description in the category GENERAL have been filled with the values Scale
Policy and Policy to scale VM respectively. And in the category RANGE, we are going to construe the value in
each field.

The Decrement Value and Increment Value are related to the number of VMs that are going to be duplicated or
erased. If we have a value of 1 as decrement value, it means that in case of a Scale [N, the number of VMs that are going
o be erased is only one. In case of increment, the logic to apply it is the same. For a value of 2, if we have one VM, we will
end up having three VMs. In case of having two VMs, we will finish with six VMs.

The difference between selecting MUST or SHOULD as the value for the GENERAL . Type is that in case we have selected
MUST, if the system is close to running out of resources during the assigning, the application will throw an error message.
If the value is SHOULD, the application will throw a warning message, and continue with the execution without stopping. In
this case, the value of the Type attribute is MUST, so if the resources available are close to be depleted in the moment of
the assigning, the application will throw an error. In other case, the execution will continue.

We should select at least one target for the policy. We are designing a VNF, so our target can only be a VNF Component.
To select one, left-click in the checkbox in the list of VNF Components related to the VNF. After selecting one, we are done
with the configuration of the policy.
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3.2.4.4 Adding Heal Policies

The heal policy is used for defining how to Heal the VNF or VNF Component. To add a heal policy, first select the Heal
Policies tab in the bottom area of the designer.

| Affinity Polices | Anti-Affinity Policies ‘ | Scale Polides ‘ Processing Policies

Then click Add to add a heal policy to the current VNF Component.

In the inspector area, customize the HealCause attribute of the heal policy.

peemines  Unified 0SS Console




3.2.4.5 Adding Processing Policies
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To add a processing policy, we should first select the Processing Policies tab in the bottom area of the designer.

Affinity Policies

Anti-Affinity Policies

Scale Policies

Heal Policies

Processing policies could be added fo both VNF Component level and VM level. By default, we can add the processing
policy to VNF Component level when we click Add.

Affinity Policies

Anti-Affinity Policies

Scale Polices

Heal Policies

Add to VM

Add 1o VNFC

Click Add to VM, then you can add the processing policy to the VM level. Select the target VM tab, and click Add o VM,
then you will add a processing policy to the VM.
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Affinity Policies Anti-Affinity Policies Scale Policies Heal Policies

The image above shows how the Pre/Post processing policies will be created, all the attributes editable are wrapped in
the category "PROCESSING_JOB", a Pre/Post-processing has to have a workflow o be processed, and it should have an
operation as target for the triggering of the policy, for this policies is also possible to identify an order of execution, a
complex task could have more than one Workflow or process involved. We are going fo explain what each attribute of the
category “PROCESSING_JOB” is and how these attributes should be filled fo have a successful use of the policy.

o Type: The type only can take two values: PRE or POST, corresponding with one of the two
types of actions that will take place when the policy will be executed.
e  WorkFlow: The policy needs an element that contains all the logic of the process that is going to

be executed. This mandatory element is implemented through a Workflow that is customized for the
specific operation. This means that a Pre-processing policy can have more than one workflow prepared
to be executed. Each workflow will have a Pre/Post-processing policy assigned o be executed, so the
same entity could have several Pre-Post policies related, but enfities cannot share their processing
policies with each other.

e  Operation: The Operation aftribute represents the operation from which the policy will be
friggered. These operations are Deploy, Undeploy, Scale Up, Scale Down, Scale In and
Scale Out, basically the core operations of the solution.

e  OrderBy: This is a numerical attribute. We can introduce the order of execution that should be
followed during the execution of the operation. If we have more than one policies related to the same
operation, we can sort the execution infroducing a number in this attribute. This way, if we introduce the
number 2, our policy will wait for the first policy to be executed, and only after that will out policy start
its execution.
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3.2.5 Adding Network Connections to the component

We will cover this topic in another section due to the peculiarities of this elements and its function. The Network connections
refer to the elements that are going to be connected through an End_Point. An End_Point is the point of connection
between higher components. This means that the communication that is going to take place between entities needs
elements to dictate what can be accessed from other entities.

To create a new connection, click Network Connections at the bottom Menu of the designer. After that, click . The
network connection will be created with the editable fields empty, as in the image below on the left.

S Pt Honiers

Figure 334: Adding a new EndPoint to the VNF

The designer allows us to create Network Connections without limit, but it makes no sense connecting different
components, elements or enfities more than one time. Having duplicate connections is considered a bad practice. The
user can create an End_Point for each element if preferred, but it is not an optimal approach. The most optimal method is
to create an End_Point for various elements of the same component. This will be explained later in the document.

| [=]]| Metwork connection: EndPoint

| |:>:| Metwork Connection: EndPoint

|
Type ~| Select a port :

| | w\WVNF Component :WNF_Comp3

Name »\M Example_CG
|Endp<,inT 4 Virtual Port :ETH4
Virtual Port :ETH3
Description Virtual Port :ETH1
|Examp|e EndPoint 4 Virtual Port :ETHS

Virtual Port :ETH2

w\WVNF Component :WNF_Compl
Select a port : .
’—: | VM :Example_CG
Virtual Port :ETH2
Virtual Port :ETH4
Virtual Port :ETHL
Virtual Port :ETHS
Virtual Port :ETH3
w\WVNF Component :WNF_Comp2
»\M :Example_CG
Virtual Port :ETH3
Virtual Port :ETHL
Virtual Port :ETHS
Virtual Port :ETH4
Virtual Port :ETH2

Figure 335: The attributes of an EndPoint
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In the example case, our VNF is going to have two VNF components. As in the image above, our VNF components are

named VNF Component: VNF_Compl and VNF Component: VNF_Comp2. Both components have two Virtual
Machines. Each component's Virtual Machines have five configurable Virtual Ports to be connected to the EP of other

components or elements.

At this moment, the user should decide between creating a unique End_point for the VNF that is being created, and
creating more than one EPs and configure each one of them based on the specific needs of the use case.

If we decide to create a unique EP for the VNF component, meaning that all the components that will try to connect to
the future VNF that it is being designed by the user will do it through the unique EP of the component. One way fo
connect the EP to all the VMs present in the two “VNF components” that conform our VNF is as follows.

MNetwork Connection End Point

For this End Point, the Name and Description attributes have been filled
o : with the values End Point and Example End Point, respectively. As

| | we explained in the previous chapter, to have a unique EP connecting all the
VMs of our VNF components with the VNF being created, we need to connect
[Ens Poine *4 at least one Virtual port of each machine to the End Poinf.

As you can see in the image on the left, we selected the Virtual Port:
ETH1 of each Virtual Machine. In this case, and only for didactic purposes, the
VNF Components and Virtual Machines are equal. Normally, each component

~VNF Component :WNF_Comp2

M :Example CG
Virtual Port :ETH3

w Virtual Port :ETH1
Virtual Port :ETHS
Virtual Port :ETH4
Virtual Port :ETHZ
WM :Example WM
Virtual Port :ETHS
w Virtual Port :ETH1
Virtual Port :ETHZ
Virtual Port :ETH3
Virtual Port :ETH4
~VNF Component :WNF_Compl
M :Example CG
Virtual Port :ETHS
Virtual Port :ETH4
Virtual Port :ETH2
Virtual Port :ETH3
# Virtual Port :ETH1
WM :Example WM
Virtual Port :ETHZ
Virtual Port :ETH4
& Virtual Port :ETH1
Virtual Port :ETHS
Virtual Port :ETH3

reflects different configurations depending on the future use and
characteristics of the VNF.

With this configuration, all the communication between the VNF and the
Virtual Machines of the Components will take place through the End Point
that we are creating.

The designer allows to create more than one connection with the same Virtual
Machine, but this is a bad practice, not only because we are duplicating a
connection, but also because a Virtual Port only manages one connection, and
does not permit more than one element connected.

Figure 336: First possible way to connect the EPs of a VNF

The other way to proceed with the creation of EP for our VNF is to create more than one End Points fo manage the
communication of the VNF. This can be done by creating one EP per VNF Component, or by creating an EP per each
Virtual Machine. The decision only depends on the user’s needs.
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‘ Hetwork Connection: Ep VM1

Type

Name

|EpVM‘

4

Description

|End Paint for WM1

—{ Select 2 port

wVNF Component :VNF_Comp2
wVM :Example CG
Virtual Port :ETH2
w Virtual Port :ETH1
Virtual Port :ETHS
Virtual Port :ETH4
Virtual Port {ETH2
wM :Example VM
Virtual Port :ETHS
% Virtual Port :ETH1
Virtual Port :ETHZ
Virtual Port :ETHZ
Virtual Port {ETH4
MWNF Component tVNF_Comp1

| Metwork Connection: Ep VM2

Type

Network Connection : Ep VM2

Name

‘Ep\z‘MZ

4

Description

‘End Paint for VM2

—I Select a port:

PVNF Component {VNF_Comp2
wVNF Component :VNF_Comp1
YUM :Example CG
Virtual Port :ETHS
Virtual Port :ETH4
Virtual Port :ETH2
Virtual Port :ETHZ
@ Virtual Port :ETH1
VM :Example VM
Virtual Port :ETH2
Virtual Port :ETH4
# Virtual Port :ETH1
Virtual Port :ETHS
Virtual Port :ETHZ

Figure 337: Second possible way to connect the EPs of a VNF

The previous image shows how we can connect fwo End Points, each one of them connected to the two Virtual Machines
present in each VNF component. When the VNF needs fo reach the first VNF Component (VNF_Comp1) the
communication will take place through the End Point Ep  VM1. When the VNF tries to connect to the second VNF
Component (WVNF_Comp2) it will use the End Point Ep  VM2.
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| Network Gonnection: Ep VM1 |:-:: Metwork Connection: Ep VM2
Type Type
Mame Mame
|Ep Wil 4 |Ep VM2 %
Description Description
End Point for VM1 4 End Paint for VM2 4
~| Select a port: —| Select a port :
FUNF Component :VNF_Comp2 MVNF Component :VNF_Comp2
»\MNF Component WNF_Compl w\'NF Component :VNF_Compl
PV M :Example CG /M :Example CG
wM :Example VM Virtual Port :ETHS
Virtual Port :ETHZ Virtual Port :ETH4
Virtual Port :ETH4 Virtual Port :ETH2
# Virtual Port :ETH1 Virtual Port :ETH3
Virtual Port :ETHS w Virtual Port :ETH1
Virtual Port :ETHZ WM iExample VM
Network Comnection : Ep VM5 Network Conmection : Ep VM4
Type Type
Mame Hame
|Ep\"M3 4 |Epvm 4
Description Drescription
End Point for VM3 4 |End Paint for WM& 4
—| Select 2 port: —| Select a port :
*VNF Component :VNF_Comp2 *VNF Compenent :VNF_Comp2
FVM :Example CG w\VM :Example CG
wWM :Example VM Virtual Port :ETH3
Virtual Port :ETHS # Virtual Port :ETH1
w Virtual Port :ETH1 Virtual Port :ETHS
Virtual Port :ETH2 Virtual Port :ETH4
Virtual Port :ETH2 Virtual Port :ETHZ
Virtual Port :ETH4 PYM :Example WM
MVINF Compenent :VINF_Compl WWNF Component :VNF_Compl

Figure 338: Third possible way to connect the EPs of a VNF

The previous image shows how we can connect four End points. Each one of them is connected to the one Virtual Machine
present in each VNF component. In this case, when the VNF needs to reach the VM:Example VM of the first VNF
Component (VNF_Comp1), the communication will take place through the End Point Ep VM1, if the VNF ftries o reach
the second Virtual Machine of the same component, VM:zExample CG the communication will take place through the end
point Ep VM2. In case that the VNF try to reach the VM:Example VM of the second VNF Component (VNF_Comp2),
the communication will take place through the End Point Ep VM3, if the VNF fries fo reach the second Virtual Machine of
the same component, VM:Example CG, the communication will take place through the end point Ep  VM4.

Once a Virtual Port is in use by some End Point, it will not be available to be connected to other EPs. The configurations
previously shown are the common and recommended.
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3.2.6 Adding Monitors to the component

Monitors are elements that allow the user configure an observer for the element monitored. This means that depending on
how we configure our monitor, it will receive different information about the behavior and changes of the component
monitored. This monitoring has the objective to react when the system needs some resources, mainly solving this lack with

the launching of escalation actions.

A Monitor must be connected and related fo a Virtual Machine. If the user does not have a Virtual Machine already
instantiated in the work Space (third part of the Designer), the Monitors tag will not be shown as Active, so we are not going

to be able to create a Monitor.

As you can see in the image below, once the user has created a VNF, this element has all the monitors implemented in the
Virtual Machines present in the VNF Components that conform the VNF. In this case, two components, with two Virtual

Machines for each one of them.

‘ VHNF Component :VNF_Comp2 ‘ VNF Component :VNF_Comp1

‘ VHNF Component :VNF_Comp2 | VNF Component :VNF_Comp1

Figure 339: Different Monitors owned by some components of the VNF

If the user wants to create a new monitor over one of the four Virtual Machines present in the VNF, the user only needs to
select which VM is going fo be the owner of the monitor. To select the Virtual Machine, select a VNF Component: either
VNF_Comp1 and VNF_Comp2. After selecting a VNF component, select the Virtual Machine that is going fo harbor the

Monitor.

monitor-network-transmitted

VNF Component :VNF_Comp2

monitor-network-received
monitor-disk-write
monitor-cpu
monitor-memory
monitor-disk-read

monitor-network-transmitted ¥

Figure 340: Type of Monitors available to be added
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If the user has properly selected a Virtual Machine, the user will be able to create a Monitor of the type listed in the image

above. As you can see in the image, the Monitor, whatever the kind, will be created under the influence of the VM Example CG

Virtual Machine. In the figure, we can see all the types of possible Monitors that the application allows us fo create. To create

one type of monitor, select the type and click ‘ This action will add a Monitor of the type selected o the Virtual
Machine, and it will pair that monitor to the element determined by the Monitor’s type. A monitor of type CPU will be
matched with the CPU related to the Server that is going to be used with the Virtual Machine in use. The rest of the monitors
operate the same way.

3.2.6.1 Types of Monitors

All the attributes of a Monitor, from our point of view are reduced to the Name and Description of the element. This
is because we have already chosen the type, and the element which is going to be monitored. The attributes that remain
empty are those two previously mentioned. The other two important categories to configure are Action and
Condition. The way to freaf these categories is discussed later in the chapter.

The types of Monitor we can deploy over our Virtual Machines are:

Monitor Disk Write: Monitors writing operations over the Virtual Disk associated to the Server
related to the Virtual Machine.

Monitor Disk Read: Monitors reading operations over the Virtual Disk associated to the Server
related to the Virtual Machine.

Monitor CPU: Monitors operations over the Virtual CPU associated to the Server related to
the Virtual Machine.

Monitor Network Transmitted: Monitors transmission operations over the Virtual Network related to the
Virtual Machine.

Monitor Network Received: Monitors the messages received through the Virtual Network related to the
Virtual Machine.

Monitor Memory: Monitors operations over the Virtfual Memory associated to the Server related

to the Virtual Machine.

A Virtual Machine can have one type of Monitor for each kind of artifact related to it.

‘ VNF Component :\VNF_Comp2 ‘ VNF Component :VNF_Comp1

Y -

NetworkTx NetworkTx

Figure 341: All the Monitors assigned to one of the Components of the VNF.

In the image above, we can see a Virtual Machine named VM:zExample CG, with five different Monitors configured.

3.2.6.2 Configuring error Actions for Monitors

Monitors need to be configured to start their activity in case some atftribute of the monitored element reaches a certain
state, or some of its attributes exceed a quantity or surpass a number of communications. To achieve this behavior, the
monitor has a Condition and an Action attribute that need to be filled. Unlike the general attributes of the monitor,
Condition:ErrorCondition and Action:ErrorConditionAction work together as a trigger. When the
condition is met, the action will take place.
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I ‘

TS GENERAL
Frequency Unit
oo | |
—
E= DEPLOYMENT ~
Type
| AUTO - |
AUTO
HYPERVISOR

WM

_ ¥ = Condition : ErrorCondition

| e ‘ & Action : ErrorConditionAction
Name

[ 7

Description

Figure 342 : Attributes of Error Action in a Monitor

As you can see in the image above, the monitor has the typical attributes Name and Description, and the attribute

Type is not editable, as usual. To change the value of the previous fields, click in the field’s box and introduce a valid
name and description for the monitor.

The GENERAL . Frequency attribute refers to time gap between each capture by the monitor. It is set in milliseconds. In
this case, the value automatically set is 600. To change the value of the attribute, proceed as explained in the previous

chapter.

The DEPLOYMENT . Type attribute refers to the element that is going fo be monitored. In the image, the artifact selected
is the Hypervisor. You can see the other two possible options. If the user selects VIM, the monitor will target this
element for monitoring. If the user selects AUTO, the system will decide which element is going to be monitored.

w O VNF Component :WVNF_0O0
@ WM :Example_WM

|: {]| Monitor: cPU fo3]
Action : ErrorCondifionAction @~ Monitor : CPU
- ¥ = Condition : EmorCondition
ERES -~ ¢ Action : ErrorConditionAction Name
Name Action : ErrorConditionAction |ErrorCandirionA:tion v |
ErrorConditionAction v | IS GENERAL ~
Operation_Mode
Operation_Mode
Name | CLOSED_LOOP T
| CLOSED_LOGP |
|ErrorCondiri0nﬁ:rion v |
Type Type
Operation_Mode
| SCALE_UP M | SCALE_UP T
CLOSED_LOOP M EMAIL
—| Choose an action target: EP | NOME [Add ta Event]
¥ O VINF Component :VNF_0OD — . SCALE_DOWHN
© VM :Example_VM SCALE_UP SCALE_IM
SCALE_OUT
—| Choose an action farget : | SCALE_OUT_AMD_COMMECT

SCRIPT

Figure 343. Attributes to configure an Error Condition Action in a Monitor

In the image above, we can see the different attributes of the Action:ErrorConditionAction. As always, we can
see the field Name filled with the value ErrorConditionAction. After the Name, fwo attributes are present:
GENERAL .Operation_Mode and GENERAL . Type.
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GENERAL .Operation_Mode, can only take two values, CLOSED_LOOP and OPEN_LOOP. This means that if the
value chosen was CLOSED_LOOP, the action to take is not going fo wait for the user’s operations to end. For example, if
the monitor is configured to launch a SCALE__IN, the monitor will launch the scaling process without respect the running
processes of the user. If the user chooses OPEN__LOOP, the monitor will wait to launch the Action until the user’s
operations are finished.

The “GENERAL - Type it refers to the type of the operation that the monitor it is going fo throw if the condition is meft.
We should take into consideration that the user can configure a monitor that will never be used. For example, the user
creates a monitor that has — as target — a Virfual Machine with a SCALE_OUT value in the field GENERAL . Type, It
implies that the Virtual Machine is the owner of an Entity Scale (which is an error, as a Virtual Machine has no child
suitable to be the child of the Entity Scale policy associated to the VM. So, the Scale Out has no element to be escalated,
there is no child for the Entity Scale policy), and it also implies that that this policy has an element acting as child that can
be the target of the policy. This is a condition that can never take place. The Scale_Out operations are launched at
least over a VNF component level. This way we always have a child element to be escalated.

As you can see, a monitor can be used over a wide number of operations, mainly scale operations. These operations were
explained in the chapter Adding Scale Policies. The operations that were not explained in a previous section are:

e SCRIPT:
Refers to the case when, for a specific Condition, the monitor must launch a Script and not start an operation.

e NONE [add to Event]:
Refers to situations when CPU use breaches threshold or the disk is about to run out of space. In such cases, an
alarm will be raised, then we will handle this alarm and will perform associated ACTIONSs like SCALE
UP/DOWN/SCRIPT.

o EMAIL
Refers to the case when the occurrence of an event must be notified to an enfity or subject.

In the section Choose an action target, the designer allows us to choose which element is going fo be monitored. In this

case, the user can choose from three elements, the VNF that it is being designed, the VNF Component that is part of the
VNF, and the Virtual Machine that is member of this VNF component. Note that if during the design we have more than
one VNF components, or these components has more than one Virtual Machines, they will be listed in this section.

3.2.6.3 Configuring error conditions for Monitors

The monitors need to have configured a condition that will act as trigger for the action of the monitor. Such conditions
are configured by an expression that includes some attributes, referenced by their exact name and the value of the
aftribute referenced. Also, it should reflect how the condition is going to treat the changes in the attribute, for example,
when the attribute’s value becomes greater than the value reflected in the monitor.

Monitor: CPU (@)) c
Condition : ErrorCondition @ v Monitor : CPU
a— ¥+ Condition : ErrorCondition
— i &  Action : ErrorConditionAction

Expression

‘ network_bytes_transmitted >90

Name

‘ErrorCondirion v ‘

Figure 344 : Attributes to configure an Error Condition for a Monitor.
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For the condition present in the Monitor Net-Rc, (image above) the attribute GENERAL -Name has a value of
ErrorCondition and the GENERAL . EXpression attribute has a value of network _bytes transmitted
>90, so, when the monitored element reaches 90 bytes transmifted through the network, the monitor will launch the
operation present in the Action (in this case a SCALE_UP, see previous subchapter) GENERAL . Type.

To modify the value of the attributes, click in the box of the attribute and type a valid new value.

3.2.7 Deletion of elements of the designer.

There are various ways to delete a component in the designer. The user should not misunderstand the concept of delete
and cancel in the designer. If the user’s intention is to eliminate one component of the design, the user will erase unitarily
the component selected. If the user’s infention is to dismiss the design of the main component, the user will use the
option Cancel of the top menu of the designer to delete all the design with all the components inside.

The first way to delete a component is by using the button 0 present at the end of the top of the attributes menu:

HemiettPaard - NFV Director

VHF Component Designer | VNF_Companent |Sml$mnlmlhmt|huﬂlhuﬂ!

Qharcn || viuExample cG >0

m standard . . -

Figure 345: One way to delete a component in the VNF Designer.

This icon is only available if the user has selected a component in the workspace. It would be highly unproductive if the
users were able to erase the component they are working on before it has been created.

To finally perform the deletion, click 0 The following window will be displayed:

Are you sure?

You will delete this item. Are you sure?

Cancel

Figure 346: Confirmation window for the deletion of an element in the designer.

To delete the component, click . The component element selected will be deleted, and no message or jobs are
generated by this action.

3.2.8 The list of the component’s elements

As we said before, the list of elements of the component permits the user to change the attributes of the element
selected. In the images below, the user has selected different elements/artifacts. These artifacts have their own attributes,
but they have common categories. This implies that some elements need to be fulfilled or configured before saving the
component.
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O w VM : Example_VM

O VM : Example_WVM
Folicy : Scale Core Up-Down

vlun @ Wlun Example

O VM : Example_ VM

Folicy @ Scale Core Up-Down
Policy : Scale Memory Up-Down
Virtual Core : WM Core

Virtual Disk : VM Disk

Virtual Memory : WM Memory

Virtual Port : ETH1

Virtual Port :
Virtual Port
Virtual Port :
Virtual Port

ETH2
ETH3
ETH4
ETHS

© Policy : Scale Core Up-Down % .

& Policy : Scale Memary Up-Down o P?hw : Scale Memory Up-Down
& Virtual Core : VM Core o V.lrtual Fore : VM.Core

= Virtual Disk : VM Disk € Virtual Disk : VM Disk

& Virtual Memory @ VM Memaory = \.-'?rtual oy Hemery
#& Virtual Port : ETHL * V?rtual Fort + ETF2

A& Virtual Port : ETH2 * V!rtual Fort + ETH2

& Virtual Port @ ETHZ * \.-'?rtual Fort = ETTS

& Virtual Port @ ETH4 * V?rtual Fort + ETRE

% Virtusl Port : ETHS & \irtual Port : ETHS

. ]

BewwewEoss

vlun @ VLun Example vlun ¢ Viun Example

Figure 347: Different elements that conform the VNF

When explaining how to create policies of various types, we discussed how to change the values of the attributes of these
elements. Below these lines are the attributes that are shown suitable to be edited after selecting the artifact in the list.

| 7| vMiExample_ Vi Virtual Core 1 VM Core
I R ke -
Type Amaunt
| | |‘| :.4 nterfaceOrder
Name Core Architecture | 1 - |
|Era'npe_\"H 4 |sna'sd . | e
Huma I
Description o |I:_|'|-'| o |
v b v]
Nama Type
== ] = s — :
mage
|c'rrus v |
Type
[kwm |
= CREDENTIALS -~
AdminPassword
v
AdminUser
v
= KEYPAIR -~
Pubkey_Data
v

Figure 348: Categories of some elements of the VNF

If you run into any problems filling some aftributes during the creation of the component, or if the
component is not accessible from this list, it is not necessary to edit the component.
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3.2.9 Publishing your component

Once we have finished designing our new component, in order to make it usable, we must save it before we can include it
in a VNF. First, we should properly fill the Name attribute of our future component. To do this we should select our work
space that represents the VNF component that is being configured.

femtretent  NFV Director

.

&1~ VNF Compuuen L s WNF-DG

Figure 349: Save and Publish your VNFs

As we can see in the image above, the user gave as value for the attribute “Name”, “VNF”, this name is what will be shown
in the “VDC Manager” when the user look for the component to be used, If we have completely finished fulfilling the different
attributes for our specific purpose in each element, and we are prefty sure that we have all the elements needed correctly
configured we will proceed to save the component.

To save the component, click at the top-right side of the web Ul. The application is going to create the user’s
component. After saving it, the component must be published to become available to be used in the "VDC Manager”. The

component is published by clicking

in the previously mentioned menu.

If the publishing was successful, when the user opens the “VDC Manager” and selects the VNF element, the component
that has been published will be available as an element to be the target od operations that the “VDC Manager” can carry

ouft.

3.2.10 Making the designed components visible

To make our VNF components visible for the VDC Manager, we should assign them to a VNF Group. Otherwise, it would
be impossible for the VDC Manager to use these components.

To make these elements visible, the user must go to the Management section of the web platform’s top menu, and select

The section & VNF Registration & Management

see a list like in the image below.

. Once there, we need fo select our group and click Action. Then the user will



NFV Director Online Designer 210

Hemsupacard - NFV Director

# Home [l Resource Inventory 0f VDC Manager | [ Designer = iobs | O Utilities - m

VNF Group Registration
Organization Voo
Create VNF Group
VNF Group Name ~  Description ¥ WD “  VDC Description ~  Edit VNF Group
Delbete VNF Group
VNF Graup T tes
Oracleadmin Crachi admin VAPE group. Ten_userGuide? Wallmart VDC Group Templa

Aamigriment
Activate VNF Group
Manage VNF Group Quota

oA vl ::Enom(;mrpaqn 1-10f1items

Templates  Instances

Figure 350: Adding our VNFs to the proper group to make them available to be used

In the list, the user must select VNF Group Template Assignment by clicking the element. Once selected, the user will see
the following window:

Template Assignment VNF Group

Organization Name

VNF Group Name

< | Demcrighh

VNF for the User Guide

n tl items per page 1:10f 1 items

e ] o S

Figure 351: Configuration window for the addition of the VNF designed.

In the lower half of this window, the user can see the name of the VNF components and VNFs designed with the “VNF
Designer” or with the “VNF Component Designer”. To make such elements usable by the VDC Manager, select the two of
them. If the user has more elements of the two types in the list, tick or untick the box at the left of the name of the
components to select or unselect them.

After selecting the items, to make the changes effective, the user should click Save at the right bottom corner.



NFV Director Online Designer 211

® e you want to save data?

Do you want to save data?

Figure 352: Confirmation window for the addition of the VNFs

If the assigningt is successful, the user will see a message as the one in the image below.

 Notify

Templates assigned

Figure 353: Notification of the addition of the VNFs

The VNFs should always be associated with at least one VNF Group. If the user is of VDC level, it is recommended to
associate all the VNFs.
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Chapter 4 NFV Director Users Management

4.1 My Account

My Account is a view accessible for all users by clicking Users in the Management menu in the fop bar. It shows the
logged user information, its role, assigned entity, profiles and operations.

In this view, the logged user can edit their own information and reset their password

4.1.1 User Data Update

To update the logged user data from My Account, follow these steps:

1 Click Edit, and update the user data:

User Management My account

=3
User nfo T
Reset password

Username Phone Choose your language

‘ v ‘ 44234234 v | English "

Username Phone Choose your language

Name Email Choose your theme

‘ v ‘ new-emailo@hpe.com v | | HP Enterprise Theme (Light) "

Name Email Cheose your theme

Surname

| ]

Surname

Figure 354: My Account

Only the following fields can be changed (the rest of them, role, entity, profiles and operations are

read-only):
e Phone
e Email
e language
e Theme
2) Click Save.

T T

Figure 355: My Account - Save/Cancel buttons

4.1.2 User Password Reset

To reset the logged user password from My Account, follow these steps:

1 Click Reset password, and update the user data.
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Edit

Figure 356: Resetting password
A modal window to change the password is shown.
2) Change the password.

Currently, you have two possibilities:
a) Auto-generate a new password.

Change User Password

¥l Auto generate new password

(will be sent by email)

ﬂ Cancel

Figure 357: Changing User Password - Auto generate new password

Then a new password and SSH key pair are generated and sent to you automatically.

b) Insert your own password and public SSH key.

Change User Password

Auto generate new password

(will be sent by email)

0ld password

Old password

Password Retype password
Password Password validation
Public Key

Public 5SH Key

ﬂ Cancel

Figure 358: Changing User Password
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4.2 User Registration

To create a new user, follow these steps:

1 Click User Management in the Management menu
In the appearing screen, there are two tabs, User Management and My account. In User Management, the users

table is displayed.

2) Click the User Management tab, and in Actions, click Create User.

User Management My account

[ ] [ rcin |

Create User

Username = ~  Name ~  Surname ~ Role =
DC_TEST DC_TEST DC_TEST datacenter
nfvd nfvd nfwd domain
TEST_ORG TEST_ORG TEST_ORG Tenant
TEST_ORG_2 TEST_ORG 2 TEST_ORG_2 Tenant
E] <4 1w Ll 0 v |items per page 1-Lof & itemns

Figure 359: User Management screen

Create User

Figure 360: "Create User" action

Then a modal window will be displayed, requiring the new user data:
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New User
User Info
Username Phone Choose your language
v
Username Phone Choose your language
Name Email Choose your theme
v
Choose your theme
Name Email
Surname
Surname
Resources Profiles Operations
Assigned role I# Administrator |#/ Manage Domain Users =
Domain Manager v ¥ Provisioning ¥l Manage Tenant Users
|# Template Designer |#| Manage VDC Users
# Monitering ¥/ Manage VAPP Users

¥/ Manage DataCenter

lsers

= -

Figure 361: User Creation form

3) Insert the personal user data in the "New User" window:

e Username: the string that identifies the user in the system

e Name: the name of the user

e Surname: the surname of the user

e Phone: the phone of the user

e Email: the email address where the user will receive a mail with their password
e Language: default Portal language

e Theme: default Portal theme

4) Select the role and entity of the user

a) Creating a Domain Manager User

”

This type of user can be created by another Domain User. You must select Domain Manager as “Assigned role”.

Assigned role
| d
I

Domain Manager

COrganization Manager
VDC Manager

VMF Group Manager
DC Manager

Figure 362: Possible user roles
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b) Creating a Datacenter User

This type of user can be created by a Domain User or another Datacenter User. Currently, it can only manage a
datacenter, so once the role is selected, the datacenter to be managed by the new user is required and
mandatory.

Assigned role

| DC Manager ¥
Assigned DC

| DC_2503 (Alcobendas Data Center 2503) r

Figure 363: Assigning DC to DC manager user

If the logged user is a Datacenter User, only its own datacenter can be assigned to the new user. Otherwise, if the
user is being created by a Domain User, any Domain Datacenter can be assigned to it.

¢) Creating an Organization Manager User
This type of user can be created by a Domain User or another Organization User. Currently, it can only manage
an organization, so once the role is selected the organization to be managed by the new user is required and

mandatory.

Assigned role

|Drganiza’rion Manager v

Assigned Organization

|TE5T_DRG (Organization for testing) v

Figure 364: Assigning Organization to Organization manager user

If the logged user is an Organization User, only its own organization can be assigned to the new user. Otherwise,
if the user is being created by a Domain User, any Domain Organization can be assigned fo it.

d) Creating a VDC Manager User
This type of user can be created by a Domain User, an Organization User or another VDC User. Currently, it can

only manage a VDG, so once the role is selected, the VDC to be managed by the new user is required and
mandatory.
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Assigned role
|‘-J'DC Manager ¥

Assigned Organization

| TEST_ORG (Organization for testing) Y
Assigned VDC
| TEST_VDC (TEST_VDC) v

Figure 365: Assigning VDC to VDC manager user

If the logged user is a VDC User, only its own VDC can be assigned to the new user. Otherwise, if the user is
being created by an Organization User, any Organization VDC can be assigned to it.

e) Creating a VNF Group user
This type of user can be created by a Domain User, an Organization User, a VDC user or another Group
User. Currently, it can only manage a Group, so once the role is selected the Group to be managed by the

new user is required and mandatory.

Assigned role

| VIMNF Group Manager v

Assigned Organization

| TEST_ORG (Organizafion for testing) v
Assigned VDC

| TEST_VDC (TEST_VDC) v
Assigned VNF Group

| TEST_VMNFG (WNF Group) v

Figure 366: Assigning VNF Group to VNF Group manager user
If the logged user is a Group User, only its own Group can be assigned o the new user. Otherwise, if the user is
being created by a VDC User, any VDC VNF Group can be assigned to it.
5) Select the profiles and operations of the user
When the organization role has been selected, the profiles and operations that are specific to the user role are

shown.
You can select or unselect a complete profile, or several operations within a profile.



NFV Director Users Management 218

Profiles Operations
# Administrator #| Manage Domain Users
Provisioning #| Manage Organization Users
Template Designer #| Manage VDC Users
Maonitoring #| Manage VNF Users
v

Manage DataCenter Users
Figure 367: Selecting Profiles & Operations when creating a user
6) Click Create.

Once the user is created ,an email is sent to its email address indicating the user password (automatically
generated).

4.3 User Edition

To update a user’s data, follow these steps:

1 Select the user to update in the users table (User Management)

User Management My account

[ ]
Username = ~  Name ~  Surname ~ Role ¥
DC_TEST DC_TEST DC_TEST datacenter
nfwd nfvd nfvd domain
TEST_ORG TEST_ORG TEST_ORG Tenant
TEST_VDC TEST_VDC TEST_VDC VDC
TEST_VNF_GROUP TEST_VNF_GROUP TEST_VNF_GROUP vApp Group
4

E] 4 1 i1 » » 10 ¥ |items per page 1-5 of 5items

Figure 368: Users table

2) At the screen below, at the selected user info, click Edit.
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= -
User Info Edit
Reset password
Username Phone Choose your lai Delee
‘ v ‘ ‘ 612123123 v ‘ ‘ English v |
Username Phone Choose your language
Name Email Choose your theme
‘ v ‘ antonio.navarro@hpe.com v ‘ ‘ HP Enterprise Theme (Light) M
Name Email Choose your theme
Surname
| ‘|
Surname
Resources Profiles Operations
Assigned role ¥/ Administrator |#/ Manage Organization =
Users

¥/ Provisioning

‘ Organizafion Manager

¥ Template Designer ¥ Manage VDC Users

Assigned Organization [ Monitering ¥ Manage VNF Users
‘ ‘ [# Grant/Revoke Images

Figure 369: "Edit User" Action

¥ Manane VDT

The updatable fields will be enabled, so you can update them. The user updatable fields are the following:

Phone
Email
Language
Theme

The user role can be updated, but if the user has an Organization, VDC or VNF Group role, the Assigned
Organization cannot be updated.

Assigned role

Qrganization Manager v

Assigned Organization

Figure 370: Fixed Organization when updating user role

The user roles and profiles can be updated, too.
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4.4 Resetting Password

To reset a user’s password, follow these steps:

1 Select the user to update in the users table (User Management).

2) At the screen below with the selected user info, click Reset password.

User Info Edit

Username Phone Choose your language
Delete
v | 612123123 v | | English v |
Username Phone Choose your language
Name Email Choose your theme
v | antonic.navarro@hpe.com v | | HP Enterprise Theme {Light} r
MName Ema Choose your theme
Surname
]

Surname

Figure 371: "Reset password" action

3) Click OK'in the displayed window.

Change User Password

¥/ Auto generate new password

(will be sent by email)

m Cancel

Figure 372: Change User Password - Confirmation Window

The new password will be auto-generated and sent fo the user by email.

4.5 Deleting a user

For delete an existing user follow these steps:

1 Select the user to delete in the users table (User Management)

2) At the screen below, at the selected user info, click Delete.
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User Info Edit
Reset password
Username Phone Choose your language
| v | 812123123 v | English ™)
Tleeenaime Phaone Choose your language
MName Email Choose your theme
| 4 | antonio.navarro@hpe.com v | | HP Enterprise Theme (Light) b
MName Ema Choose your theme
Surname
/]
Surname

Figure 373: "Delete User" Action

3) Click Yes in the confirmation window.

& Do you want to delete the user TEST_ORG_2?

Do you want to delete the user TEST_ORG_27

5 -

Figure 374: User Deletion - Confirmation Window

The selected user will be deleted.
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Chapter 5 NFV Director Job tracking

Some actions requested from the Portal launch a process that is executed in background. That process is responsible for
performing the action you requested, and is called a job.

You can see the list of jobs that have been executed by you, or by a user of a lower level.
There are two ways to access Job tracking.

1 Click Job in the top bar.

A1 Summary = Management = [ Designer = B Instances ~ ' Utilities =

Figure 375: "Jobs" option
Then you access the Job tracking screen:

Jobs Management

« a B o
Running Jobs Historic Jobs
Operation ~ | User Name ~  Entity ~  Status ~ | StartDate v, ~ EndDate ~ De. Organization ~  Tenant
»
|4 < 1 1 » »| 0 » |items per page

Figure 376: Jobs tracking screen

2) At Jobs Monitor, click the job operation link

Operation Name Start time End time
e nemvaTng 2016-04-07 «
¢ deployTenant ganization:
4 deployTen cr;_ nization P
TEST_ORG

Figure 377: Running Job link in Jobs Monitor

Then you will access the Job tracking screen with the selected job filtered:



6dbOe71d-4dc7-43f-

Running Jobs His
Operation
deployTenant
|« < !

You have two fabs in

8fla-0e5¢ XK -

toric Jobs

¥ User Name

nfvd

[ ] 0 v

Job screen:

Running Jobs:
Historic Jobs:

Running Jobs Historic Jobs

Operation

deleteUsers
createUsers
undeployTenant
undeployTenant
updateTenant
deployTenant
createTenant
updatreVnfGroup
createCatalog

createCataloa

la || |1 Js w

5.1 Filtering jo

~  User Name

nfvd

TEST_ORG@TEST_ORG
TEST_ORG@TEST_ORG
TEST_ORG@TEST_ORG
TEST_ORG@TEST_ORG
TEST_ORG@TEST_ORG
TEST_ORG@TEST_ORG
TEST_ORG@TEST_ORG
TEST_ORG@TEST_ORG

TEST ORG@TEST ORG

kl 0 v items per

bs

Jobs Management
~  Entity ¥ | Status “ StartDate v,
TEST_ORG IN_PROGRESS 07/04/2016 14:02:46

items per page

NFV Director Job tracking

Figure 378: Jobs Management - Running Jobs

jobs that currently are executing

jobs that have finished

Jobs Management

~  Entity

TEST_ORG_2
TEST_VNF_GROUP
TEST_TENANT 2
TEST_TENANT 2
TEST_TENANT 2
TEST_TENANT 2
TEST_TEMANT 2
TEST_VNF_GROUP_2
TEST_VNF_TEMPLATE 2

TEST VNF TEMPLATE 2

page

Status

oK
OK
oK
OK
OK
oK
OK
oK
OK

OK

Start Date v, >

14/04/2016 16:42:37
14/04/2016 15:42:01
14/04/2016 14:04:07
14/04/2016 14:04:48
14/04/2016 14:01:50
14/04/2016 13:43:59
14/04/2016 13:42:50
14/04/2016 11:56:05
14/04/2016 11:0:00
14/04/2016 11:05:58

End Date R

14/04/2016 16:42:37
14/04/2016 15:42:08
14/04/2016 14:48:12
14/04/2016 14:10:56
14/04/2016 14:01:54
14/04/2016 13:50:31
14/04/2016 13:42:57
14/04/2016 11:56:09
14/04/2016 11:06:03
14/04/2016 1:05:59

Figure 379: Jobs Management - Historic Jobs

~
m

~ | End Date ~  Domain

Dex.

loc..

loc..
loc..
loc..
loc..
loc..
loc..

loc..

07/04/2016 14:02:46  local.

b

1-1ef1items

8]

4

Organization ~  Tenant

TEST_ORG_2

~ TEST_ORG TEST_TEN

TEST_ORG
TEST_ORG
TEST_ORG TEST_TEN
TEST_ORG
TEST_ORG
TEST_ORG TEST_TEN

TEST_ORG

« TEST ORG

b

1-10 of 39 items
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You can look for a specific job if you know its ID (it can be recovered from the notifier once the job has been launched).

x

Figure 380: Filtering Job by ID
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You can also filter jobs using actions:

gm

Show all jobs of my entity

Show all jobs

Show all my jobs

Figure 381: Filtering Jobs by entity

e Show all jobs of my entity: jobs related o your associated entity
e Show all jobs: jobs related o your associated entity and fo its lower entifies
e Show all my jobs: jobs launched by you

The jobs showed in the table can be sorted and filtered using the text box in the headers:

Operation ~  User Hame ¥ | Entity ¥ Status v StartDate v, hod

Figure 382: Filtering and Ordering Jobs table

5.2 Show a job details

To view the details of a job, select the job and all its information will be shown in a form below the jobs table.

A job can have several associated fasks related between them. If so, such tasks are shown in a GANTT diagram once the
job has been selected. You can see the status of every job task, and also the time it was executed.

If the selected job is sfill running, you can refresh its diagram by clicking Refresh Data.

Job Details
Jobld: &6db0e71d-4dc7-43f-8F1a-0e59bc572c88 Operation: deployTenant
Status: |N_PROGRESS Entity: TEST_ORG
Domain: local.unica ©Organization:
Tenant: VNF Group:
Start Date: 07/04/201614:02:46 End Date: 07/04/2016 14:02:46
User Name: nfvd Description: Asynchronus aperation successfully launched
Refresh Data
April 2016
Thursday. 7
Name 14:02 1403
“ TLD INVENTORY ORGANIZATION ]
Provision Enterprise Pravision Ent
Provision Macronet P
¥ TLD ACTIVE 0O L o}
Activate 00 A
TLD ACTIVATE ENTERPRISE PROFILE
TLD ACTIVATE ENTERPRISE
TLD ACTIVATE MACRONET
“ TLD ORGANIZATIONM STATUS CHAMGE H
Organization Status Change Orgz

Figure 383: Job GANTT Diagram
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5.3 Performing Retry/Rollback on a failed job

Failed jobs can be retried. To retry a failed job, select the failed job and click Retry. Then the failed job will be launched
again.

Once a job has failed, the tasks that have been executed can be rolled back if the user does not want to retry it. To roll
back a failed job, select the failed job and click on Rollback action. The all job task will be rolled back.

5.4 Aborting a running job

The execution of a running job can be aborted on the “Running Jobs” screen.

Select the job to abort and click Abort Job.

Jobs Management

Show all jobs of my entity

Show all job:
Running Jobs Historic Jobs o ations

Show all my jobs

Operation ~  User Name ~  Entity v Status

L

+  undeployVdc TEST_ORG@TEST_ORG TEST_VDC IN_PROGRESS  19/04/2016 00:59:08 19/0

b

|4 4 1 f1 » »l 10 v items per page 1-10f 1items

Figure 384: Aborting a running job
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Chapter 6 NFV Director Images management

This chapter shows the user how to register and upload new OS images into the Images Repository. Those images will be
used fo deploy virtual machines.

Users with any role can manage images if their own users have the corresponding operation assigned (Manage Images).

To access Image Management, click Images Management in the Management menu:

[= Management (£ Designer «

3 Template Catalog Management
[ NFV-D Catalog Management
& Organization Management

& Users

Pan - mmaems ® nErEea o srEmresEs e

Figure 385: Image Management

The “Images Management” screen is displayed, where all the images are listed.

Images Management

Mame ¥ | Description *  Is Public “  Status b
Redhat 71 xb4 Redhat 71 x64 Image true =
Red Redhat 6.4 x64 Image frue ks
Windows 2003 x64 Windows 2003 x64 Image false e
4 3

|4 4 1 i1 e »| 0 v |items per page

1-3of Sitems

Figure 386: Images table

When the user selects an image, all its information will be shown in a new form below the images table:

Name Description

Minimum Disk Minimum RAM

| o] | [ e |
Container Format Disk Format Is Public

Figure 387: Images data
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6.1 Registering an image

To register a new image, follow the below steps:

1 Click Create Image.

Create Image

Figure 388: "Create Image" action

The registration window is displayed.

Create Image

Name Description Metadata
Redhat 6.4 x64 v Redhat 6.4 x&64 Image v 4 +
Container Disk Format Minimum Disk Minimum RAM
Format .
iso v 5 GB 409 MB

redhat-6.4x6L.iso

¥ Is Public

] B

Figure 389: Create Image form

2) Insert the image data:
e Name: unigue name for the image in the system
Description: a string describing the image
Container Format
Disk Format
Minimum Disk: minimum needed available disk for deploying the image
Minimum RAM: minimum needed available memory RAM for deploying the image
Is Public: indicates the visibility of the image
Image File: when creating an image, you must indicate the local file that contains it, so it can be
uploaded to the Images Repository from your machine

3) Click Save.

The image is registered and the uploading begins. The image will be unavailable for deployment until it will be
completely uploaded on the Images Repository.

When the uploading starts, a progress bar is shown in the status column for that image.

The upload can be paused using the icon in image statfus field:
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The upload can be resumed, too, after the upload is paused. In this case, the user will select the image file again.
If a different file is selected, an error message is displayed.

Figure 390: "Continue Upload" option

Once the image is uploaded, a process is launched in the Repository to check if the uploading was correctly
executed. This way, any error can be detected.

Upload finished v
Figure 391: Uploaded Image status

When the process has checked that the uploading has been uploaded correctly the image status change to
“Active”.

e R

Figure 392: Active Image status

6.2 Editing an image

To upload an existing image, follow the steps below:
1  Select the image you need to change.
2) Click Edit Image.

The Edit Image windows in displayed.

Edit Image
Name Description Metadata
‘ Red v ‘ ‘ Redhat 6.4 x64 Image q/ | +
Minimum Disk Minimum RAM
E @] [ [ve]
Container Disk Format

] B

Figure 393: Image Edition form

3) Click + to add new row.
4) Perform the needed changes and click Save.
All the image fields can be changed, including metadata. However, the image file cannot be uploaded again.
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6.3 Deleting an image

To delete an existing image, follow the steps below:
1  Select the image you need to delete.

2) Click Delete Image. A confirmation window is displayed.

Are you sure you want to delete this Image?

-3

Figure 394: Deleting an image - Confirmation window

3) Click Yes, and the image will be deleted.

6.4 Image visibility

Image visibility determines which users can use the image. There are two types of visibility:

e  Private: the image is only available for its user.
e Public: depending on the image owner:
= |f the image belongs to a Domain, it can be used by every enfity.
= |f the image belongs to a different entity (Organization, VDC or Group), it can be used by
the Domain, and every enftity in the owner Organization.

The image visibility is established by the owner at registration.
Once the image has been created, its visibility can be changed following the steps below:

1 Select the image in the images table and click Change Visibility.

Create Image
Delete Image
Edit Image
Change Visibility

Figure 395: Change visibility action

A confirmation window is shown.
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Change Image's visibility

Do you want to change the visibilty of the image from public to private?

T -

Figure 396: Changing Image from public to private - Confirmation Window

Change Image's visibility

Do you want to change the visibilty of the image from private to public?

T .

Figure 397: Changing Image from private to public - Confirmation Window

2) Click Yes. The visibility will be changed and the images table is refreshed.

6.5 Image ownership

First, an image belongs to the entity of the user that registered it. However, its ownership can be changed:
e [f your entity is the image owner
e |f the image belongs to an entity that depends on your entity (all entities of a domain, Groups of a VDC,

Groups and VDCs of an Organization)

Image ownership can be changed by the owner.

Create Image

Delete Image

Figure 398: Change owner action

A user can get the ownership of an image if it belongs fo an entity of lower level.
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Assign Image

TEST_ORG_2

TEST_ORG

<« 40N

~  Description 7

Organization fer testing

Organization for testing

> 10 v |items per page 1-20of2items

o ] JE

Figure 399: Assigning Image
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Chapter 7 NFV Director Browser

7.1.1 Introduction

The NFVD Browser is the tool that allows the user to browse and edit all templates, instances and resources. It also provides
a graph view to show the hierarchy of the components.

For each user, the browser will only present the template/instance/resource assigned fo the user.

To access the NFVD Browser, log in the NVFD Director portal and enter the NFVDv4 workspace. For all types of users,
there is @ menu item, Browser, to access the NFVD Browser view.

| # Home | [l Resource Inventory | = Administration ~ | £ VDC Manager | [ Designer ~ | % Jobs |GKPI Dashboard

7.1.2 Screens of the NFVD Browser

7.1.2.1 First Screen of the Browser

Once the user has entered the Browser view, you are going to see a screen like the below one:

° [rwo

x|+

o

In this window, we can differentiate three main parts. Besides the menu of the platform, on the left of the window, we can
see a free view with all visual able elements. In this tree, the user will find components/artifacts such as VNF
template/instance, VDC instances, Data Centers and so on. In the middle, there is a graph area that will used to present
the hierarchy of components. On the right, there are the inspector and KPI frames. This area is used o present the
attributes of a component/artifact and the KPI values fed by the assurance module.

The areas can be hidden by clicking the hide/show buttons.
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7.1.2.2 Navigate Tree

The Navigate Tree is the place where the user will find all elements. The # » Catalogs  Breadcrumb
full area is composed of: & Search input | THO
Tool Bar
= [(OCatalogs 0
e Breadcrumb “ubcs o Tree Node
e Searchinput area ~ [Data Centers o
e Toolbar
e Tree Nodes

7.1.2.21 Tree Nodes

The user can access all components from the Navigator tree (all artifacts of catalog/template, instance/VDC can be
accessed from the graph view; few types of artifacts of resource/Data center can be accessed from the tree, such as
Server).

There are two types of nodes:

e FElement Node - the nodes are linked to the components and artifacts. Each node has an icon on the left, which
stands for different type and a label to show the name of the element. For the artifacts, the label is in /falic.

e Group Node - in the sub-tree, the element nodes are grouped by their types, the group nodes show the type
name in the label and the number of element nodes on the right. It has a dedicated icon on the left.

Selected Node

If a node is selected, it will be highlighted by a rectangle border. The content of the inspector is always synchronized with
selected node. In browse mode, the selected node will change as your mouse pointer moves in the free, and in the edit
mode the selected node only changes by clicking in the tree. (Refer to tool bar of Navigate free).

= [OCatalogs 20

w [J Affinity Policy 1

| - A Affinity selected node

Data Loading

In the beginning, there are only three root group nodes in the tree: Catalogs (tfemplates), VDCs (instance) and Data
centers (resource). There is no sub element in the tree. All data are loaded at the first time the user clicks the parent node
or double-clicks the node for refresh.



~ OCatalogs 20

D Affinity Policy 1 Group Node

w & Affinity Selected Node

~ DAnti-Affinity Policy 1
~ ™ Anti affinity policy

v OBaremetal 1

v B baremertal
~ ODomain 1

« @ domain  Element Node
~ [JEnd Point 1

~ & Endpoint
~ DFirewall 1

- 2 VNFFW
~ Dheal policy 1

~ O heal_policy

NFV Director Browser

v DiData Centers 1
~ W datacenter-DEVUI

~ DOvDCs 1
* DT Reseller (Organization) 1

» W Wallmart (VDC) v VM 3
~ M Oracle admin (VNF Group) = Boevy
= DHypervisor 1

w [IExternal Network 1

* Q hypervisor-nfvd-openstack-
dovuilgrahpecormnet
- Dgerver 1
W nfvd-openstack-  Antifact
devuilgrehipecorpaner

* i virtual_network_external

* MVirtual Network 1
¥ & VIRTUAL_NET1

»Digpy ¥
- o
v DVNE 4 cpurnfvd-openstack:
v & KVM2 devuilgre.hpecorp.net
o —
~ # Endpoint -

cone-nfid-openstack-
devuilgrehgecorpnet
= DMemocy 1
-8
memoryntvd-opensfacks

H{2

v @ KVM VM component

¥ L standard
7 devinilgre hpecorpunet

After loading, sub-nodes will be added into the free.

234

To load data, it will take tfime to query data and build the tree. During loading, the Navigate free frame will be blocked by

a spinner frame.

:Lca(!Tng... :
® .
LS

Due to the amount of data, not all data (attributes) are loaded. When you click the element node, it may launch a second

query to fetch the full object.

Refresh Data

There is no Refresh All function in this view. You can refresh data by double-clicking the nodes. The ‘refresh’ action will
clear and reload the data of the node. The sub-nodes are rebuilt as well.

Status of instances

For all instance components, there are O to 3 labels fo show their status. Status informatuion is collected from the Fullfill
module and the Assurance module. The status will be loaded with the node or from the toolbar. (Refer to the toolbar of

the Navigate tree).

[#) Status o
- & KvM2

A M /A N/A

[#] Operational Status
Admin Status
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Launch VDC Manger

#@ » VDCs » IT_Reseller (Organization) » Wallmart » Oracle admin (VNF Group)

« (OCatalogs 20
~ [OVDCs 1

e X

w CJIT_Reseller (Organization) 1
* A Wallmart (VDC)
* M Oracle admin (VNF Group) 'I_

» [OExternal Network 1

w g virtual_network_external

w» (O Virtual Network 1
¥ & VIRTUAL_NET1

If you drag and drop the VNF group instance into the graph area, it will jump to the VDC manager with the dropped
group.

7.1.2.2.2 Breadcrumb

# » VDCs » |IT_Reseller (Organization) » Wallmart » Oracle admin (VNF Group) » External Network » virtual_network_external

The breadcrumb is used to show the full hierarchy path of the selected node. You may click the path to change the
selected node.

7.1.2.2.3 Toolbar

TE O

There are tree buttons in the toolbar:

e Enable/Disable filter — if the filter is active, and the search context is not empty, the tree will filter the nodes.
(Refer to Tree Filter)

e Switch Tree working mode — there are two modes of the tree: Browse mode and Edit mode. In Browse mode,
the selected node will change to the node where the mouse is, and all attributes are read only. In Edit mode,
the selected node can only be changed by clicking the tree node, and the attributes will become editable in
the inspector. Note that not all attributes are editable, it depends on the status of the instance, user
permissions, restrictions, and so on.

#| Status =

| Operational Status
e  Status setting — Set it to show the status of instances. ¥ adminstatus _|f you want show the status, select the
check box. The refresh button on the top right will launch queries to update all status information of the
instance nodes in the current tree.

7.1.2.2.4 Search Input Area

The search input panel is the place to input the conditions for the filter function.
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[vBo =
o T

O i o showhide

KVM VNE

© KVM VM component

| & o |=Go

KVM2
KVM M component

KV

KVM VM component  gation) 1

By default, it only shows the input for Name filter. To show the advanced panel, click the icon on the left.

Input the Name, ID, Type or Status you want to search against (case sensitive), and click the filter button. The results

will be displayed in a new tree.

To update the criteria or switch back to the full tree, click the remove filter button in the foolbar.

The criteria are combined by an OR logic by default. Select the AND check box in the advance panel to change it to AND.

7.1.2.3 Graph Area

This area is used to show the hierarchy of components. It shows all sub-components and artifacts, and also their

relationships.

LEAEREN s

Select the artifact in the graph. All of its attributes will be shown in the inspector.

EVMsmalll

iZ Artifact Definition

Status

-
Url

Category

Family

Frnsim

Double-click the node to collapse/expand the node.
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In the graph view, user can do the following:

e Move the node’s position with the mouse
e Zoom in/out the view using the tool button or scrolling with the mouse
e Auto layout or center the view using the tool button

R+

7.1.2.4 Inspector and KPI Area

This area is composed by two fab frames, inspector and KPI.

You can double-click the tab header to switch the layout of the frames between cascade and vertical view.

B standard m @ standard m
i= Component Information ~ = Component Information L
Url url
= -
= Description
Description
vm basic for palette 4 ‘
vm basic for palette 4 ‘ "
Id
4
Name
2
Name | standard v ‘ -
- ~
standard v ‘ B KPls - standard o
Root artifact id VM | Name Value Severity ~ Time
Z
Type

The inspector always shows the atftributes of the selected node (in tree or graph). In the edit mode, the user can edit the
value of the attributes in the inspector. After modification, use the Actions button to commit the changes.

B standard m

Actions (standard)
i= Component Info Update

There is a context menu in the tree to commit data as well.

*[OvM 2

| * Llstand ° |
Actions (standard)

w O carrie

Update
» OVNF 3
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If the user switches to selecting another node without committing the modifications, the following dialog box will pop up:

Update Instance:

Warning: Unchecked modifications will be lost after update!
Meodified Attributes (12

Element Attribute Category Old Value New Value L4

vm : standard Description Component Information vm basic for palette vm basic for palettel L4

Cancel Cancel Anyway

Click Update to commit the updates and switch to the selected node.
Click Cancel to cancel the switch of selected node. (Updates not committed)
Click Cancel Anyway to switch the selected node without committing the updates. (Updates will be lost).

Note: If the update failed, user may refresh the data manually to re-synchronize the data.

KPIs

The KPI panel shows the values of the selected node. The KPI values are collected from the Assurance module. If the
values are not loaded by default, click the refresh button to get and refresh them.

@ KPIs - Refresh @
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Abbreviations

Abbreviation Definition
Virtual Machine; virtualized computation environment that behaves very much like a

VM physical computer/server

Virtual Network Function; the "application" that provides the functionality currently provided
VNF by devices

Network Service; a composition of network functions (VNF or PNF) and defined by its
NS functional and behavioral specification

Network Function Virtualization; the approach to building telecom services using
NFV virfualization approaches

VNF Component; each VNF is composed of one or more components, often mapping fo a
VNFC VM

Management and Orchestration; addressing the functionality required to deal with the new
MANO abstractions; consists of NFVO, VNFM and VIM

NFV Orchestrator; In charge of the orchestration and management of NFV Infrastructure
NFVO and software resources, and realizing NS on NFVI.

VNF Manager; responsible for VNF lifecycle management (such as Instantiation, update,
query, scaling, termination). Can be implemented as part of the NFVO or supplied by the

VNFM VNF provider.
VIM Virtualized Infrastructure Manager; think OpenStack or Cloud OS
NFV Infrastructure; the totality of all hardware and software components which build up the
NFVI environment in which VNFs are deployed, managed and executed
Element Management System; performs the typical management functionality for one or
EMS several VNFs.
PNF Physical Network Function; think tfoday's devices.
Central Processing Unit; device in the compute node that provide the primary container
CPU interface
Network Function; functional block within a network infrastructure that has well-defined
NF external inferfaces and well defined functional behavior
Network Interface Controller; device in a compute node that provides physical interface with
NIC the infrasfructure network
Service Level Agreement; negotiated agreement between two or more parties, recording a
SLA common understanding about the service and/or service behavior.
CPE Customer Premises Equipment
ETSI European Telecoms Standards Institute
HA High Availability
SDN Software Defined Network
HPSA HPE Service Activator
UCA EBC Unified Correlation Analyzer for Event Based Correlation
JSON JavaScript Object Notation
XML Extensible Markup Language
API Application Programmatic Interface
DNS Domain Name System
DHCP Dynamic Host Configuration Protocol

laaS Infrastructure-as-a-Service
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