—1

Hewlett Packard
Enterprise

HPE Network Node
Manager | Software
10.20
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Interface Polling

This document describes how to force NNMi to poll an interface. This document provides a step-by-step example of the recommended
process.

Problem Statement

By default, NNMi monitors interfaces that are connected in the NNMi topology or router interfaces that host an IP address. You might
run into situations that require NNMi to monitor additional interfaces. This paper describes the steps you must complete to do this.

Solution

The easiest way to configure NNMi to monitor an interface is for you to create a monitoring configuration policy that monitors interfaces
with a specific custom attribute. After you create this new monitoring policy, you must put the specific custom attribute on the interface.
Finally, from the NNMi console, run a configuration poll on the node to let NNMi know that it needs to monitor the interface.

Solution Example

Refer to the node called mcrouter184 shown in Figure 1. This node currently only has three connected interfaces: Fa0/0,Et1/0 and
Se0/1.

L2
mcrouter185
JEIN mcrouter1{
e
Faoid 0" Se0/1
crouter181 w
mcrouter184

as

Figure 1: Node mcrouter184

Double-click the node and choose the Interfaces tab to see the list of interfaces as shown in Figure 2.

There are few interfaces such as Fa 0/1, Se0/0 that are not monitored and are in the NoStatus state. This is because a non-seeded or
not discovered network device, hosts the interface that connects the link from Fa0/1 or Se0/0 of mcrouter184. Such interface cannot
view the neighboring interfaces due to the missing network devices and are called Unconnected interfaces. To monitor an unconnected
interface, you must create an interface group and apply a monitoring policy that helps you to monitor such interface.

For example, if you want to monitor interface Fa0/1 along with the interfaces that are already being monitored, you must perform the
following steps:

1. Create an interface group.

2. Create a polling policy for the members of this interface group.
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3. Assign interface Fa0/1 as a member of this group.

odes Node X

¥ MBS E

—
* Basics P A Interfaces Po LAN P Router Redunda a e Cu: 3 o
Name mplsce01 -

Hostname mplsceQlind.hp.com —

= B H € LENE|
Management 15210109.21 i i : ifinde ifAl i i )
Address s ¥Siatus Adr OpeifName  ifType ifSpeed ifinde ifAlias Physical Addre Layer 2 Connection
Status Normal ] & (D Se0/11  frameRelay 128 Mbp 7 Small Subnets-ciscope2851[Se0/3/0.2)mplsce01[5e0/1.1]

. Node Management Managed [«] @ (D Se0/12 frameRelay 15 Mbps 8 Small Subnets-ciscope2851[5e0/3/0.11mplsce01[5e0/1 2]

Mode
[] ) (O Se0/L3  frameRelay 15 Mbps § Small Subnets-ciscope2851[5e0/3/0.31.mplsceQ1[520/1.31
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E3 E3 Nuo other 10Gbps 5
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£33 seos1 frameRelay 1.5 Mbps 4
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3 3 seos0 pop 2Gbps 1 Tilink
Last Completed August 18, 2016 12:46:07 PM IST
Notes

Figure 2: Interface Fa0/1

Setting up Polling

This section describes a one-time action that you do not need to do for each additional group of managed interfaces
Creating an Interface Group

1. The first step is to create an interface filter based on custom attributes as shown in Figure 3.

2. From the NNMi console, click Configuration.

3. Click Object Groups

4. Click Interface Groups

5

. Click the New button to create a new Interface Group

Fle  View  Tools  Actions  Help Use

Inferface Groups %

% @ T ™% &

Add to
i Add to
& Monitoring AName V_mw Filter  Node Group Notes
A Troubles g Filter List
List

Sl ATM Interfaces v v Interfaces identified as Asynchronous Transfer Mode (ATM) links utilize 2 cell-based switching fechnique that uses asynchronou:
TG T DSx Interfaces v v Inferfaces idenfified as Digital signal 1 (DSL, also known as T1) links utilize a T-carrier signaling scheme to fransmit voice and da
Incident Browsing FrameRelay Interfaces v v Interfaces idenfified as Frame Relay links follow 2 standardized wide area networking technology that specifies the physical and |
Integration Module Configur: ISDN Inferfaces v ISDN Interfaces s idenfified by interface types. ISDN Interfaces are frequently associated with dial-on-demand or backup connex

Link Aggregation Inferfaces v - Interfaces identified as aggregators (also known as Logical Channels or Trunk Perts) in a link aggregation pratocol.

Point to Point Inferfaces v - Point o Point Interfaces are usually associated with dial-up, wide area, and virtual links like IP funnels. Address polling is disablec
-~ I SONET Interfaces v v Interfaces identified as Synchronous Optical Networking (SONET) or Synchronous Digital Hierarchy (SDH) links follow a standarc
- Software Loopback Inferfaces v - Software Loopback Inferfaces are used on many devices as a well known and highly routed address. Such addresses may be polle
— VLAN Inferfaces v - VLAN inferfaces do not refurn reliable performance metrics. By default, performance polling is disabled for these inferfaces.
L] Voice Inferfaces v - Voice Interfaces as identified by inferface fypes related to voice. Voice inferfaces are frequently monitored or supported by differ
. s WLAN Interfaces v v Interfaces identified as Wireless Local Area Network (WLAN) links that connect two or more devices using some wireless distribu
- al Network Management._
B User Inferface
]
L]
& Profiles
= Groups Updated: 8/18/16 11:15:15 AM Total: 11 Selected: 0 Filfer:

B Inferface Groups -
Sumemary <

Figure 3: Creating an Interface Filter

6. Click the Additional Filters tab as shown in Figure 4.
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7. For this example, name this group Force Poll IF Group.

Page 5

8. The Node Group of Routers chosen here is optional. It indicates interfaces to be filtered only from nodes belonging to Routers node

group.

9. Set up the logic as shown in the figure below. The logic may or may not include EXISTS operator. Figure 4 below shows the
example with EXISTS operator. The logic will look for a custom attribute name of ForcePoll and a custom attribute value of 1.
Remember these values as you will need them in a future step.

10.Click Save and Close on the Interface Group form; click Save and Close for any outer forms as well.

Metwork Node Manager i Eile  Yiew  Too  Agtions  Meip system
Inteiface Growp * %
g2 |0 FrEToy
AgEtiony Fiters
Force Pell & Groups -
=]
Rauters x W o
: Filter Editor
Artrioute. Operator \:l ue
ADd 50 Fiter List
Filner Sming
m ertaoe Groupe (EXISTS LrustomArTName. ol AND EXXSTS (usfomattryalue = L
Figure 4: Configuring an Additional Filter
Creating a Monitoring Configuration Policy (Polling Policy)
The next step is to create a monitoring configuration policy by following these steps:
1. Click the Monitoring Configuration workspace as shown in Figure 5.
Network Node Manager i Eile View Tools Actions Help User Nan
Interface Groups X
Z % @ 2 %% @
Add to
. Add to
View
AName 3 Filrer Node Group Notes
Filter B
) List
List
ATM Interfaces v v Interfaces identified as Asynchronous Transfer Mode (ATM) links utilize a cell-based switching technigue that uses asynchronous tim
DSx Interfaces v v Interfaces identified as Digital signal 1 (D51, also known as T1) links utilize a T-carrier signaling scheme to transmit voice and data be

Force Poll IF Group

Routers

FrameRelay Interfaces v Interfaces identified as Frame Relay links follow a standardized wide area networking fechnology that specifies the physical and logicz
ISDN Interfaces v ISDN Interfaces as identified by inferface fypes. ISDN Interfaces are frequently associated with dial-on-demand or backup connections
Link Aggregation Interfaces v Interfaces identified as aggregators (also known as Logical Channels or Trunk Parts) in a link aggregation protocol.
Foint to Point Interfaces v Point fo Point Interfaces are usually associated with dial-up, wide area, and virtual links like IP funnels. Address polling is disabled by ¢
SONET Inferfaces v v Interfaces identified as Synchronous Optical Networking (SONET) or Synchronous Digital Hierarchy (SDH) links follow a standardized
Software Loopback Inferfaces v Software Loopback Inferfaces are used on many devices as a well known and highly routed address. Such addresses may be polled via
VLAN Inferfaces v VLAN interfaces do not return reliable performance metrics. By default, performance polling is disabled for these inferfaces.
Voice Interfaces v Voice Inferfaces as identified by interface types related fo voice. Voice inferfaces are frequently monitored or supported by different ¢
WLAN Inferfaces v v Interfaces identified as Wireless Local Area Nefwork CWLAN) links fhat connect two or more devices using some wireless distriution 1
Updated: 8/18/16 12:02:13 PM Totak: 13 Selected: 1 Filter: OFF
~  Analysis

Interface Group Summary : Force Poll IF Groups =

Figure 5: The Monitoring Configuration Workspace

2. Click the Interface Settings tab as shown in Figure 6; then note the current ordering values.

Administiator | Lo
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3. Click the New icon

Eile View JTools Actions Help
—————
Menitoring Configuration

F O =R S
——
Interface Settings

* Global Control

hen multiple settings are defined. M plies the: o g to the Ordering number (lowes
Enable State Foling [ numbert
f nable State Polli
owing object ty * @ Y & M & 15:3 % M =
Poll Enabl
) Enable 1P Enable e faces Poll Link Enable  poone
EnahielGard]Bollng Address Interface nrerlaces FOT U jnterface
B A O1 Name Unconnec Hosting  Aggregati Interface
Enable Chassis Faulr Faulr Interfaces IP Interfaces Performar Performa
Paolling Polling Polling Addresced Polling Polling

Polling

Enable Physical
Sensor Polling

100 ISDN Interfaces
200 Point to Point Int. - v

Enable Router 300 WLAN Interfaces

™
)
Enable Mode Sensor E
™
™

Redundancy Group
Polling

* Regisfration < >
Last Modified August 2, 2016 11:25:34 AM IST Total: 3 Selected: Q0 Filter: OFF Auto refresh: OFF

4 Analysis - Monitoring Configuration Summary -

Figure 6: The Interface Settings Tab

4. In the Interface Settings form shown in Figure 7, enter an Ordering value that is lower (higher priority) than the values you noted
from the previous form. Entering a lower value causes this policy to apply to all interfaces (with this Custom Attribute setting) by
having the highest priority of all the policies.

5. Select Force Poll IF Group as the Interface Group.

Important: You MUST select the following check boxes:

— Enable SNMP Interface Fault Polling
— Poll Unconnected Interfaces under Extend the Scope of Polling Beyond Connected Interfaces
— Poll Interfaces Hosting IP Addresses under Extend the Scope of Polling Beyond Connected Interfaces

6. Select the Enable ICMP Fault Polling check box if you want to ping any IP addresses hosted on this interface. This check box is
not selected for this example.

Note:
This example does not include any IP addresses hosted on this interface.

7. Select the Poll Link Aggregation Interfaces if you want unconnected Link Aggregation or Split Link Aggregation member interfaces in
switch-to-switch and server-to-switch connections to be monitored.This check box is not selected for this example.
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File View Tools Actions Help
Interface Settings * %X
F OB R &

@l Changes are nof committed until the top-level form is saved!

¥ Basics

For more information, click here

* Qrdering 10

= Interface Group Force Poll IF Gmup5|

* Fault Monitoring

For more information, click here

ICMP Fault Monitoring

Enable IP Address
Fault Polling

Fault Monitoring

O

Enable Interface Fault

™

Polling
* Fault Polling Interval 5.00 Minutes
¥ Performance Monitoring
Configuration f optional NNM iSP| Performance for Metrics

For more inforr n, click here

* Exftend the Scope of Polling Bayond Connected Interfaces

extend the set of monifored interfaces. It is

For more information, click here.

™

Paoll Unconnected
Interfaces

Pall Interfaces

Hosting IP ™M
Addresses

Paoll Link

Aggregation D
Interfaces

Figure 7: Interface Settings Form

A Threshold Settings Baseline Settings

bled, set the low and high va

. @ (2 N &
A Monitored 1hn?shqld High Cigt
N Setting Value Low Value Rearm
Artribute Value Value
Type Rearm

Total: 0

8. Click Save and Close on this form as shown in Figure 8; click Save and Close for any outer forms as well.

Eie Wew Tools Aghions, Helo
Manitoring Configuration = %
7 B @B S
= Ginbal Control Imtertace Settings
Enadle Seate Polling [
fu vl sebect Enalate State Pulling above NHM disaties m
s stales for ach * B =
Unable Cara Foling [
Erable Crassis
Poling (=) A 00 Name
Erable tode Sensor
Fating =
Enanie Prysical = 10 Force POl IF Gren
Sensor Polline
¥ 100 SO Interlaces
Erasie Router
Redursdancy Grova [ 200 Point fo Pont it
g 300 VLAN Interfaces
i © .

* Registration

Last Madified Augus! 2. 2016 112534 AMIST

Figure 8: Interface Settings tab with Force Poll IF Group

Now there is a polling policy associated with all members of the Force Poll IF Group. This policy requires that interfaces be polled. The

(] LI
Enable
Poll Enable  Emable  Ensble
E"“::' ;I""'“' . PO Intertaces Poll Link H:l’:«.: x SONET  ATHM ;':I'"'
A Hosting  Aggregari Intertoce Infertace Interface o Nates
Fastt  Faun Performar Imtertace
Paling  Paliing Iaterfaves IP Interfaces Poting Performar Performan Performan Performar
Adddresser Polling  Polling  Polling B
v v v
« - ISCH interface
v Poit fo ot
- VLAN infertac

only exception would be if there were a higher priority policy (which there is not one in this example) or if the interface has been

manually unmanaged using the management mode.

Page 7
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Assign an interface to this interface group using a Custom Attribute

The final step is to make the desired interface a member of this group (doing so results in the interface inheriting this polling policy) by
assigning a custom attribute to the interface. Although there are few different ways to get to this convenience feature, only one will be
shown in this example.

1. With the interface form open, go to Actions -> Custom Attributes -> Add... as shown in Figure 9.

Network Node Manager i File  Miew  Tools § Actions J§ Help
o Maps ,
—
|l Dashboards odes Node Int Bl Graphs 3
Paolling 3
_"" Incident Management =z £ m m “ e iio o oo
- —
Custom Attributes  » m e . N
¥ Basics General P Add Ports LAN Ports
Management Mode » mEE-
Name Fa0 Hyperyisor N w System Properfies
Status MNormal Name Faor
Management Mode  Managed Tl
I 1as
. Direct Management Inherited
BEE Nodes Mode - ifDescr FastEthernetO/1
BEE Inferfaces ifindex 3
Hosted On Node mplsce0l ;£|i -
EE IP Addresses ifSpeed 100 Mbps
Physical Address D003E3326021
B snMP & ifType ethernetCsmacd
BE Web Agents Layer 2 Connection  |ciscope6524[Gil/19].mplsce01lFa0/1] ;31 -
EE IP Subnets v Intertace Stat * Input/Output Speed
nrerface Srate
BB VLANs Input Speed 100000000
= Administrative State Up
B Operational State Up Output Speed 100000000
=) State Last Modified  August 9. 2016 8:43:07 AM IST
=2}
B ¥ MNotes
s3] Notes
B

i ]

Figure 9: Adding Custom Attributes

2. After the form comes up, you must first clear the pre-selected value NPS Annotation as shown in Figure 10. This pre-selected
value pertains to a different feature than the one being discussed in this whitepaper.

Custom Attribute x

Add a Custom Afttribute Name/alue pair to each selected object. For more information, click here.
For examples of Custom Attributes, click here.

Enter a Name and Value.

Mam : NP5 Annotation . Clear this
Walue

Figure 10: Clearing the Preselected Value

3. Replace NPS Annotation with ForcePoll as shown in Figure 11 and set the value to 1. Remember that this is the custom attribute
name and value that you set up previously. Then click OK.
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Custom Attribute x

Add a Custom Attribute Name/Value pair to each selected object. For more information, click here.
For examples of Custom Attributes, click here.

Enter a Name and Value.

Name ForcePoll

n Can CE.I

Figure 11: Creating a Custom Attribute

4. Click OK for the next dialog box as well.

Message from webpage 2 |
L Acticn complete for 1 of 1 Iterns. |
o !

i

5. Depending on the size of the environment and the polling rate, this change might take several minutes to take effect
manual status poll to speed up the process as shown in Figure 12.

Network Node Manager i Elle  View  Tools _ Actions  Help
IS Maps r
P
Il Dashboards odes Node it Fl_Granhs »

Polling 4 Status Poll
r_|L Incident Management ey = Iﬂ ) F

S
- Custom Atfributes  » . -
* Basics FS General P Ad P L
= Management Mode  »
MName Fad, Hyperyisor N * System Properties
A Tr Status Normal ifName £a0/1
_ Management Mode  Managed
Inve ifAlias
. Direct Management Inherited o
B Nodes Mode : ifDescr FastEthernet0/1
BH Inferfaces ifindex 3
Hosted On Node mplsce01 3 -
B8 IP Addr ifspeed 100 Mbps
Physical Address 0003E3326D21
BH SNMP Agents ) ifType ethernetCsmacd
B Web Agents Layer 2 Connaction | ciscope6524[Gil/191mplsce01[Fa0/1] a3 -
BB 1P Subnets v Intertace Stat * Input/Output Speed
nterface State
= . Inpuf Speed 100000000
Administrative State Up
=] Operational State up Qutput Speed 100000000
i) State Last Modified  August 9, 2016 8:43:07 AM IST
i)
B N * Motes
&= Notes
=

Affributes)

Figure 12: Run a Status Poll to Speed Things Up

You can see in Figure 13 that Interface Fa0/1 has been polled.

Page 9

. You can run a
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MMM Fole Administrator

File  ¥iew  Tools  Actions  Help

Nodes

Zz BB S a

Node %

—
~ Basics Inferfaces Card VLAN Ports Capabilifies | Cus
Name mplsce01 -

Hostname mplsce01.ind hp.com
Z @ 2 % H € 1000 3 )
Management 1521010921
Address ¥Status Adr Ope ifName  ifType ifSpeed ifinde ifAlias Physical Addre Layer 2 Connection
Status Normal V] @ @ Se0/L1 frameRelay 128 Mbp 7 Small Subnets-ciscope2651[Se0/3/0.21mplsced1
. NodeManagement |y o [ @ @ Se0/12 frameRelay 15 Mbps 8 Small Subnets-ciscope2651[5e0/3/0.11mplsced1
Mode
(V] @ @ Se0/L3  frameRelay 15 Mbps § Small Subnets-ciscope2651[Se0/3/0.3.mplsced1
Device Profile . B -
Sron2621 B [ ©) ) Fa0/0  cihemeiCsms 100 Moo 2 SNMP. ODO3E33260:
e ot v @+ | CEE T e e P N e e
- Security Group Default Security Group v/ @ - V] T @ oo softwareLoop 8Gbps &
@ £2 E2 Nuo other 10Gbps 5
Discovery .
@ E3 B3 seo/1 frameRelay 15 Mbps 4
Discovery State Discovery Completed ~
@ B3 B3 seojo ppp 26Gbps 1 Tilink

Last Completed August 17,2016 12:4107 PM IST

Notes

Figure 13: Polling Interface Fa0/1

6. Using the below, convenient feature, you can easily add more interfaces to this group to force them to be polled. Multiple selections
are permitted in some tables as shown in Figure 14. Then the Custom Attribute can be added to the entire group.

Interfaces %

Z - < % bl A3 <Empty Group filter= v H € 7

Status  Adr Ope Hosted On Nc ifName  WifType ifSpeed ifinde ifDescr ifAlias Physical Addre Status Last Modified State Last Modified  Notes

@ i@ @ ciscope3745 Tu201  funnel 9Kbps 35 Tunnel201 Aug 4,20169:17:27 P Aug 2,2016 12:09:08

[v] @ (D dscope3745 Tu3 tunnel 9Kbps 11 Tunnel3 Aug 4, 201691727 P Aug 2,2016 12:09:08

[v] @ (O cscope3745 Tu306  tunnel 9Kbps 39  Tunnel306 Aug 4,20169:17:27 P Aug 2,2016 12:09:08

(] @ @ dscope3745 TusS0 tunnel 9Kbps 23 Tunnel50 Aug 4,2016 9:17:27 P Aug 2,2015 12:09:08

(@] O @ dscocores52: Tu2 tunnel 100 Kbp: 208 Tunnel2 "BGP P Aug 5,201611:18:25. Aug5,20156 11:25:14 .

7] & @ dscocoreé52: Tul tunnel 100 Kbp: 207  Tunnell "BGP P Aug5,201611:18:25, Aug5,2016 11:25:14 .

[v] & & junospe4350 11-0/0/0  tunnel 800 Mbp 529 | It-0/0/0 3CBABOSTCO: Aug 5,2016 12:42:29| Aug5,2016 12:57:00

@ B2 mplsce04 Tud tunnel 100Kbp: 31 Tunneld gh Tud Aug 9,2016 8:55:57 A Never

el

Select All
Sort

3 ER) rams-151 Fiter PoMops 1 o
@ | =)= mplsdynai Export To C5V Mbps 1 lo
7] 2 3 NNMLD1: Open Dasnboard s
@ £ #3 nnwipa: Do Maes Y os
@ 2 #3 nnmpa: (] Graphs bops
@ 3 #3 Mz Foling ’
@ £ B3 NNMLDT. Configuration Details p
- | Custom Affrioutes
) f3 £3 NNMLDI:
@ {7 F3 NNMLDL? Management Mode » ips HEMOVE..

2 F = B = Y

Fe) =l =
Updated: 8/18/16 02:

Hypervisor ¥

Figure 14: Using Multiple Selections

4194 HP ProCurve Switch software loopback ini loQ
1249 HP Switch software loopback interface  lo3
1249 HP Switch software loopback interface lod
oS 1249 HP Switch software loopback interface o2
wii b software loopback interface lol
wit' h software loopback interface loQ

1249 HE bwitch software loopback interface 107

Total: 2281

Aug 9. 2016 8:55:57 A
Aug 9, 2016 8:55:57 A

Aug 9.2016 8:55:57 A
Aug 2, 2016 11:55:35.
Aug 2,2016 11:55:35.
Aug 2.2016 11:55:36 .,
Aug 2,2016 11:55:36.
Aug 2,2016 11:55:36.
Aug 2, 2016 11:55:36 .
Aug 2,2016 11:5536.
Aug 2, 2016 11:55:36 .
Aug 2,2016 11:5556.

Selected: 3

Never
Never
Never
Never
Never
Never
Never
Never

Never

Filter: OFF

7. If you want to see all the interfaces that you have forced to be polled, go to Inventory -> Interfaces and choose Force Poll IF
Group from the pull down menu as shown in Figure 15.
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File  View  Tools  Actions  Help User Hame system
Interfaces %

F @ < g P Force Poll IF Groups | M
Status  Adr Ope Hosted On NcifName  Viffype  ifSpeed ifinde ifDescr ifAlias Physical Addre Stafus Last Modified  State Last Modified  Nofes
] @ O mplsce0l  FaO/L  ethemeiCsma 100Mop 3 FastEthernet0/i ODOSE33260: Aug 9.2016 843:08 A Aug 18,2016 2:22:17

Figure 15: Listing the "Forced Polled" Interfaces

8. Finally, if you want to remove an interface from this Force Poll IF Group, there are a few ways you can do it. One is to right-click
on the interface; then choose Custom Attributes -> Remove... as shown in Figure 16.

Network Node Manager i Eile  Yiew  Tools  Agfions  Help
il oards Interfaces %
Z @ < % 9% 3
Status  Adr Ope Hosted OnNc ifName  YifType  ifSpeed ifinde ifDescr ifAlias Physical Addre Status Last Modified  State Last Modif
” - —— o FastEthemet0/1 0003E3326D3| Aug 9, 2016 &:43:08 A | Aug 18,2016 2:
@ @@ iy J10000[3 | I
Sort »
Filter »
Export To CSV
=] Open Dashboard
% Maps »
B wr [E) Graphs b
Folling »
Canfiausation.Datails
Custom Attributes | » Add._
Management tode + || IS
Hyperyisor »

Figure 16: Removing an Interface from Forced Polling

9. Type in ForcePoll for the Name and 1 for the value; then click OK.

Custom Attribute x

Remaove a Custom Aftribute Name/Value pair from each selectec A
object.

Enter a Name and Value.

Mame ForcePoll

Value 1
< >

10.Click OK in the next dialog box.

© '

Message from webpage £ |

L Action complete forl of 1 Iterns,

— )
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Another method you can use to return the interface to its non-forced polling policy is to do the following:

1. Open the interface form.

2. Click the Custom Attributes tab.
3. Select the ForcePoll attribute.
4. Click the Delete button as shown in Figure 17.

File View Tools Actions Help
Interface ¥

20X <

* Basics

Name Fal/1

Stafus
Management Mode

. Direct Management
Mode

Normal
Managed

Inherited

Hosted On Node
Physical Address

Layer 2 Connection

¥ |Interface Stafe

Administrative State
Operational State

State Last Modified

* Nofes

Notes

mplscedl

O003E3326D21

ciscoped324[Gil/19]mplsce01[Fa0/1]

Up
up
August 18, 2016 23217 PMIST

Figure 17: Deleting a Forced Poll

v

%k @2 NG

A Name Value
ForcePoll 1
Updated: 8/18/16 03:03:24 PM Total: 1

Now the interface will return to its non-forced polling policy.

Conclusion

NNMi is flexible enough to assist you if you must monitor additional interfaces. You can configure NNMi to monitor additional interfaces
using a monitoring configuration policy and a specific custom attribute that you define. You then add this attribute to the interface, so
that the interface can be monitored. You can accomplish this by following the steps detailed in this paper.

ser ame system {Mi Reole: Administrator

Custom Attributes

Selected: 0 Filter: OFF Auto refre
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We appreciate your feedback!

If an email client is configured on this system, by default an email window opens when you click here.

If no email client is available, copy the information below to a new message in a web mail client, and then send this message to
network-management-doc-feedback@hpe.com.

Product name and version: NNMi 10.20
Document title: Forcing an Interface to be Polled

Feedback:


mailto:network-management-doc-feedback@hpe.com?subject=Feedback%20on%20Forcing%20an%20Interface%20to%20be%20Polled,%20June%202016%20(10.20)

© Copyright 2016 Hewlett Packard Enterprise Development LP. The information contained herein is subject to
change without notice. The only warranties for Hewlett Packard Enterprise products and services are set forth in the
express warranty statements accompanying such products and services. Nothing herein should be construed as
constituting an additional warranty. Hewlett Packard Enterprise shall not be liable for technical or editorial errors or
omissions contained herein.
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