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You will also receive updated or new editions if you subscribe to the appropriate product support
service. Contact your HP sales representative for details.

Support

Visit the HP Software Support Online web site at: http://www.hp.com/go/hpsoftwaresupport

This web site provides contact information and details about the products, services, and support
that HP Software offers.

HP Software online support provides customer self-solve capabilities. It provides a fast and effi-
cient way to access interactive technical support tools needed to manage your business. As a val-
ued support customer, you can benefit by using the support web site to:

Search for knowledge documents of interest

Submit and track support cases and enhancement requests
Download software patches

Manage support contracts

Look up HP support contacts

Review information about available services

Enter into discussions with other software customers
Research and register for software training

Most of the support areas require that you register as an HP Passport user and sign in. Many also
require a support contract. To register for an HP Passport ID, go to:

http://h20229.www2.hp.com/passport-registration.html
To find more information about access levels, go to:
http://h20230.www2.hp.com/new_access_levels.jsp

HP Software Solutions Now accesses the HPSW Solution and Integration Portal Web site. This
site enables you to explore HP Product Solutions to meet your business needs, includes a full list
of Integrations between HP Products, as well as a listing of ITIL Processes. The URL for this Web
site is http://h20230.www2.hp.com/sc/solutions/index.jsp
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-1 QA Provisioning Concepts

HP Server Automation (SA) provides the ability to provision servers out-of-the-box, including,
but not limited to, the base operating system for a variety of targets both physical and virtual.

You can also use SA to provision firmware and applications and any other steps required to pro-
mote servers into production.

SA can also reliably and consistently provision a large number of operating systems with no
manual intervention. SA includes both out-of-the-box content and an extensive framework that
allows you to customize the way servers are provisioned.

SA Provisioning Features

SA Provisioning has the following benefits:

o Provisioning that simply works right out of the box

SA Provisioning provides you with a distinct advantage over other operating system install-
ation and multi-purpose provisioning tools by providing a reliable, intuitive interface that
is consistent no matter the configurations being provisioned. SA provides a set of baseline
Build Plans (provisioning templates) that, out of the box, can be used to provision and con-
figure almost all SA supported operating systems. You can easily customize your own

Build Plans by copying an existing plan and modifying it for your specific needs.

o Flexible architecture designed to work in many environments

SA Provisioning supports many types of servers, networks, security architectures, and oper-
ational processes across a large variety of hardware models. This flexibility ensures that
you can provision operating systems to suit your organization's needs.

- Update server baselines without re-imaging

Unlike many other provisioning solutions, systems provisioned by SA can be easily
changed when you need to adapt to new requirements. The key to this flexibility is SA’s
use of reusable templates and an installation-based approach to provisioning.

« Integration with other SA features

Because SA Provisioning is integrated with the suite of SA automation capabilities, includ-
ing patch management, software management, and distributed script execution, hand-
offs between IT groups are seamless. SA ensures that all IT groups are working with a
shared understanding of the current state of the environment, which is essential to high-
quality operations and delivery of reliable change management.
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SA Provisioning Basics

SAPprovisioning has three essential parts:

o The Build Plan framework
« A minimal service 0S
« Out-of-the-box content

The Build Plan Framework

A Build Plan consists primarily of a list of steps that can be executed against a target server (the
server to be provisioned). These steps specify the various tasks that ultimately provision a server.
The framework includes an execution engine that runs the steps sequentially. This makes under-
standing Build Plans and their actions easy and intuitive.

Build Plans are SA objects, and as such, they can be viewed and manipulated in the SA Client
Library.

A number of baseline Build Plans are included when an SA Core is installed. These Build Plans can,
by default, perform many common provisioning tasks.

Multiple Build Plan steps types are supported such as running a script, deploying a zip package or
deploying a configuration file with parameter substitution.

Other step types integrate with various SA features and provide the ability to attach software
policies, start remediation, join a device group and more.

The Service 0S

SA ships with several minimal RAM-based operating systems that can be started over a network,
from physical or from virtual media (CD, DVD or ISO images), on a physical server or virtual
machine.

These are called Service OSes.

Because of the limited functionality within a service 0S, only a subset of SA operations can be run
against a server that has been booted into a service 0S. The primary purpose of a service 0S is to
enable installation of a full operating system, also known as a Production 0S as well as other
maintenance tasks that cannot be performed from a production 0S.

The service 0S is the means by which the Build Plan framework gathers information and executes
tasks on a target server.

These service 0Ses make use of a special instance of the SA Agent configured to run in this limited
environment. Starting a server in the service 0S is also known as bringing the server into Main-
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tenance mode. Servers in Maintenance mode are recognizable by the icon that is displayed in the
SA Client and by their Maintenance status.

Maintenance Icon
||

Service 0Ses can be booted on any server, whether or not it has an installed 0S. A server can
safely be booted from a production 0S into Maintenance mode and back.

Note: While running the Service 0S is not in itself destructive, you can execute destructive
actions inside the Service 0S, like erasing the disk so care must be taken.

Out-of-the-Box Content

The out-of-the-box content is a collection of Build Plans populated with Build Plan steps that
deliver functionality for common use-cases and are the basic building blocks for user-created
Build Plans.

This includes provisioning of operating systems, network configuration and end-to-end pro-
visioning of HP ProLiant servers (including firmware and hardware configuration management).

Using this functionality is as simple as running the Build Plans.
The out-of-the-box content is installed as part of SA Core installation or upgrade.

Installation-specific parameters can be customized either by editing the command-line argu-
ments of script steps in the Build Plans or by specifying Custom Attributes. These are a generic
parameter passing mechanism in SA. The custom attributes that influence the behavior of an out
of the box Build Plan are set with blank values on the Build Plan object.

Custom attributes can be specified using a Build Plan or can be specified at the server, device
group or facility level. See Defining Custom Attributes.

SA Provisioning uses a Media Server to serve large objects like OS installation media, system
images (for example, Windows WIM images) and collections of drivers and firmware to the server
being provisioned.

Multiple transfer protocols are supported: HTTP, HTTPS, NFS and SMB (Windows shares).

See the SA Provisioning Matrix to determine which protocols are supported with the operating sys-
tem(s) you want to provision.

SAincludes a media server that can serve media through SMB and NFS. The Media Server is
installed when you choose to install the SA Provisioning Components.
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Note: You can use any server that supports the transfer protocols above to store and serve
media. You will specify the location of the media server in the Build Plan.
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This section describes the SA Provisioning process.

The SA Provisioning Process

This section will guide you through provisioning servers in three easy steps using only the out-
of-the-box provisioning content (baseline Build Plans).

The Provisioning process consists of several phases:

Phase 1: Preparing the Media

Phase 2: Preparing Target Servers

Phase 3: Running a Build Plan

If you want to customize how SA performs provisioning, see Creating New SA Build Plans.

You can find examples in SA Provisioning Common Use Cases.

Note: Ensure that the DHCP Server has been configured for SA Provisioning as described in
DHCP Configuration (IPv4 and IPv6) for SA Provisioning.

See Creating New SA Build Plans for advanced information and SA Provisioning Common Use
Cases for sample step-by-step procedures.

Phase 1: Preparing the Media

Depending on platform and operating system, one or more of the following protocols are sup-
ported for provisioning using Build Plans:

o HTTP/HTTPS
o NFS
« SMB/CIFS

See the Provisioning section of the SA Support and Compatibility Matrix for more information
about supported platforms and protocols.

In addition, Solaris 11 installations will require an IPS package server, provided either by Oracle
Corp. or hosted in-house.
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General Guidelines for Preparing the 0S Media

« Unpack the vendor provided I1SO(s) on the media server in a shared path.

For example, extracting an 1SO on a Linux system:

mkdir -p /mnt/media

mount -o loop,ro /path/to/media.iso /mnt/media

cp -ar /mnt/media /media/opsware/os/version

chown -r nobody:nobody /shared/path/extracted media
umount /mnt/media

o Ensure that the Media Server does not alter file paths. For this reason HP recom-
mends that you use a Linux-based Media Server.

o See the Set Media Source step in the Build Plan you want to run. Double-check
the protocol, media server and share path to the media. Note that some deploy-
ments support multiple protocols.

« Verify that the processor architecture of the media matches the architecture of
the Build Plan you are using.

HTTP/HTTPS

0S installations that support fetching media through HTTP/HTTPS provide flexibility when
accepting media sources. You can use an in-house server, an external server or an official mirror
(this allows you to bootstrap a media server without handling 0S installation yourself).

See the documentation for your preferred HTTP/HTTPS serving solution for instructions about
how to set up a share.

o Apache HTTPD documentation:

http://httpd.apache.org/docs/

« Nginx documentation:

http://nginx.org/en/docs/
« Microsoft IIS documentation:

http://www.iis.net/learn

Note: Accessing a media server using HTTP/HTTPS through a proxy is not supported.
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NFS

0S Media files shared through NFS must be read-accessible by any user from the servers that
require provisioning. Check and adjust file and directory permissions as necessary.

See the documentation for your operating system for information about how to export NFS
shares.

The following is asample /et c/exports file, which exports the directory /media (and all its
subdirectories) as read-only to all hosts:

/media * (ro)

Run the following command to test-mount the NFS share from a client machine:
Linux

mount -F nfs -o ro <media-server-host>:/media /mnt/
Solaris

mount -F nfs -o ro <media-server-host>:/media /mnt/

The SA Core has, by default, two NFS exports dedicated to sharing 0S Media activated.
These exports are listed in /etc/exports as:

/media/opsware/linux * (ro,no_root squash,async,insecure)
/media/opsware/sunos *(ro,no_root squash,async, insecure)
SMB/CIFS

SA Provisioning supports SMB shares hosted on a variety of platforms, including Windows, Linux
or UNIX servers and dedicated NAS appliances. Files can be accessed either through guest
accounts or secured with username/password.

For more information about configuring SMB shares under Windows, see the Windows doc-
umentation at:

http://technet.microsoft.com/en-us/library/cc770406.aspx

For more information about configuring SMB shares under UNIX platforms using Samba, see the
Samba documentation at:

https://www.samba.org/samba/docs/

The SA Core provides an SMB share named OSMEDIA, which is active by default, in:
/media/opsware/windows

Solaris 11 IPS

In order to successfully complete provisioning, Solaris 11 Build Plans require an IPS repository
that is accessible through HTTP in addition to the installation media.
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Note: You must use a dedicated IPS server. Serving a local file-based repository through
HTTP using a generic server (e.g. Apache, Nginx) is not supported.

The simplest Solaris 11 IPS solution is to use the central Solaris 11 IPS repository, available at:
http://pkg.oracle.com/solaris/release/

However, you may want to host an in-house repository for performance, package validation
before entering production, inclusion of custom packages etc.

See the instructions for setting up and administering a local repository at:

http://docs.oracle.com/cd/E23824_01/html/E21803/repo_int1.html

Note: In addition to these instructions, HP recommends setting up a reverse caching proxy on
top of your local IPS server. Performance testing has shown that a non-cached IPS server can-
not successfully provide packages to more than five simultaneous Solaris 11 deployments.

Phase 2: Preparing Target Servers

This section describes setting up and configuring your provisioning target servers.
Target Server Requirements

Before you can discover servers for SA Provisioning, you must ensure that the servers are set up
properly and meet the following requirements:

o Ensure that at least one network interface is configured. If you are going to net-
work boot, the deployment interface must be on the same network as the SA
Boot infrastructure. Otherwise, at least one SA Agent Gateway must be reach-
able.

« There can be only one network interface (NIC) attached to the deployment net-
work.

o For HP ProLiant servers, ensure that the iLO is connected to the network and is
reachable by SA through the same SA Realm as the server it controls.

Note: Realms are an SA construct that allow SA to manage servers on different networks in
the same Facility without fear of IP address conflicts. A realm is a unique identifier, appended
to the IP address of a device in a Facility's network, that allows SA Gateways to uniquely
identify devices on different networks in a Multimaster Mesh that may have conflicting IP
addresses. See also the SA Overview and Architecture Guide.
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Choosing How to Boot Servers

SA Provisioning supports the following methods to boot a server:

o Network booting: suitable for fully automated deployments on heterogeneous
hardware and virtual machines. This requires that the server be on the same net-
work as the SA Boot Server and that the SA network boot infrastructure is con-
figured (DHCP and PXE server is running).

« CD booting: (IPv4 only) targeted for environments where network booting and
DHCP are not configured or the server is not in the same network as the SA boot
server.

« Embedded 0S booting: eliminates the need to configure an SA network boot
infrastructure without sacrificing automation. Only available for HP ProLiant
Gen8 or newer servers and is also known as Intelligent Provisioning.

When Do | Add Servers Using iLO Registration?

o You have an HP ProLiant server withiLO 2 or newer remote management avail-
able.

o You have the iLO credentials for your target server.

o You have an HP ProLiant Gen8 or newer server and you do not want to use DHCP
and network boot.

« You do not want a special access account automatically created on your iLOs. See
iLO Support.

When Should | Network Boot Using iLO?

« You want to discover all the server information so you can see it and use it for
search in the SA Client prior to provisioning.

« You want to verify the server network connection before running a Build Plan.

« You want to see the server listed by its default DNS name.

« You do not have iLO credentials for your target servers.

« You do not want to use Intelligent Provisioning on your ProLiant Gen8 or newer
servers.

« You prefer the simplicity of a power-on discovery because your servers auto-
matically network boot.

« You have a large number of servers and you find it more practical than compiling
a list of iLO network addresses and credentials.

HPE Server Automation (10.22) Page 21 of 252



User Guide: Provisioning

When Do | Use Intelligent Provisioning?

o You want to run a Build Plan immediately and do not want to manually boot the
server.

o You want to leave the server powered off until you are ready to install it.

o All your servers are of the same type so you do not need the full properties
information.

Network Booting

SA provisioning supports network booting X86 and X86_64 target servers. For information about
IPv4 and IPv6 support, see the Support and Compatibility Matrix. UEFI network booting support
is also available but only on UEFI-capable HP ProLiant servers.

Network booting using IPv6 only is not currently supported. However, you can network-boot
using IPv4 into an IPv6-only service 0S, making it possible to leverage IPv6-only infrastructure,
such as accessing an IPv6 media server. Note that the "Personalize Network Settings of Installed
System" can also be used to enable and disable networking stacks, so IPv6 can also be enabled
after the OS is installed.

SA, by default, is configured to network boot servers that are not yet registered with the SA Core
into the “Linux” boot option. This enables you to bring a server into Maintenance mode simply by
ensuring that the target server requirements are met and powering on the server. Subsequent
boots will default to the “Local disk” boot option.

You can network-boot manually to a desired maintenance 0S, but booting can also be controlled
using the Managed Boot Clients Web Extension or by adding a "Boot" step to a Build Plan. If iLO
support is available, selecting the desired network boot option and powering on the server is also
handled by the "Boot" step. For servers without iLO, HP recommends specifying the "Network"
boot option in the boot order first, so you can boot a server to a maintenance 0S without inter-
vention.

From the network boot menu for a legacy BIOS server, you can boot a 32/64-bit Linux, Windows
PE, or Solaris maintenance OS.
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HPSA 05 Build Plan Service 05 Menu
HPSA 05 Segquence Build Agent Menu
Boot from local disk

Autoboot: Linux 64-bit Serwvice 05

Hardware Information

Automatic boot in seconds. ..

From the network boot menu for a UEFI server, you can boot a 64-bit Linux or Windows PE main-
tenance 0S.

GNU GRUB version 2.00

"Linux 64-bit Service 05" from ZEPPELIN (192.168.59.2)

"Windows 64-bit Service 0S" from ZEPPELIN (192.168.59.2)
Continue in UEFI boot order

Use the & and * keys to select which entry is highlighted.
Press enter to boot the selected 03, ‘e’ to edit the commands
before booting or ‘c’ for a command-line. ESC to return
previous menu.

The highlighted entry will be executed awtomatically in Bbs.

After the server is running a Maintenance mode Linux 0S, you see a screen similar to the fol-
lowing for IPv4:
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waiting for hardware to initialize...
dete
ting hardware...
waiting for hardware to initialize...

funning anaconda 13.Z1.195, the Red Hat Enterprise Linux system installer - plea

sing 192.168.59.2:3881 as fAgent Gateway.
Flease wait for the server to register with the HP SA core...

188881
Link encap:Ethernet HWaddr BB:58:56:B1:82:23
inet addr:192.168.59.163 Bcast:192.168.59.255 Mask:255.255.255.8

Link encap:Local Loopback

inet addr:127.8.8.1 Mask:255.8.8.8
Btarting up the HPSA OGFS agent. ..
berver is now in MAINTENANCE mode.

or for IPv6:

Runming anaconda 13.21.195, the Red Hat Enterprise Linux system installer - plea
ze wait.

Using fcBA:377:1::2:3881 as Agent Gateway.

Please wait for the server to register with the HP 3A core...

server successfully renistered with the HPSA core.

HP5A Server 1D : |Z255HHH1
lo Link encéap-Local Loopback
inet addr:127.8.8.1 HMask:Z55.8H.8.8
Starting up the HPSA OGFS agent...
server is now in MAINTENANCE mode.

or, in a Maintenance mode Windows PE 0S (IPv4 or IPv6):
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Tail for Win32 - [Non-Workspace Files - X:\windows\TEMP)_tail_.log]
File Edit WView GSettings Window Help

b
Autoconfiguration Enabled . . . . - Yes
IPv6 Address. . . . . . . . . . . : fc00:699:1:0:dce7:2916:3b60F4d 2(Preferred)}
Temporary [Pv6 Address. . . . . . : fc00:699:1:0:493f 1be8:b268:39e0{Preferred)
Link-local IPv6 Address . . . . . : feB80:dce7:29f6:3b60-f4d2% 2{Preferred)
IPv4 Address. . . . . . . . ... : 19216859 15{Preferred}
Subnet Mask . . . ... .. ... : 2552552550
Lease Obtained. . . .. .. ... : Wednesday, May 28, 2014 1:17:31 PM
Lease Expires . . .. ... ... : Wednesday, May 28, 2014 4:17:31 PM
Default Gateway . . ... ... . : feB0:224:a8fffe32:cd00%2
152.168.59.1
DHCP Server . .. ... .....:1921685582
DHCPvG 1AID . . . ... ... ..:335745998
DHCPv6 Client DUID. . . . . . . . : 00-01-00-01-1B-18-0A-Cl)-00-50-56-B1-02-23
DNS Servers . . . . .. .. ... :192168162.13%
MetBIOS over Tepip. . . . . . . . : Enabled
Starting up the HPSA QGFS agent.
Please remove the boot CD you may have used up to this point before proceed to OS Provision
Server is now ready for provisioning.
« | o
Last updated: 13:18:08 | |

WInPE x64 (64 hit)
HP boot image version: 55.0.50290.0
: 810 x| EE 810l x|

Note the identifying information, such as the SA object ID (machine ID, or MID), IP address, or
MAC, so you will be able to find the device in the SA Client’s Unprovisioned Servers list.

For IPv4:
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HP Server Automati

File Edit Wiew Tools Window Actions Help @’ Logged in as: axis_osbuildplan_test_user
I Mame Hostname IP Address MAC Address
I Saved Searches ... LI B Incalhost-yMuware-Wiware Yirtual Platform localhast 192.168.59.163 00:50:56:E1:02:23 100001 OGFS Agent ;I

Advanced Search

= @ Device Groups

i % axis_psbuildplan_test_user
i Public

-G servers

B} AllManaged Servers

¥ Orarle Solaris Zones

ﬂﬂ‘“ Unprovisioned Servers

SA Agent Installation

|

Management Information

Mame: localhost-Yhware-yMware Yirkual Platform
1P Address: 192.165.59.163
Description: -
Customer: Mot Assigned

E&i BviEes Faciity: ZEFPELIN

- Realm (ink speed): -

@ Wirkualization Server Use: Mot Specified
Server Lifecycle: Aevailable

ﬂ@ Library uD: 4231ec32-c5d4-cecs-053-3:0d5399c 189
Object 10: 100001

Bepots Reboot Required: Mo

e il ST O3 Yersion: Unkniown
Deployment Stage:  Mat Specified

{a‘; administration Lacale: -
Status: In Maintenance

Properties L)

£

1 ikem selected

For IPv6:

HPE Server Automation (10.22)

axis_pshuildplan_test_user | 5/28/14 6:04 Al America/Los_Angeles
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[SlHP Gerver Automation - 192.168.205.2 [_ o] %]
File Edit View Tools Window Actions Help

1P Address MAC Address

@” lncalhost-YMware-Y¥¥ware Virkual Platform  localhosk Fe0:377:1::205:78he Red Hat Enterpris... 00:50:56:8C:3... OGFS Agent ;I

B‘f Logged in as: axis_osbuildplan_test_user

I SErvers

I Saved Searches ...

Hoskname: Agent

KA+ El

Advanced Search

E}-@ Device Groups

% axis_osbuildplan_test_user

- Public

E} Lﬂ_ﬁ Servers
I8 {Eﬂl All Managed Servers
; Q Oracle Solaris Zones
i {Tﬂﬂ Unprovisioned Servers
- L] 54 Agent Installation

EE’E; Devices
@ Wirtualization
ﬂ@ Library
Repaorts

@ Jobs and Sessions

iﬁ Administration

¥

=

axis_osbuildplan_test_user | 7I31{14 6132 AM AmericafLos_angeles

1item

IPv6 Notes

Service 0S IPv6: Because of some limitations, in an IPv6 scenario the Service 0S PXE boots using
IPv4, and after that IPv6 is configured.

Difference between IPv6 Install and IPv4 + PINP IPv6 Install: In an IPv6 installation, the entire
installation process is performed in an IPv6 environment, so you need an IPv6 media server. For
IPv4 + PINP IPv6, the installation is performed in an IPv4 environment, and after installation is
complete, the server is configured for IPv6.

Managed Boot Clients

The Managed Boot Clients Web Extension allows you to create a server record with a pre-con-

figured network boot option or configure network booting for an existing server record matched
by a MAC address.

It also enables you to select a Build Plan to run automatically when the server reaches Main-
tenance mode. To do this, run the extension and perform the steps below.
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[E{]HP Server Automation - 192.168.59.2 _ |0 X
File Edit “iew Toaols MWindow Actions Help

@ﬂ Logged in as: axis_osbuildplan_test_user

I Servers LI
|

Properties

Narne: Locatian Wersion Modified

I Saved Searches ... LI Fun O3 Build Plan T0psware/Tools/O35 Pravisioning 55.0,501... Sf21f14 3143 AM opsware ;I
Advanced Search MBC DHCP Cleanup fOpsware|ToolsfOS Provisioning/Manage.., 55.0.497. 5iZ1114 3:42 AM opsiare
HP-U, Virtualization Manager IOpsware/Toolsvirtualization Programs 55.0,456,., S5f21f14 3143 AM opsware
By Type | BT | HP-U¥ Provisioning TOpsware/Tools/OS Pravisioning/HP-Ux 55.0.475... 5(21f14 3:43 AM opsware
HP-U Custam Canfig Editor fOpsware/Tools/OS Pravisioning/HP-Ux 55.0.475... 5{21f14 3143 AM Opsware
Har Applcation Lonnguration 4 | Custom Field Management {Opsware{Tools{administrative Extensions  55.0.456... 5{21/14 342 AM opsware
[}@{ Audtt and Remediztion Command-line Logging Ukility Iopsware/Toolsfadministrative Extensions  55.0,456,., 5f21f14 3142 AM opsware
-~ giig Business Applications Active Directory Credential Store [Opsware/Toals{OS Provisioning(BROC 5., 55.0,497... 5/21{14 3:42 AM apsware

[ &5 Chef Cookbooks

@ Databases
G @ Extensions
8 §a weh

- E& Prograrm

05 Bulld Plans =
Properties &
BB Patch Policies P
[ .1 Patches Hame: Manage Eoot: Clients
[+ a Scripts
B+ \%v Saftware Policies Set up PHE boot behavior, automatic OS installation, and mass-set custom attributes on servers
e ary | _'j
Description:
Devices
@ Wirtualization
ﬁ@ Library Location: [Opsware|Tools{OS Provisioning/Manage Boot Clients

Reports LRL: https:f192, 168,59, 2fwehapp/osproy.manage boot clisnts web,

Last Modified:

Si21114 3:42 AM by opsware
@ Jobs and Sessions

Created: 5/21/14 3:42 AM by opsware
{ﬁ Adrninistration
Unique Mame:  osprov.manage_boot_clients_web
»
- Object 1D: 80001

1 item selected axis_osbuildplan_test_user ‘ 5/27/14 5:38 AM America/Los_Angeles

1. Define a server.

You can also register an iLO with the target server during this step. Select “Enabled iLO Set-
tings” for additional input.
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Managed Boot Clients - General Form

Specify the server's unique MAC Address and optionally selectwhich Customer and Facility the server should be assigned to @
* MAC Address: Jpo-01-02-03-04-05 =
DHCF Hosthame |showcasehustname.dev.sa.hp.cum

DHCP IP Address: |192 160.59.13

E-mail notification on ll—
failure:

E-mail nofification an l—
SUCCESS!

Customer: INut Agsigned 'l

Faility IZEPF’ELIN A

[T Enable iLD Settings

Multiple Client Form... |

(K1l

2. Select a boot image and a Build Plan

Managed Boot Clients - OS-Specific Parameters

Configure how the serverwill reach the unpravisioned server poal. You may choose between an O5 Build Plan or an ©8 Sequence to be automatically run, @
eliminating the need to use the Run O Build Plan or the Install 05 Sequences wizards.

* Er%m—gg:ﬁnzu&%?‘c @ 03 Build Plans © 05 Sequences
*  PHE image: winpebd_40-ogfs +
05 Build Plan: IWindows 2012 R2 %64 Default Install j

= Back |
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3. Customize by adding custom attributes, if required, and press Start.

Managed Boot Clients - Add Custom Attributes

Custom attribute namefvalue pairs may be associated with the server recard by adding them to the table helow. @)
Name Value
|Pr0duct|—(ey Ia valid product key
Addl Remove |
|T|cketID: |samp|e|
< Back | Start

After the Build Plan job completes, a Pre-Unprovisioned server record is created with any
defined Custom Attributes.
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[]HP Server Automation - 192.168.59.2 [_ O] x]
File Edit view Tools MWindow Actions Help @‘9 Logged in as: axis_osbuildplan_test_user
| saved searches .., 1 EE p.com dhep-clent-00:0... 127.1.2.3 LINKHNOWN

Advanced Ssarch

= @ Device Groups
@ axis_osbuildplan_test_user
9 Public
EI ﬁl‘ Servers
i E}H all Managed Servers
i U Oracle Solatis Zones

o EI]}" Unprovisioned Servers
L_j S Agent Installation

ﬁ Custom Attributes

Mame - Source B
@ auto_partition Locally Specified Yalue i ;I
’@ buildplan_id Locally Specified Yalue 940001
K:‘] Productkey Locally Specified Yalue a valid product key
E@i Devices
@ Wirkualization
% Library
Reports
@ Jobs and Sessions
{3} Adrninistration
»
- =
3 items | | axis_osbuildplan_test_user | 527114 5:25 AM America/Los_Angeles

Note: The Managed Boot Clients Web Extension configures DCHP only on request.
It does not support concurrent configuration for one or multiple devices. When
configuring multiple devices, the same Managed Boot Clients process must be
used.

For the example above, the following CSV was used:

"00:13:E8:9A:93:AA,pxe_image-
e=winpe32,dhcp.ip=10.2.3.10,dhcp.hostname=m0010,customer=Opsware,dns_
server=10.6.4.2,root_password=wealth’

"00:13:E8:9A:93:AB,pxe_image-
e=winpe32,dhcp.ip=10.2.3.11,dhcp.hostname=m0011,customer=Opsware,dns_
server=10.6.4.2,root_password=wealth

"00:13:E8:9A:93:AC,pxe_image-
e=winpe32,dhcp.ip=10.2.3.12,dhcp.hostname=m0012,customer=Opsware,dns_
server=10.6.4.2,root_password=wealth

'00:13:E8:9A:93:AD,pxe_image-
e=winpe32,dhcp.ip=10.2.3.13,dhcp.hostname=m0013,customer=Opsware,dns__
server=10.6.4.2,root_password=wealth
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The Managed Boot Clients Web Extension returned:

& 'Manage Boot Clients

§Manage Boot Clients
Managed Boot Clients - Results of Job 20470001

Progress;

17 Completed

Results:

MAC Address Mame :
el 001 3:E8:9A43:AD dhcp-client-00:13:E3:94:93:.AD |
00:13:E5:9A83AC dhep-client00:1 3 E8:9A95AC |
0013 ES:9AM5AR dhep-client-00:13:E8:9A535.AB |
0013 ES9ANSAA dhep-client-00:13:E8:9A 8348 |

Additional Messages
DHCPA reconfiguration succeeded on 141 DHCPA serer(s).

Goto CEY

Additionally, DHCP is configured in /etc/opt/opsware/dhcpd/dhcpd
mbc.conf:

# Begin Opsware added hosts (do not edit)

host showcasehostnamedevsahpcom {
hardware ethernet 00:01:03:04:05:06;
option host-name showcasehostname;

fixed-address 192.168.59.13;
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}
# End Opsware added hosts (do not edit)

SA Provisioning-Supplied CD Boot Images

SA Provisioning provides several service operating system boot CD images (ISOs) that you can
burn to CD/DVD. These images enable you to bring a server into maintenance without having con-
figured DHCP.

You can also configure these IS0 images in virtual machine CD-ROM drives or mount them using
iLO Virtual Media or similar technology.

To download the desired IS0, open the SA Client and in the Navigation Pane, go to the Library tab
then select the “By Folder” view and navigate to:

/Opsware/Tools/0S Provisioning/

/Opsware/Tools/0OS Provisioning/WinPE
Select the desired ISO image and from the Actions menu select Export software...

After booting the CD, you can use the boot configuration screen to enter all the information
needed to bring a server into Maintenance mode. The settings that you specify here are preserved
on the serverinthe hpsa netconfig custom attribute.

Maintenance mode Linux OS static boot configuration screen:

IP Configuration details

Interface:
(X) ethd BO:58:56:B1:82:23

IP Address

Network Mask 255.255.255.8

Default gateway: Enter Network Router details
DNS 3Serwver(s):

DNS Search Path:

FODN:

* SA Server IP: I

The SA Server IP should be the nearest SA core slice component or 35A
satellite.

* Mandatory fields

Maintenance mode Windows PE OS static boot configuration screen:

HPE Server Automation (10.22) Page 33 of 252



User Guide: Provisioning

oAl SANetGui: minint-4m5j4q8 =10] ]
Interface® IInteI[Fl] PRO/1000 MT Metwork Connecﬁoj

aePc:9f6A:553c
h3h?:943e:c188
FBA:553cx2

IP Address:
: | Metmask: EHIl 2 :cdBdx2
Gateway: DED@
: DNS Server: |:||:||:||:|

| |DNS Suffic |

file in the floppy dri

OBTAIN A DHCP IP.

~ Server Automation Agent Gateway

Hostname { IP: |

Port:*

0K Cancel |

WiInPE x64 (64 bit)
HP boot image version: 55.0.50290.0

Embedded 0S Booting (Intelligent Provisioning)

Embedded 0S booting is supported only for HP ProLiant Gen8 or newer models. This boot
method’s advantage is that you can move a server into Maintenance mode without enabling net-
work booting or configuring DHCP as long as you provide static IP information.

Note that embedded 0S booting must be initiated from the SA-provided “Boot” step and you can
boot either a 64-bit maintenance mode Windows PE or Linux 0S. See the “Boot” step description
for more details.

iLO Support
iLO support is provided by SA to enable operations like:

o Power control

o Querying or changing the one-time boot option

« Querying or changing the server boot mode (Legacy or UEFI) for UEFI capable HP
ProLiants

« Instructing HP ProLiant Gen8 or newer model servers to boot from the embedded
0S (Intelligent Provisioning)
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iLO support is enabled in SA, either automatically (see iLO Auto-discovery) or through manual
registration when an iLO manager is associated with a server.

iLO Auto-discovery

When bringing an HP ProLiant server with iLO 2 or newer into a Maintenance mode 0S, SA auto-
matically starts an iLO registration job to associate an iLO manager with that server.

As part of this process, anew L0 user is created, hp automatic integration_user, witha
strong random password. If theiLO is unregistered or the server record is deleted, this iLO user
will also be removed (if connectivity to theiLO is still available).

Manual Registration

To register iLOs manually:

1. Select Add iLO Device from the drop-down menu in the SA Client’s Unprovisioned
Servers list:

[E|HP Server Automation - 192.168.59.2 M=] E3|
File Edit View Tools ‘Window Actions Help

I Servers hd

I Saved Searches ...

B}f Logged in as: axis_oshuildplan_test_user

P Address

K]+

Advanced Search

Manage Boot Clients. ..
m gddjLoDevice.

'Ei Device Groups

axis_osbuildplan_test_user
Public

= servers

- Al Managed Servers

- (,! Oracle Solaris Zones
- [0¥| unprovisioned Servers
[l sA Agent Installation

Mo devices matched the filter criteria

E% Devices
@ Virtualization
[’E@ Library
Reports

@ Jobs and Sessions

{?} Administration

%

=

0of 2 ikems axis_osbuildplan_test_user ‘ SI27/14 7:02 AM AmericajLos_Angeles

2. Specify the iLO IP address or hostname, port, and credentials. You may also need
to select a different SA Realm if iLO connectivity is only available to SA Agent
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gateways from a specific realm. Note also that you can register multiple iLOs if
they share credentials.

- O] =

&8 Run 05 Build Plan
Add iLO Devices

To add a new iLO/Gens device ta HP SA enter the fallowing information,

iLD IP Addresses /iLO Hostname:

iLO Port (Dptional):

Usar Name:

Password:

Realm: Select Realm

Current Realm: ZEPPELIN-agents

g AddiLO Devices

AddiLD Devices Results:

iLD IP Address Status Result

Detailed Status:

After iLO registration completes, a new server record is created and associated with an iLO man-
ager. However, a new server record is not be created if an existing server matches the one dis-

covered by theilO.
For IPv4:
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IS[=] E3

Add iLD Devices

AddiLO Devices

To add a new iLO/Geng device to HP SA enter the follawing infarmation,

iLD IP Addresses /iLO Hostname:

iLO Port (Optional):

User Name:

Password:
Realm: Select Realm

Current Realm: ZEPPELIN-agents

gp AddiLO Devices

AddiLOD Devices Results:

iLO IP Address Status Result

Detailed status for job:280001

The job cornpleted successfully on the device with id 30001

For IPv6:

HPE Server Automation (10.22) Page 37 of 252



User Guide: Provisioning

& Run 05 Build Plan M=l

Add iLO Devices

Add iLO Devices

Ta add 5 new iL2/Gens device to HP SA anter the follawing information,

iLD IP Addresses /iLO Hostname:

iLD Port (Dptonal):

User Mame:

Password:

Realm: Select Realm

Current Realm: YLAN377-agents

gk AddiLO Devices
Add iLD Devices Results:

iLO IP Address Status Result

FCO0:411:1::121 f The job completed successfully on the devi..,

Detailed Status:

LD

See the SA User Guide: Server Automation, “Exploring Servers and Device Groups in the SA Cli-

ent”.
Customizing a Target Server for Build Plans

Before you perform SA Provisioning on a target server, you can do some customization for the
target server.

Using Custom Attributes

Custom attributes allow you to control the behavior or outcome of a Build Plan without modi-
fying the SA provided baseline Build Plans.

To see the list of supported Custom Attributes, in the SA Client Navigation pane, set the View to
By Type and open a Build Plan. In the Views pane, select the Custom Attributes view to see each
set of custom attributes with a blank value. Depending on the customization the attribute tar-
gets, you may want to set it to different resources.

Note that a Custom attribute must have a non-blank value in order for it to be considered present
on a resource.
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During a Build Plan execution, custom attributes are searched in order on the following
resources:

Server
Device Group
Customer
Realm
Facility

Build Plan

Using Device Groups

Device groups allow you to customize a Build Plan run using Custom Attributes on more than one
server. SA supports two types of device groups:

Dynamic

Device membership in a dynamic device group is defined by a device membership policy
from the beginning and its group membership is recalculated periodically. See the SA User
Guide: Server Automation, “About Dynamic Device Groups”.

Static
Static device group device membership is based on your specification.

Build Plans also support modifying the membership of a static device group using the Add
to Device Group step. Seethe SA User Guide: Server Automation, “About Static
Device Groups”.

The following example shows a dynamic device group that only targets servers that have an iLO
manager:
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19[=] 3

1& Group: My iLOs
File Edit Wiew Actions Help

@ Summary
3 Properties Search For! I Servers ¥
@ Compliance Where: [ Meniaged by Manager Type =] [Eauas | Fr_wo_manacer [
@ Device Membership
Patches
?j’ Patch Policies 1] | _’I
’{’f Software Policies Preview Cancel
- #8) Audits
C History Mame -
53 ©3 Buid Flan Usage Mame - Serial Mumber TP Address (Primary)| Operating Syste... |Manufacturer [ Mol |Hostname |=
ILOHOST-192.165.244..., - 192.168.244.126 UMKNOWN - - ILOHOST-192.1... ;I
]
1 item axis_osbuildplan_test_user ‘ 529114 7:24 AM Ametica/Los_Angeles

Phase 3: Running a Build Plan

To provision an operating system on a server or multiple servers using a Build Plan, first log on to
the SA Client specifying the SA Core that manages the servers you will install the operating sys-
tem on. There are several ways to start the provisioning process.

Opening the Run Build Plan Wizard from Unprovisioned Servers

1. In the SA Client Navigation pane, select Devices > Unprovisioned Servers.
2. Right-click on a listed server and, from the context menu, select Run > 0S Build

Plan...
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[FAHP Server Automation - alice.dev.opsware.com =121

Fle Edit View Tools Window Actions Help [ Logged n as: axis_osbuldplan_test_user
Search iﬂ Unprovisioned Servers
[ servers
| 1P Address o5
| saved searches . OSPROV-182-165-146-53. 2. 05prov. 3.hp. com-YMuare-Viuare Virt...  192,166,145.93 Red Hat Enterprise Linux 5.5 ... 34110001 =
Y ——— OSPROV-132-165-146-50. 8. 05prov. 53.1p. com-VMuare-VMare Virt... 192,166.145.90 Red Hat Enterprise Linux 6.5 ... 34080001 —!
& OSPROV-192-168-146-89.axis, 0sprov.sa.hp, com-YMware-YMware Virt,.. 192, 168,146,589 Red Hat Enterprise Linux 6.5 34070001
_ 3| OSPROV-192-168-146-86.a0is. 0sprov. 5a.hp. com-Vware-VMware Virt... 192,168,146.86 Red Hat Enterprise Linux 6.5 ... 34030001
> OSPROV-132-165-146-84.2xs.05r0v. 3.1 Com-VMware-VMware Virt...  192,186,145.84 Red Hat Enterprise Linux 8.5 ... 34020001
- Device Groups OSPROV-182-165-146-75. 2. 05prov. 2. hp. com-VMuare-VMiare Virt...  192,166,146.75 Red Hat Enterprise Linux 5.5 ... 33000001
U@ sxis_osbuildplan_test_user OSPROV-132-165-146-74.85.05prov. 53.hp. com-VMuare-Viuare Virt... 192,166,145.74 Red Hat Enterprise Linux 6.5 ... 33690001
g Fublic & OSPROV-192-168-146-71.axis,0sprov,sa.hp, com-YMware-Yiware Virt,,,  192,166,146,71 Red Hat Enterprise Linux 6.5 33880001
- Servers [ OSPROV-192-168-146-70.axis. osprov. sa.hp. com-VMware-Yidware Virt... 192.168.146.70 Red Hat Enterprise Linux 6.5 . 33870001
| &)l Managed Servers dhep-client-00:50:56:20:07:76 127.1.2.3 UNKNOWN 33860001
5 Oracke Solars Zones dhep-clierk-00: 25:60:1C 127.1.2.3 UNKNOWN 33810001
g dhep-client-D0:50:56:04:26: 12 127.1.2.3 UNKNOWN 33600001
(T Unprovisianed Servers
~ I OSPROV-192-168-146-61.axis,0sprov.sa.hp, com-YMware-Yiware Virt,,,  192,166,146.61 Red Hat Enterprise Linusx 6.5 ... 33790001
( U 5A Agent Instalation dhep-client-00:50:56:2C: A8:F0 127.1.2.3 UNKNOWR 33780001
E-Hig) Storage dhep-client-00: 1FiD3ED 127.1.2.3 LNKNOWN 33770001
SAN Arrays OSPROV-132-165-146-55. axis.05prov. 52.hp. com-VMuare-Mware Virt... 192,166.146.55 UBUNTL-12.04-X86_64 33750001
4 NAS Filers dhep-client-D0:50:56:10:E0:82 127.1.2.3 UNKNOWN 33740001
minint-97 atosr-YMware-yYiware Virtual Platform 192,166, 146,49 WINPEG4 33700001
minint-Snegeus-YMware-¥hware Virtual Platform 192,168, 146,48 WINPEE4 33690001
[# Open Enter
1 a Open with HP Server Autamation (Web) &
minint-4iziun-||__Fun 5 Buld Plan,..
Fun 05 Sequence...
System 3
Remave from 5A
Rename Fz
Configure static network information ..
Computer Manage Back Clients. .. )
Add iLO Device...

MWARE VIRTUAL PLATFORM

— (2) - Intel(R) Xeon(R) CPL ES-2670 0 @ 2.60GHz
[£fy pevices 2 GB of RAM
@ virtualization
Agent 3
ﬂ{‘@ Library Status is In Maintenance
Last registered at 6(3/14 1:06 AM
Reports o .
0 applications registered

@ Jobs and Sessions 0 patches registered

{ﬁ Administr ation

%

1 item selected ais_pshidplan_test_user | 6/3{14 6:39 AM Americajlos_Angeles

Opening the Run Build Plan Wizard from Managed Servers

1. In the SA Client Navigation pane, select Devices > All Managed Servers.
2. Right-click on a listed server and, from the context menu, select Run > 0S Build
Plan...
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[FiHP Server Automation dev.opsware.com HE

Fie Edt Yiew Tooks Window Actions Help [ Logged in as: adis_osbuidplan_test_user
ISENErs [£) summary - Hame -

| Name IP Address 05 Manufacturer . Obisct ID |=
[Svvedmeardon o o CSPROT TP T TS s USTOS TaT ToZ T T R M ETETPIISE T TPITARE, TC o
OSPROW-192-168-146-72.axis osprov.sa.hp.com 192,168.146.72 Red Hat Enterprise Lin... YMWARE, INC. 22140001

Rl S E}| OSPROW-192-188-145-61.axis,nsprov.sa.hp.com 192,168, 146,51 Red Hat Enterprise Lin... VMWARE, INC. 14990001

WINDOWS-BLOVHSR 192,168.79.186 windows Server 2008 ... YMWARE, INC. 24230001

_ B OsPROW-192-168-146-70.axs osprov.sa.hp.com 192,168.146.70 Red Hat Enterprise Lin... VMWARE, INC. 14860001

= 1§ Device Groups provisionings? 192,168,79.70 Red Hat Enterprise Lin... YMWARE, INC. Z3760001

] s bl st _user B OsPROW-192-168-146-53.axis.osprov.sa.hp.com 192,168.146.63 SUSE Linux Enterprise ... YMWARE, INC. 26080001

Frusic provisioningd1 192,168.79.102 Red Hat Enterprise Lin... YMWARE, INC. 12570001

© B provisioning3o 192,168,79.41 Cenk0s 5 R86_64 VEARE, TNC. Z3340001

Bw;{?’;l’iﬂanagedsarvem provisioning182 192,168,79,193 Red Hat Enterprise Lin... VMWARE, INC. 24300001

B provisioningds 192,168.79.110 Red Hat Enterprise Lin... VMWARE, INC. 12350001

A orade Solaris zones OSPROW-192-168-146-71. axis osprov.sa.hp.com 192,168, 146,71 Red Hat Enterprise Lin... YMWARE, INC. 2600001

(3¢} unprovisioned Servers B solaris 192,168.79,104 SUn0S 5.11 %86 VEARE, TNC. 24540001

[ 54 Agent Installation OSPROW-192-168-146-72. axis osprov.sa.hp.com 192,168,146.72 Red Hat Enterprise Lin... YMWARE, INC. 28330001

01 B
SAN Arvays L# Cpen

G M3 Filers Open with
View Event Hiskary

['['[' ur:nastall

Attach

System SEm A

Remediats...
d Create »

Export: Patch Info to CS¥...

Computer 2
P! Run 4 Communication Test

Run Extension »

. Run Seript b Agent Upgrade. ..

Agent Recett...

4 Riehoot Server... Flow...

Deactivabe 54 Agent 15M Contral...
[4fj Devices Agent Reefresh Server 5 Build Flan,.. s

E
E’ Virtualization Add to Device Group. . 05 Sequencs...
Rename F2 Chef Recipe. .

I?l@ Library 4
Configure static network information ...
Reports

@ Tnbs and Sessinns

ﬁ Administration

1 item selected axs_pshuildplan_test_user | 6/3/14 6:37 AM AmericajLos_Angeles

Opening the Run Build Plan Wizard from the SA Client Library

1. Inthe SA Client Navigation pane, open the Library panel and select 0S Build
Plans.
2. Right-click on a listed Build Plan and select Run.
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dev.opsware.com [- =]
File Edt Wiew Tools Window Actions Help [ Logged in as: axis_osbuidplan_test_user

HP Server Automation - all

g 0S Build Plans

[ servers ) Properties
| Mg - Description Location Last Modfied Object ID ®
[[Saved Searches . Windows 2003 x64 Defaul Install Tristals the O5 USiNG ... JOPSWars[TooS[O5 .. 6/3[14 449 AM 740001 5|
r— Windows 2003 x64 WIM Instal Installs the OS using ... Opsware{Tools|OS .. 6/3/14 4149 M 390001
Windows 2008 Default Install Installs the OS using ... Opsware(Tools(OS .. 6/3/144:43 M 820001
Library Windows 2008 Guest Customization Prepare Windows 20... (Opsware(Tools(Build... 6/3(144:48 AM 200001
Windows 2008 R2 x64 DeFault Instal Installs the O5 using ... jOpswars(Tools(O5 .. 6/3(144:48 AM 450001
By Type | By Folder | Windows 2008 R2 %64 GUest Customization Prepare Windows 20... jOpsware/Tooks/Buid... 6/3/14 4148 aM 700001
[ Application Corfiguration Windows 2008 RZ x64 Hyper- Default Instal Installs the OS using ... Opsware{Tools[O5 ... 6/3/14 4148 AM 310001
@ Audt and Remediation Windows 2008 RZ x64 WIM Install Installs the OS using ... (Opsware(Tools(OS .. 6/3(14 448 AM 370001
Windows 2008 WIM Install Installs the 05 using ... (Opsware(Tools(O5 .. 6/3(144:48 AM 670001
453 Business Applications
£5 chef Contbonks Windows 2008 x64 Default Instal Installs the O5 using ... Opswars(Tools(O5 .. 6/3/144:48AM 80001
ief Cookbool
~ Windows 2008 x64 Guest Customization Prepare Windows 20... Opsware{ToolsfBuild... 6/3/14 4148 AM 130001
+-[4 Databases
&9 Extensions Windows 2012 R2 =64 DeFault Instal v Installs the O5 using ... (Opsware(Tools(O5 .. 6/3(14 448 M 830001
[# oOpen
ly 05 Build Plans Windows 2012 R2 %64 Guest Customization - Prepare Windows 20...  [Opswars/ToolsjBuid.,. 6[3/14 4:48 AM 190001
£ 05 Installation Proflles Windows 2012 RZ x6# Hyper-+ Install ; Installs the OS using ... [Opswars{Tools|O5 .. 6/3/144:48 AM 30001
R 05 Sequences Windows 2012 RZ x6% WIM Instal Locate in Folders Installs the 05 using ... (Opsware/TooksiOS ... 6/3/14 448 4M 550001
(57 Parkages Windows 2012 x64 Default Instal [ o Installs the OS using ... (Opsware(Tools(O5 .. 6314443 M 640001
BY Patch Polies Windows 2012 x64 Guest Custormization [— - Prepare Windows 20... jOpswars(Tools(Build... 6/3/144:49AM 660001
Windows 2012 x64 Hypsr-Y Instal Installs the OS using ... jOpswars(Tools(OS .. 6/3[144:48 AM 780001
& st %9 Windows 2012 x64 WIM Instal ¥ Delete Delet® | ol the OS using ... jOpswarefTook/0S .. 6/3/14 418 AM 110001 =
&7 scripts —
@
o seftware Poicies Windows 2008 x64 WIM Install ©
0 UNIX Users And Groups
) Windaws COM+ General ~
E windows 115 Metsbase
Marme: Windows 2008 x64 WIM Install
€5 windows 115 Settings
Description: Tnstalls the G5 using a WIM image
(5 windows Local Security Settings
& windaws Registry
&, Windaws Services
€] windows Users And Groups
Location: [Opsware{Tools/0S ProvisioningiC:5 Buld Plans/Windows
Last Modified:  6/3/14 4:48 AW
&) Devices Last Modified By: detuser
- Created: 3/27{14 5:37 AM
@ Yirtualization Created By i
‘(@ T Object I0: 150001
Reports
@ Jobs and Sessions
{S} Administration
»
1 item selected axis _osbuildplan_test_user | 8/3/14 7:43 AM Americajlos_Angeles

Opening the Run Build Plan Wizard from an Open Build Plan

1. Inthe SA Client Navigation pane, open the Library panel and select 0S Build
Plans.

2. Open the Build Plan.

3. From the Actions menu select Run
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é 05 Build Plan Red Hat Enterprise Linux Server 6 X86_64 Install
File Edt View

Open Enter

i Plan ltems

Add Alt+D

=] B3

o Add dction Ttem

ove | ¢ Bt | BB Copy Plan...
Remove Delete
114 T EEE—— Name
! W moveup Alk+Up
it For HP SA Agent (OGRS Script
B Histary 4 rove Down alt+Down gert ( bt}
— St Media Source (Python Script)
B Copy Plan... AlL+C onfigure Red Hat Default ks.cfg
Run... | Iniect Required Kickstart Settings (0GFS Seript)
S, [ Infect Kickstart Personalization Settings (OGFS Script)
6. 7 Creake Stub Parttion (Unix Script)
7. [ Copy Baot Media (Unix Script)
6. [ GRUB Boot Loadsr <66

9. & Deploy Agert: (Unix Script)
10, Embed files initrd (Unix Script)

12, ] Reboot (OGFS Seript)
13, £ wait For HP SA Agent [OGFS Seript)
14, £} Monitor Installation (OGFS Script)

11, 7 Instal bootioader For RedHat Enterprise Linux Server (Unix Script)

]

59 Add to Device Group

£ Apply Canfiguration File
9F attach Scftware Palicy
BY attach Patch Policy

59 Install ZIP Package

7 Run Seript

9¥ Remediate Server

£ Upload Configuration Fie

& Run Script 9

Script Type: - Python

Script: [fopswarelTacks/OS Provisiening/OS Buld Plan StepsiSet Media Source

Seleck

Farameters: ['nfs:(j@MediaServer@imntishare/rhels_XB5-64"

| axis _osbuidplan_test_user | 5/18/14 1:47 AM Americajlos_Angeles

Alternatively, you can select the Action menu, then Run > Build Plan and choose a target server
in the Run Build Plan window or use the search pane to search for a list of Build Plans.

Note: If the Run Build Plan option is not available in any of the previous examples, the SA

Agent on the targeted devices is not reachable.

Starting the Build Plan

1. In the Run 0S Build Plan window, confirm the selected Build Plan by pressing

Next.
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Run 05 Build Plan [_ O]

Select Build Plan (Step 1 of 3)
choose an OS5 Build Plan frorm the software library,

Filter: Select Filter

Current Filter; Hame

Name Dascription Folder
Red Hat Enterprise Linux Server 5 Instal Installs Red Hat Entarprise Linux Server fOpsware/ToolsfOS Provisioning/OS Build Plan| *
Red Hat Enterprise Linux Server 5 X86_6 Installs Red Hat Enterprise Linux Server /Opsware/Tools/O% Provisioning/©§ Build Plan

Red Hat Enterprise Linux Server & Instal Installs Red Hat Enterprise Linux Server /Opsware/Tools/O8 Provisioning/©5 Build Plan

d Hat Entarpri i r & Installz Red Hat Enterpr Build Plan

RedHat Enterprise Linux Server Guest CL Prepares Linux uirtusl server for customi fOpsware/Tools/Build Plans/Virtuslization/ Gue:

SAMPLE; Capture HP RAID Configuration Captures the HP RAID configuration from /©psware/Tools/ 08 Provisioning/©5 Build Plan
SAMPLE: Deploy HP Proliant RAID with R Deploys RAID configuration to a compati /Opsware/Tools/O8 Provisioning/©5 Build Plan
SAMPLE: Deploy HP Proliant RAID with ¥ Deploys RAID canfiguration to a compati /Opswara/Tools/08 Provisioning/O5 Build Plan

SAMPLE: Deploy HR RAID Configuration  Deploys 3 HP RAID Configuration to a se /Opsware/Tools/OS Provisioning/OS Build Plan| - |

Propetties: Staps:
Mame: Red Hat Enterprise Linus Server & Name Step Type

HEE_64 Install

ID: 860001 1 wait for HP 54 Agent Run GGFS Seript -
Desciption: Installs Red Hat Enterprise 2 Set Madia Source Run Server Script

Linux Server & 64 bits
Configure Red Hat Default ks.cfg  Apply Configuration Fils

Inject Regquired Kickstart Settings  Run ©GFS Script

) €Y €Y (Y & 9 Y

5 Inject Kickstart Personalization Se Run OGFS Script
3 Create Stub Partition Run Server Script
T Copy Boot Media Run Seruer Script
i L,:l GRuB Boot Loader x36 Install Zip
%5 Refresh Build Plan List gl »
2. Select one or more servers on which to run the selected Build Plan.
3. Press Start.
Run 05 Build Plan [_[O] x]

Select Servers to Provision (Step 2 of 3)

Choose one or more servers from the provisioning pool, You can also add a new iLO device or import iLO devices, by clicking the buttons
below. Ta add a servar to the paol, it must be netwark baoted using the Seruer Autornation boot imaga. Click the naxt butken if you want
to add more options to the Run ¢35 Build Plan Job or the start button to directly start the Q5 Build Plan,

Selected ©F Build Plan: (2 Red Hat Enterprise Linux Server & K86_&4 Install

75 Refresh Server List g AddilD Devices uy ImportilO Devices

Filter: Select Filter

Mo filter zelected

MAL IP Address 0% Facility Model

00:50 3 d Hat Enterpr

B provisioningl-vMware-yMware 00:50:56:19:04:00 192 168.191.76 5.11-%88 corvn

@a Back & Next
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4. The progress of the Build Plan job is displayed.
5. When the Build Plan job completes, the server is up-and-running and under SA
management.

Searching for Active/Completed/Failed Run Build Plan Jobs

1. Inthe SA Client Navigation pane, select Jobs and Sessions > Job Logs.
2. In the Jobs and Sessions list, Build Plan jobs are listed with the job type of Run 0S
Build Plan with a description that displays the Build Plan name.

|J0b 0= |Type |Descripti0n |

63850001 Run OS5 Build Plan Run 'AxIS_OSEP_Linux_CentdS_é_Static_64x86 for osprowwyc001' build plan fid = 45390001) against 1 serveris)
63540001 Run OS5 Build Plan Run ‘AxI5_QSBP_Linux_Oel_5_CD_S510x64 for asprowwc001” build plan (id = 48380001) against 1 server(s)
68330001 Run OS5 Build Plan Run "AxIS_OSER_Linux_Oel_5_DHCP_S10x64 For osprowyc001' build plan {id = 48370001 ) against 1 server(s)
63300001 Run OS5 Buid Plan Fun 'AIS_QOSEP _Linux_Oel_6_CD_é4x64 for osprovwo00]' build plan {id = 48350001) against 1 server(s)

658790001 Run OS5 Build Plan Run 'AxI5_05EP_Linux_Cel_&_DHCP_&4x64 For osprovyve001' build plan {id = 483400010 against 1 serveris)
68720001 Run OS5 Build Plan Run "AxIS_OSER_Linux_Oel_6_Static_64x86 For osprovie001' build plan {id = 48320001 ) against 1 server(s)
653710001 Run OS5 Build Plan Run ‘AxI5_QSEP_Linux_Rhel _S5_DHCP_S10xa86 For asprowyc001’ build plan (id = 483000017 against 1 server(s)
63700001 Run OS5 Buid Plan Run "&xIS_OSEP _Linux_Rhel _5_CD_5%:64 For osprowvwc001' build plan {id = 48310001} against 1 server(s)
68690001 Run OS5 Buid Plan Run "axIS_OSEP_Linux_Rhel_5_DHCP_S10x86_Http For osprowyc001 build plan {id = 45290001) against 1 serveris)
68670001 Run OS5 Build Plan Run ‘AxI5_QSBP_Linux_Rhel_S_OLPers_S9x64 For asprovec001' build plan (id = 452800017 against 1 server(s)
68660001 Run OS5 Build Plan Run "AxIS_OSER_Linux_Rhel_5_oldStatic_59x64 for osprowwcO01' build plan {id = 454270001) against 1 server(s)
68530001 Run OS5 Buid Plan Run 'axIS_QOSEP_Linux_Rhel_é_OLPers_gSx64-part-1 for osprovyc001’ build plan {id = 48260001 against 1 serve, .,
63530001 Run OS5 Build Plan Run "axIS_0SBP _Linux_Rhel_é6_CHCP_60x64_Workstation for osprovwwec001" build plan {id = 43230001} against 1 s...
68520001 Run OS5 Build Plan Run "AxIS_OSER_Linux_Rhel_é6_CD_é5x86 For osprowwc001' build plan {id = 48240001} against 1 server(s)

EEEEEE EEEEE EEE E

3. The Jobs and Sessions screen displays information about each Build Plan job
including
e JoblID
Job Type
Name of the Build Plan
Job Description
Number of servers the job was run against

Personalize Network Settings

SA supports complete network personalization, both during the provisioning process and for the
installed operating system. Network settings for existing servers can be also changed.

Network personalization is achieved using the hpsa netconfig custom attribute using
simple JSON (http://json.org/) syntax to specify the network configuration to be configured on
the target system. For example:

{
"hostname" : "testname",
"domain" : "test.domain.com",

"workgroup" : "someWorkgroup",
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"interfaces" : |

{

"macAddress": "11:22:33:44:55:606",
"enabled": true,

"dhcpv4d": true,

"ipv6Autoconfig": true,

"provisioning": true,

"dnsServers" : [ "192.168.0.30", "192.168.0.31", "FCO00:2::30",
"FC00:2::31" 1,

"dnsSearch" : [ "test.domain.com", "domain.com" ],
"winsServers" : [ "192.168.0.34" 7,

"staticNetworks": |

"192.168.0.123/24",
"192.168.0.124/255.255.255.0",
"FC00:2::123/64"

I

"vlanid" : 2,

"ipvdgateway": "192.168.0.1",
"ipvegateway": "FC00:2::1"

}

1,

"virtualInterfaces" : |

{

"interfaceName" : "br0O",

Mandatory and Optional Fields

If you do not specify the hpsa netconfig custom attribute, SA automatically determines the
interface used by the SA Agent to communicate with the SA Core when the personalization runs.
This interface, called the Provisioning Interface, is configured automatically through DHCP.
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If thehpsa netconfig custom attribute is present and contains interfaces, the macad-
dress field defaults to the MAC address of the provisioning interface if one is not present.
Because there is a single provisioning interface, there can only be one interface definition in
hpsa netconfig thatdoesnothaveaMACaddress.

MAC addresses are needed to uniquely identify the server's network interfaces. All other fields are
optional and have default values.

The hpsa netconfigformat doesnot make any assumptions about how the networks to
which the server is joined are configured. For this reason, only minimal validation is performed.
SA does not verify that the settings lead to valid connectivity between the SA Agent and the SA
Core. You should verify that the specified network settings will allow the SA Agent to connect to
the SA Core after they are applied. Other obvious error cases, such as disabling the provisioning
interface, are validated.

Description of Individual Fields

enabled

The enabled value handles the state in which the interface will be after the network is configured.
If the value is false, the interface will still be configured as intended, but it will be deactivated.

hostname, domain

The host name (also known as the computer name) is used to identify the node on the network.
The domain name is the DNS registered domain of the server. Together they account for the fully
qualified domain name (FQDN) of the server.

interfaces

A list of the system's physical network interfaces that are to be configured. Each interface (as iden-
tified by the MAC address) can have a single entry in the list.

macAddress

The Media Access Control (MAC) address of the network interface. Multiple formats are accepted,
colon or dash separated, or just a string of hexadecimal numbers.

dhcpv4
Controls the use of DHCP for acquiring IPv4 network addresses.
ipv6Autoconfig

Controls the use of IPv6 stateless address autoconfiguration (SLAAC) and DHCPv6 sim-
ultaneously. The IPv6 router should be configured to advertise DHCPv6 configuration. If not spe-
cified, depending on how the SA Agent is connected to the SA Core, it will be set to true (an IPv6
connection) or false (an IPv4 connection).

provisioning
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This field is used to explicitly specify the interface to be used for provisioning. Only one pro-
visioning interface is supported. Use of this field is not recommended outside of complex scen-
arios. In most cases, SA will be able to (and will) configure this automatically.

dnsServers, dnsSearch, winsServer

Controls the name resolution settings. The order in which the values are specified will be the
order of configuration. The first dns nameserver,dns domainorwinserver inthe list
will be the primary selection. DNS servers can be a combination of both IPv4 and IPv6 addresses.
For WINS servers only, IPv4 addresses are supported.

staticNetworks

A list of static networks to configure on the interface. IPv4 addresses can use the CIDR notation,
or IP address / network mask notation. IPv6 addresses will use the IP address / prefix length nota-
tion. The first address in the list will be the first one to be applied.

ipvdgateway/ipv6gateway

The IP version 4 default gateway or IP version 6 (next hop) address. <<Could these be changed
to IPv4 and IPv6 here?>>

vlanid
The VLAN ID used to tag packets for this interface.
virtualinterfaces

This section configures the non physical interfaces. These are not identified by their MAC address
but by their interfaceName. The virtual interfaces are configured similarly to the physical
ones (using fields as dhcpv4, staticNetworks, etc.)

interfaceName

Identifier for the configured virtual interface. This field is not necessary for the physical interfaces
which are identified by their MAC address.

Where is hpsa_netconfig Used?

You can personalize the network settings at different stages of the provisioning process. The net-
work can be personalized across all these stages, or selectively. For example it can start out with
DHCP-based provisioning and switch to static networking after the system is provisioned.

Service 0S with Personalized Network Settings

Servers can be brought into Maintenance mode using the static provisioning images, that provide
aboot configuration screen used to configure these network settings. In this case, the boot con-
figuration screen configures hpsa netconfig to be used throughout the provisioning pro-
cess. The network settings you specify in the boot configuration screen are applied to the final
installed 0S as well.
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For HP ProLiant Gen8 servers, you can also use the embedded service 0S for PXE-less and DHCP-
less provisioning, by registering the server with its iLO address and setting the hpsa net-
config custom attribute. In this case, the MAC address is mandatory, since the SA Agent has not
reported hardware information to the SA Core yet so the MAC address can not be determined auto-
matically.

The ability to configure the service 0S statically allows you to provision without DHCP and net-
work boot infrastructure (PXE and TFTP server).

During the Provisioning Process

Using the information from the hpsa netconfig custom attribute, SA automatically injects
the required settings in the OS installation profile for the provisioning interface to run the vendor
0S installer with the specified network settings. This is the only interface configured this way, and
only one IP address will be configured for it. Depending on whether the Service 0S used is IPv4-
or IPv6-based, the OS installer will have an IPv4 or IPv6 address as configured in hpsa necon-
fig for the provisioning interface.

For the OS installer on IPv6, although the protocol supports multiple IPs on the same interface,
you cannot have static and dynamic (SLAAC and DHCP) IPs at the same time. If you have both
static and dynamic (ipv6Autoconfig)definedin hpsa netconfig forthe provisioning
interface, only the static IP settings will be used.

This configuration only allows SA to install in an environment that does not use DHCP. The net-
work configuration is completed after the 0S is installed.

Network Personalization of an Installed System

The complete configuration of all network interfaces and all addresses (IPv4 and IPv6) can be
accomplished using Personalize Network Settings of Installed System
script as a Run Script step.

This step already exists in most baseline Build Plans. It can be added to any Build Plan or you can
create a separate Build Plan intended only for network configuration.

Because this step can lead to loss of connection to the SA Agent, it must always be followed by a
Wait for HP SA Agentstep.

Running the personalization step configures the targeted device in a series of steps: updating the
computer name (hostname), the domain and DNS information and the specified network set-
tings. After updating the network settings for a persistent configuration, a network stack reset is
executed. Then the SA Agent is forced to report the new hardware changes. All changes are plat-
form-specific, as the Personalize Network Settings of Installed System
step can detect the targeted platform.

Applying the new configuration must handle different possible scenarios. Updating the DNS and
domain information means reorganizing the previous configuration so that the new
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configuration will act as the primary (for example, setting the new DNS IP as the first
nameserverin /etc/resolv.conf). Updating the network settings requires clearing up
the old configuration (only the fields that are handled by the hpsa netconfig custom attrib-
ute) before committing to the new configuration, clearing and creating aliases if needed (one of
the cases would be if multiple static IPv4 networks are specified), and enabling or disabling the
dual-stack network interface.

Note: In all scenarios, the old configuration is preserved if you do not intentionally modify it.

Example:

Assume that the device already has three configured interfaces ("eth0", "eth1" with"ethl: 1"
alias, "eth?2"). Ifthehpsa netconfig custom attribute is set to configure "eth0" to static
with an alias and "eth1" to dhcp, the step applys the personalization to "eth0", creating the
alias, and to "eth1", deleting the existing alias (the result being: "eth0" with "eth0 : 1" alias,
"ethl", "eth2"). Other interfaces will remain unchanged (in this case, "eth2").

Red Hat Enterprise Linux, Cent0S, Oracle Enterprise Linux Platform

« Updated configuration files for the new computer name : /etc/hosts,
/etc/sysconfig/network.

o The hostname command is also executed for the runtime configuration.

« Updated configuration files for the domain and DNS information:
/etc/resolv.conf.

« Updated configuration files for the network specific configuration: /etc/sy-
sconfig/network and /etc/sysconfig/network-scripts/i-
fcfg-ethXX.

« Restarting network: /etc/init.d/network restart (this step could
lead to loss of connection to the SA Agent).

Ubuntu Platform

Network configuration does not support mapping in /etc/network/interfaces because
hpsa netconfigdoesnotsupport multiple naming. Example of unsupported configuration:

mapping ethO

script /usr/local/sbin/map-scheme
map HOME ethO-home

map WORK ethO-work

iface ethO-home inet static
address 192.168.1.1

netmask 255.255.255.0
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up flush-mail

iface ethO-work inet dhcp

o Updated configuration files for the new computer name: /etc/hosts,

/etc/hostname.

¢ Updated configuration files for the domain and DNS information: /etc/resolv.conf

and /etc/resolvconf/resolv.conf.d/original

« Updated configuration files for the network specific configuration: /etc/net-
work/interfaces

o Restarting network: /etc/init.d/networking restart (thisstep could lead to
loss of connection to the SA Agent)

SUSE Platform

« Updated configuration files for the new computer name : /etc/hosts and
/etc/HOSTNAME.

o The hostname command is also executed for the runtime configuration.

« Updated configuration files for the domain and DNS information:
/etc/resolv.confand /etc/sysconfig/network/config.

« Updated configuration files for the network specific configuration: /etc/sy-
sconfig/network/routes, /etc/sysconfig/network/ifcfg-
ethXxXand /etc/sysctl.conf.

« Restarting network: /etc/init.d/networking restart (this step
could lead to loss of connection to the SA Agent).

VMware ESXi Platform

Note: Network configuration is not supported for this platform because, after install-
ation, the ESXi 0S is agentless. Static network configuration is applied during install-
ation by injecting it into the Kickstart file.

Windows Platforms

The same configuration process can be used to apply persistent settings or to configure the
device when running the installer.

Applying personalization implies executing a series of Windows-specific commands that con-
figure the system with the specified information.

This also means that the configuration is visible immediately without the necessity to apply it
after reboot.

Note: The device must be rebooted so that the changes to the hostname (computer
name) are visible to the 0S.
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Personalize Network Settings of Installed Systems Build Plan

The Build Plan is created especially for network personalization of installed systems. It requires
the SA Agent to be in production after installation.

The network personalization is done as described in the sections above.

The Build Plan contains the Skip steps based on Custom Attribute step. This step allows
the Build Plan to take advantage of the Flow Control feature to skip or execute the Reboot step.
It has an predefined custom attribute: skip reboot, with a default value of no and, as argu-
ment, the number of steps to skip. If the value of skip rebootissetto yes, the Reboot step
is not executed. See also Flow Control Mechanism.

Example 1

A device has three configured interfaces (eth0, ethl witheth1 : 1 alias, eth2).

If hpsa netconfigissetto configure ethO to static with an aliasand eth1 configured to
DHCP, the personalization step applies the personalization to et h0 creating the alias and to
eth1 deleting the existing alias (the result being: eth0 with eth0:1 alias, ethl, eth?2).
Other interfaces remains unchanged (in this case, et h2).

Red Hat Enterprise Linux, CentOS, Oracle Enterprise Linux Platforms

« Updated configuration files for the new computer name: /etc/hosts,
/etc/sysconfig/network
o the hostname command is also executed for the runtime configuration
« Updated configuration files for the domain and DNS information:
/etc/resolv.conf
« Updated configuration files for the network specific configuration: /etc/sy-
sconfig/network, /etc/sysconfig/network-scripts/ifcfg-
ethXX
o Restarting network: /etc/init.d/network restart
« this step could lead to loss of connection to the SA Agent

Ubuntu Platform

Network configuration does not support mappingin /etc/network/interfaces because
hpsa netconfigdoesnotsupport multiple naming. Example of unsupported configuration:

mapping ethO
script /usr/local/sbin/map-scheme
map HOME ethO-home

map WORK ethO-work
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iface ethO-home inet static
address 192.168.1.1
netmask 255.255.255.0

up flush-mail

iface ethO-work inet dhcp

« Updated configuration files for the new computer name: /etc/hosts,
/etc/hostname
o the hostname command is also executed for runtime configuration
« Updated configuration files for the domain and DNS information:
/etc/resolv.conf,
/etc/resolvconf/resolv.conf.d/original
« Updated configuration files for the network specific configuration: /etc/net-
work/interfaces
o Restarting network: /etc/init.d/networking restart
« Step could lead to loss of connection to the SA Agent

SUSE Platform

o Updated configuration files for the new computer name: /etc/hosts,
/etc/HOSTNAME
o The hostname command is also executed for the runtime configuration
o Updated configuration files for the domain and DNS information:
/etc/resolv.conf,
/etc/sysconfig/network/config
« Updated configuration files for the network specific configuration: /etc/sy-
sconfig/routes, /etc/sysconfig/network-scripts/ifcfg-
ethXX, /etc/sysctl.conf
o Restarting network: /etc/init.d/networking restart
o Step could lead to loss of connection to the SA Agent

VMware ESXi Platform

Network configuration is not supported for this platform because, after installation, the ESXi 0S
is agentless. Static network configuration is applied during installation by injecting it into the kick-
start file.

Windows Platforms

The same configuration process can be used to apply persistent settings or to configure the
device when running the installer. Applying personalization implies executing a series of
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Windows specific commands that configure the system with the specified information. This also
means that the configuration is visible immediately without the necessity to apply it after reboot.

The device must rebooted so that the changes to the hostname are visible to the 0S.

Extending Windows Hardware Support

SA Windows Service 0S images are bundled with drivers for most common devices. However,
there will be cases when new hardware requires new drivers. The procedure below describes how
to add new drivers to existing Windows Service 0S images.

Decide which Windows Service 0S you will upgrade. For example:

« WinPE2.1 32-bit (built from Windows Server 2008/Windows Vista)

« WiInPE3.1 64-bit (built from Windows 7 SP1/Windows Server 2008 R2)

o WinPE4.0 64-bit (built from Windows 8/Windows Server 2012)

o Make a backup of the image and copy it to a Windows machine where you have
installed the latest WADK (http://technet.microsoft.com/en-us/lib-
rary/hh824947.aspx).

o Obtain the required drivers. For example, if you want to update a WinPE3.1 based
image, look for drivers for Windows 7 or Windows Sever 2008 R2.

o Use the procedure described on the Microsoft page Add Device Drivers on an Off-
line Windows PE Image
(http://technet.microsoft.com/en-us/library/dd799289\(v=ws. 10\).aspx).

« Replace original image with the modified image.

Joining a Windows Domain or Workgroup

Windows Build Plans also provide the ability to join a provisioned machine into a Windows Domain
or Workgroup. To do this, use the step called: Inject Windows Domain or Workgroup
Personalization Settings.

To use this step and join the machine to a Windows Domain, you must use the following custom
attributes:

o« DomainName: the name of the domain that you want the server to join.

e DomainUser: the user name which has the permissions to add the server to a
domain.

e DomainPassword: the password of the DomainUser.

To join the server to a Workgroup, you must use only one custom attribute:

e WorkGroup: the workgroup name.
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To use this step in new Build Plans, do the following:

o Ensure that this step is added after theConfigure Windows Default
Unattend.xml, Inject Required Unattend.xml Settings and
Inject Personalization Settings steps.

o Ensure that this step is added before the Run Windows Setup step.

o Use Custom Attributes, if necessary, as described in Defining Custom Attributes.

Provisioning an Already Provisioned Server

Build plans support re-purposing (reprovisioning) a server. You can do this either fully auto-
matically or manually.

Note: Reprovisioning can cause data loss on the server and decommissions the server in SA.
For more information on the effects of decommissioning, see the SA User Guide: Server Auto-
mation, “Deactivating a Server”.

Automatic Reprovisioning

To reprovision a server automatically, you use a Build Plan such as SAMPLE: Prepare
server for reprovisioning to Linux to prepare the server. You run this Build Plan
on the managed server. It decommissions the server and brings it into Maintenance mode. After
the Build Plan job completes, you can use any baseline SA Build Plan to provision to a new 0S.

For example, to reprovision the server with Windows, use a Build Plan based on SAMPLE: Pre-
pare server for reprovisioning to Linux, editing the parameters of the boot
step to prepare the server before starting the Windows provisioning Build Plan.

If you expect to be executing reprovisioning jobs often, you may want to create a Build Plan that

specifies both the reprovisioning steps and the steps that provision to a new 0S.

Manual Reprovisioning

SA supports manual preparation of servers for reprovisioning (for example, to boot using a boot
image in a DHCP-less environment). Before you can do this, you must manually decommission
(deactivate) the server from SA before booting it into Maintenance mode, see the SA Installation
Guide, “Uninstalling an SA Core".

Failure to decommission the server will lead to the server failing to boot into Maintenance mode
(due to a registration error with the SA Core).
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Note: Under certain platforms, a server can boot into Maintenance mode without being
decommissioned, however, this capability was designed for maintenance tasks only, not repro-
visioning, therefore a failure to decommission the server will lead to an inconsistent rep-
resentation of the server in SA. For example, old software policies might still be attached.

The Decommission Server procedure cannot be used in this setup because it disables the SA
Agent, so the step is not able to continue and will fail in the subsequent Wwait for HP SA
Agent step or any step that requires the SA Agent to be active.

Device Naming

Device Naming allows you to customize the name of a server when the server is not yet registered
with the SA Core or when you first boot a server into a Maintenance mode 0S.

You can also modify the server's name from the SA Client which will take precedence over the
Device Naming function. You can do this by specifying a set of rules to match certain device prop-
erties. This allows you to have different names based on the device information registered by the
SA Agent.

The rules must be added to the device discovery naming rules custom attribute asso-
ciated with the Server’s assigned Facility.

Therules are in the form of pairs of regular expressions and templates like:

REGEX1: :=TEMPLATE1

REGEX1: :=TEMPLATE?2
Where each REGEX tries to match a string constructed from the SA Agent reported information.
When a match is found, the TEMPLATE is applied to construct the server's name.

The TEMPLATE follows Python 2.7 format string conventions, where given a dictionary in the
form of

{key: [ {'inner key': 'valuel', wvalue2], ...}
you are able to reference the values as follows:

valuel = {key[0] [inner key]}

valuez2 = {key[1l]}

The dictionary used for the TEMPLATE is constructed by the SA Agent during hardware regis-
tration. The following fields are relevant:

o chassis id -chassisID
o dvc_ 1id -server SA object ID, machine ID
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o dvc mfg -server's manufacturer

« dvc_model - server's model interfaces\[0\]\[hw_addr\] - the MAC address of
the first reported network interface

o os_version - SA Agent reported 0S version

e serial num - serial number

e server location -server's location (only available for HP ProLiant blades)

e system name - hostname

e uuid-UUID

The following is a simple example:

.*server location.*::={system name}-{server location[rack]}-
{server location[enclosure]}-{server location[bay]}

This specification matches any server that reported a location and sets the name to the hostname
followed by rack, enclosure and bay.

The following is a slightly more advanced example:

.*ProLiant BL.*::={server location[rack]}-{server location
[enclosure] }-{server location[bay]}

.*ProLiant*::={serial num}
.*VMware.*::={system name}-{interfaces[0] [hw addr]}

The first line of this example matches only ProLiant BL servers and assigns a name. The second
line is needed only when the first line finds no matches and finds HP ProLiants other than the BL
model. The third line explicitly matches only VMware hardware and assigns the hostname fol-
lowed by the hardware address of the first network interface.
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Use Cases

Note: Before attempting the following use cases, you must have configured DHCP on the SA
Core. See the DHCP Configuration (IPv4 and IPv6) for SA Provisioning.

After you are familiar with SA Provisioning Basics, you are ready to start provisioning. The fol-
lowing are some examples that will help you get started.

Provisioning Windows-Based Servers

Provisioning Windows Server 2008 R2

1. Network boot a server as described in Network Booting.
2. On the network boot menu, select HPSA 0S Build Plan Service 0S8

Menu.

HPSA 05 Build Plan Service 05 Menu
HPSA 05 Sequence Build Agent Menu
Boot from local disk

Autoboot: Linux B4-bit Serwvice 03

Harduware Information

3. Select Windows 64-bit Service OS.
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Linux 64-bit Service 0S5

Linux 32-bit Service 08

Hindows 64-bit Service 03

Windows 64-bit Service 05 - WinPE4.8
Hindows 32-bit Service 03

Solaris 11 xB6 Serwvice 0S5

<—— Return to Main mMenu

HWindows 64-bit Service 05 (Wwinpeb4-ogfs)

4. Wait for the server to enter Maintenance mode.
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File Edit Wiew Settings Window Help

P @
Autoconfiguration Enabled . . . . : Yes
IPv6& Address. . . . . ... ... : fc00:810:1:0:bc2e:268d:53556:cf0fPreferred}
Temporary PG Address. . . . . . @ fe00:810:1:0:15b3:fb93:35c3:364 2(Preferred!
Link-local IPv6 Address . . . . . : feB0:bc2e:268d:9956:cf0%2(Preferred)
IPv4 Address. . . ... .....: 192.168.191.78(Preferred}
Subnet Mask . . ... ... ... 235235255192
Lease Obtained. . . . ... ... : Friday, May 16, 2014 2:16:31 AM
Lease Expires . . ... ... .. : Friday, May 16, 2014 5:16:31 AM
Default Gateway . . . . . . . . . : feB0:224:aBffe32:0d00%2
182.168.151.65
DHCP Server . ... ... ....: 192168158166
DHCPwE IAID . .. . .. ... .. : 33574998
DHCPvE Client DUID. . . . . .. . : 00-01-00-01-1B-07-9D-E{-00-50-56-82-65-A1
DMNS Servers . . ... ... ... : 1592168162138
MetBIOS over Tcpip. . . .. ... : Enabled
Starting up the HPSA OGFS agent.
Please remaove the boot CD you may have used up to this point before proceed to OS5 Provision
Server is now ready for provisioning.
4| | »
Lestupdated: 02:17:24 | [

WiInPE x64 (64 bit)
HP boot image version: 55.0.49583.0

510 || e 810] x|

o w

Note the server's IP address; this will help you identify the machine later on.
Start the SA Client and in the Navigation pane, select Library, set the view to By
Type and select 0S Build Plans...

From the displayed list of available Build Plans, select and open the Build Plan,
Windows 2008 R2 x64 Default Install.
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Fle Edt View Tools window

Servers

P Server Automation - corvo.dev.opsware.com

Actions

Help

Description

Location

Last Madified

Logged in as: axis_psbuidplan_test_user

I
[

[ saved searches ...

Advanced Search

By Type | By Folder |

[ Application Corfiguration =
@ Audit and Remediation

43 Business Applications

A Chef Cookbooks

(3 Databases

& Extensions

05 Build Plans

£y Packages

B Patch Palicies

Patches

7 Scripts

9 Software Palicies

% UNIX Users find Groups

5 Windows COM+

@ windows 115 Metabase

65 Windows 115 Settings

53 windows Local Security Setting
B windows Registry
%y Windows Services

L |
<fiff Devices

of

E’ virtualization

({f@ Wy

Reports

(] 0= 3ng sessions

& Administration

3 Windows 2003 WIM Instal
Windows 2003 64 Default Instal
Windows 2003 x6+ WIM Instal
Windows 2008 Default Install
Windows 2008 Guest Customization

Windows 2008 RZ x4 Guest Customization
windoves 2008 R2 x64 Hyper-¥ Defaulk Instal
Windows 2008 R2 x64 WIM Install

windowes 2008 WIM Instal

Windoves 2008 x64 Defaul Instal

Windous 2008 <64 Guest Customization
Windoves 2008 x64 WIM Instal

Windows 2012 k2 x64 Defaulk Instal

Wincowe 7119 07 54 G et C1ict -

Installs the OF using a WIM image

Instals the ©S using a generic default config. ..

Instalis the OF using a WIM image

Instals the O using a generic default config. ..

Prepare Windows 2008 virtual server For cu:

Prepare Windows 2003 R2 x4 virtual serv

Installs the O3 using a WIM image
Installs the OF using a WIM image

Instals the ©S using a generic default config. ..
Prepare Windows 2008 virtual server for cust...

Installs the ©5 using a WIM image
Installs the O3 using a generic default confi

Oranare Whindowe 2119 D7 vAd wirk

Instals the O using a generic default config. ..

{Opswars(Tools/OS ProvisioningfOS Build Fla. .
iOpsware(Tools/OS ProvisioningfOs Build Pla. .
{Opswars(Tools(OS ProvisioningfOS Build Pla. .
{Opsware(Tools/OS Provisioningfos Build Pla. .
{Opsware(ToolsBuild PlansiVirualization/Gu

iOpsware(Tools/Build PlansjVirtualization/Gue.
jOpswars{Tools/OS ProvisioningfoS Build Pla. .
iOpsware{Tools/O3 ProvisioningfOS Build Pla. .
{Opswars(Tools/OS ProvisioningfOS Build Fla. .
{Opsware(Tools/OS ProvisioningfOS Build Pla. .

JOpswars{Taalk/Buid Flans VirtualizationjGuz. .

{Opsware(Tools/OS Provisioningfos Build Pla. .
[Opsware[Tools/OS ProvisioningfOS Build Pla. .

s ara ol 1yl Dlanc ik

binn e

5/16/14 1105 AW
5/16/14 1106 AM
5/16/14 1:06 &M
5/16/14 1106 AM
5/16/14 1105 AN

5/16/14 1106 AM
5/16/14 1:06 AW
S/16/14 1:06 A
5/16/14 1:06 AW
5/16/14 1:05 AW
5/16/14 1:05 AM
5/16/14 1:05 AW
S/16/14 1106 &M

SMAN4 1S am

% Windows 2008 R2 x64 Default Install

General 2
Narne: Windows 2008 R2 164 DeFault Instal
Description: [installs the O5 using a generic default configuration from Microsoft
Location: [Opsware|Tools{OS Provisioning/OS Build PlansiWindows
Last Modfied:  5/16{14 1:05 AM
Last Modified By: - detuser
Created: 5/5(14 10:35 AN
Created By: opsware
Object 1D: 670001

8. In the Build Plan Edit window, from the Views panel tree, select Build Plan Items.
A list of Build Plan steps is displayed.

9. From the listed steps, select Set Media Source. The Run Script panel displays the
Parameter setting for this step. Note the default protocol, SMB, and the media

path

/osmedia.
10. Select the Run Windows 2008 R2 x64 Setup Build Plan step
11. In the Parameters field, note the path under which “setup.exe’ is expected to be
found, z : \windows\2008x64\r2\setup.exe.
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ER 05 Build Plan Windows 2008 R2 #64 Default Install
File Edit Wiew Actions Help

JHI=1 3

[ | = Remove | it Bt | BB Copy Plan...

2| Properties

b Add Action Item

5 I Name

Q Custom Attributes T wiait for HP 5 Agert (OGFS Seript)

B nstory - validate Job Settings (OGFS Seript)

- Q iZonfigure Windows 2008 RZ x64 Default Unattend, xml
Z“} Inject Required Unattend.xml Settings (OGFS Script)

- E‘; Inject Personalization Settings (OGRS Script)

m 3 Set Media Source (Python Script)

= E‘} Run Windows 2008 R2 x64 Setup (Mindows BAT Script)
Z“} Integrate HP 54 Agent {OiEFS Script)

- &} Reboot (OGFS Script)

i = ﬁ Wait For HP S Agent (OGFS Script)

10 NONEEEICY 1 Rl ¢ I -

12, Z“} Wit For HP S& Agent (OGFS Script)

11, i E}’ Personalize Metwork Settings of Installed System (Python Script)

@? Add ta Device Group

éj Apply Configuration File
L?JV Attach Software Policy
@j’ Attach Patch Palicy

Qﬁ Install ZIP Package

fj Run Script

9 Remediate Server

Q Upload Configuration File

& Run Script LY

Script Type:  Windows .BAT

Script: I,iOpsware,iToolsp’OS Prawisioning/0S Build Plan Stepswindows/Run Windows 2008 R2 x64 Setup

Select |

IParametars: I"z:'Lwindﬂwslznnﬁxsﬂrzlsatup.exe"

12. Prepare a media server and a SMB share with the Windows Server 2008 R2 1SO

unpacked under:

/osmedia/windows/2008x64/r2/

a concatenation of the Set Media Source and Run Windows 2008 R2 x64 Setup para-

meters.

13. In the Edit Build Plan Views pane, select Custom Attributes.
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§ 05 Build Plan Windows 2008 R2 x64 Default Install
File Edit Wiew Actions Help

Mame - Walue =
E AdminPasswor d |
6] Computerhlame
W DomainName
6] DomainPasswor d
) DomainUser
6] DriversPath
% hpsa_netconfig
& Language
] Locale
W] MediaServer
5 Productkey
%] require_netconfig
6] SystemDiskhumber
WE]  SystemDrive
6] WindowsImagshiame
) WindowsPartitionID

|

14. Complete the MediaServer and ProductKey custom attributes as follows:
o MediaServer is the hostname or IP address of the media server.
o ProductKey must be a valid Microsoft Windows Server 2008 R2 product
key.

Optional: If you want to add an additional driver search path, specify the Driver-
sPath custom attribute field as well.

Optional: When installing in a language/locale other than US English, in addition to
selecting an appropriate media for installation, two custom attributes are defined in
the default unattend. xml for convenience:

Language and Locale.
- Language: specifies the display language of the installed system

- Locale: specifies the locale (time and currency format, keyboard maps, etc.) of the
installed system

- Both custom attributes are in IETF language tag format (for example, en-Us for
US English, ja-JA for Japanese, etc.)

HPE Server Automation (10.22) Page 64 of 252



User Guide: Provisioning

15. Save the Build Plan by pressing Ctrl+S or File > Save.
16. From the Actions menu select Run...

(D]

¥ 05 Build Plan Windows 2008 R2 %64 D

File Edt  View Help

Open Enter

Add A+
o Add Action Tkem
Remove Delete =,
Name | 9 e to pevice graup
Wove Up Alc+Up 21 nealy Conf }
Veve D . ait For HP 54 Agerit (OGFS Script) &) Apply Corfiguration File
T Hst love Down onn @ i
O atary T T slidate Job Settings (QGFS Saript) 9 Attach Software Poiicy
Copy Plan... Al+C anfigure Windows 2008 R2 164 Default Unattend, sl By attach Patch Policy
Run.. njct Required Unattend,xml Settings (OGFS Scripty L:Jj Install ZIP Package
§ -] Inject Personalization Settings (OGFS Script) 7} Run Seript
6. -] et Media Source (Python Script) (2F Remediate Server
7. -7} RunWindows 2008 R2 x&4 Setup (Windows AT Script) &) Uplaad Configuration File
8. - Integrate HP SA Agent (OGFS Scrpt)

9. 7] Reboot (OGFS Script)

10, - £ wait For HP 56 Agent (OGFS Stript)

11, ] Personalize Network Settings of Installed System (Python Script)
12, - wait For HP 56 Agent (OGFS Stript)

=
& Run Script L
Seript: [ropsare(Toclsios 03 Build Plan Step: P Settings Select

Seript Type: OGRS

: [-req o i

17. The Run 0S Build Plan window is displayed. Confirm the Build Plan selected by

pressing Next.

[ D[]

select Build Plan (Step 10of 3)
Choose an 0% Build Plan from the software library,

Filter: Select Filter

Current Filter: Harme

Description Folder
default &
Windows 2008 R2 x64 Guast Custornizal Prepare Windows 2008 R2 x64 vitual se /Opsware/Tools/Build Plans/Virtualization/Gue:
windows 2008 R2 x64 Hyper-V Default I Installs the OF using = generic default ¢ /Gpsware/Tools/ O3 Provisioning/OS Build Plan
Windows 2008 R2 x64 WIM Install Installs the 0% using a WIM image fGpsnare/Tools(O8 Provisioning/ 0 Build Plan
Windows 2008 WIM Install Installs the OF using 3 WIM image fOpsware/Tools/OS Provisioning/ 0% Build Plan
Windows 2008 =64 Default [nstall Installs the OF using a generic default ¢ /Opsware/Tools/O3 Provisioning/OS Build Plan
Windows 2008 =64 Guest Customization Prepare Windows 2008 virtual server for  /Opswara/Tools/Build Plans/Virtuslization/Gue:
windows 2008 =64 WIM Install Installs the OF using a WIM image fopsware/Tools(O8 Provisioning/ 0 Build Plan_c
Windows 2012 R2 x64 Default Install  Installs the OS using a generic default & /Opswara/Tools/OS Pravisioning/ O Build Plan | +
Properties: Steps:
Marmet Windows 2008 R2 x64 Default Install Name Step Type
1Dt 670001 = - -
Description: Installs the ©% using a generic 1 [ Wait for HR SA Agent Run O&FS Seript
default configuration from Micrasoft 2 [ validsts Job Settings Run OGFS Seript
2 4] Configure Windows 2008 R2 x84 [ Apply Configurstion File
4 ) Inject Required Unattend.xml Set Run $GFS Script
5 7] Iniect Personalization Settings Run ©GFS Seript
&[] SetMadia Source Run Seruer Script
7 & FRunwindows 2008 R2 x64 Setup  Run Server Script
& ) Integrate HP GA Agent Run OGFS Script =]
% Refresh Build Plan List 5]
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18. The next screen displays a list of available servers. Select the server on which to
run the Build Plan (for this example, the previously network booted machine).

19. Press Start. The progress of the Run Build Plan job is displayed.

20. When the Run Build Plan job is complete, the server should be up-and-running and
managed by SA.

Provisioning Linux-Based Servers

Provisioning Red Hat Enterprise Linux 6 x86_64

1. Network boot a server, as described in Network Booting
2. In the network boot menu, allow the *Autoboot:™ option to boot (the default out-
of-the-box is Linux 64-bit Service OS.

Alternatively, select HPSA OS Build Plan Service OS Menu, then choose
Linux 64-bit Service OS.

Wait for the server to enter Maintenance mode.
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waiting for hard

ting hardware. ..
waiting for hardware to initialize...

Aunning anaconda 13.£1.195, the Red Hat Enterprise Linu

zing 192.168.191.66:3881 a=s Agent Gateway.
Pleaze wait for the =zerver to register with the HP 3A c
Berver successfully registered with the HP3A core.
P3A Server 1D : 4HHH1
s Link encap:Ethernet HUWaddr BB:5H:56:82:64:F9
inet addr:192.168.191.75 Becast:192.168.191.1

Link encap:Local Loopback

inet addr:127.8.8.1 HMask:255.H.8.H
Bbtarting up the HPSA OGFS agent. ..
Bberver is now in MAINTENANCE mode.

3. Note the server's IP address and the HPSA Server ID; these will help you identify
the server later on.

4. Start the SA Client and in the Navigation pane, select Library and set the view to
By Type and select the 0S Build Plans folder.

5. From the displayed list of available Build Plans, select and open the Build Plan,
Red Hat Enterprise Linux Server 6 X86 64 Install.
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g 05 Build Plan Red Hat Enterprise Linux Server 6 X86_64 Install M=l E3
File Edit “iew Actions Help

% Properties
General &
b "@ Custom Attributes Mame: IRed Hat Enterprise Linux Server 6 %86_64 Install
B C Histary Description:

Installs Red Hat Enterprise Linus Server & 64 bits

Location; 1Cpsware/Tools)O3 Provisioning/035 Build Plans/Linux Select
Last Modified: 5/16/14 1:05 AM

Last Modified By: detuser

Created: 5/5/14 10035 AM

Created By: opsware

Obiject 1D: 660001

6. In the Build Plan Edit window, from the Views panel tree, select Build Plan Items.
A list of Build Plan steps is displayed.

7. From the listed steps, select Set Media Source. The Run Script panel displays the
Parameter setting for this step. Note the protocol, NF'S, and the media path
/mnt/share/rhel X86-64.
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05 Build Plan Red Hat Enterprise Linux Server b X86_64 Install

File Edit View Actions Help

Froperties | = Remove | 4 4 | B8 Copy Flan..,

ok add Action Ttem

mon
-9 Build Plan Ttems | Name

‘Q Custom Attrbutes 8 Wait For HP S& Agent (OGFS Script)

1
2 o a’ Set Media Source (Python Script)

3 = Q Configure Red Hat Default ks,cfg

4 b 8 Inject Required Kickstart Settings {OGFS Script)

5 i a Inject Kickstart Personalization Settings (OGFS Script)
6 a Create Stub Partition (Unix Script)

7 8 Copy Boot Media {Unix Script)

8. [ GRUB Boot Loader x86

9, a Deploy Agent {Unix Script)

10, - 8 Embed files initrd {Unix Script)

12. {7 Reboot (OGFS Script)
13. 8 Wait For HP S& Agent (OGFS Script)
14, i a Monitor Installation {OGFS Script)

1. a Install bootloader for RedHat Enterprise Linux Server {Unix Script)

@ Add ta Device Group

é;j Apply Configuration File
\-Z" Attach Software Policy
E” Attach Patch Policy

E-’ Install ZIP Package

a Run Scripk

9 Remediate Server

é;j Upload Configuration File

-]

i Run Script 2

Script Type:  Python

Script: IfOpswarsITuUIs,iOS Provisioning/05 Build Plan StepsjSet Media Source

Select

Parameters: I"nFs1H@Med\aSarver@fmnt)’share,l’rhe\s_xa6—64"

8. Prepare an NFS share with the Red Hat Enterprise Linux 6 x86_64 DVD extracted

under /mnt/share/rhel X86-64.

9. In the Edit Build Plan Views pane, select Custom Attributes.
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é 05 Build Plan Red Hat Enterprise Linux Server b X86_6<4 Install
File Edit VWiew Actions Help

[H[=] E3

Properties —
E; Build Plan Items
'@ Custom Attributes
B History

hamne -

B
boot_disk ;I
hpsa_netconfig
kernel_arguments

MediaServer L”
require_netconfig
root_password

10. Complete the MediaServer custom attribute field with the hostname or IP

address of the machine serving the NFS share you prepared previously.
11. Save the Build Plan by pressing Ctrl+S or use File > Save.
12. From the Actions menu select Run...

HPE Server Automation (10.22) Page 70 of 252



User Guide: Provisioning

05 Build Plan Red Hat Enterpri inux Server & X86_64 Install

File Edit Wiew | Actions | Help

g Open Enter
q A ove | B | BB copy Plan... o Add action Teem
femeve oele Name | 59 add bo Device Group
) @ Costor sy B Mve o o ait For HP SA Agent (OGFS Seript) 2| | &) el Configuration File
B Hsory @ w et Media Source (Python Script) \?JV Attach Saftware Policy
Capy Plan... Alt+C onfigure Red Hat Default ks.cfg ET Attach Patch Policy
Run... nject Required Kickstart Settings (0GFS Scripk) ':" Install ZIP Package
5. /3 Inject Kickstart Personalization Settings (OGRS Script) @ Run Script
&, a Create Stub Partition (Unix Scripk) g‘v Remediate Server
7. @ Copy Boot Media (Unix Script) @ Upload Configuration File
8 [ GRUB Boot Loader x86
a. /3 Deploy Agent {Unix Script)
10, {7 Embed Files initrd (Unix Script) I
11, @ Install bootloader for RedHat Enterprise Linux Server {Unix Script)
12, [} Reboot {OGFS Script)
13, ﬁ ‘Wait For HP S& Agent (OGFS Script)
14, a Monitor Installation (QGFS Scripk) ;I
Script: IJ‘OpswareiTnn\siOS ProvisioningfQS Build Plan Steps/Set Media Source Select

Script Type:  Python

Parameters: I"nFs:,iI@MadiaSarver@)’mnt,ishare;’rhels_xﬁs—ﬁ‘t"

| | axis_osbuildplan_test_user ‘ Sf16/14 1:47 AM AmericajLos_Angeles

13. The Run 0S Build Plan window is displayed. Confirm the Build Plan selected by
pressing Next.
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un DS Build Plan

Select Build Plan (Step 1 of 3)

Choose an ©F Build Plan frorm the software library,

O[]

Filter:

Mame

Red Hat Enterprise Linux Server 5 Instal
Fied Hat Enterprise Linux Server 5 R86_6
Fed Hat Enterprise Linux Server & Instal

Red Hat Enter

Description
Installs Red Hat Enterprise Linux Server
Installs Red Hat Enterprise Linux Server

Installs Red Hat Enterprize Linux Server

2| Installs Red Hat Entar

Select "

Current Filter: Hame

Folder
fOpsware/Toals/ 05 Provisioning/OS Build Plan |+
fOpsware/Tools/ S Provisioning/ 0§ Build Plan
fOpsware/Tools/ @5 Provisioning/ OS5 Build Plan

Build Plan

RedHat Enterprize Linux Server Guest CL
SAMPLE: Capture HP RAID Configuration
SAMPLE: Deploy HP ProLiant RAID with R
SAMPLE: Deploy HP ProLiant RAID with W%

SAMPLE: Deploy HP RAID Configuration

Propertias:

Marne: Red Hat Enterprise Linux Server &
WE6_&4 Install

ID: &60001

Description: Instslls Red Hat Enterprize
Linux Server & £4 bits

¥ Refresh Build Plan List

Prapares Linux virtual saruver for custami
Captures the HP RAID configuration from
Deploys RAID configuration to a compati
Deploys RAID configuration to a compati

Deploys 5 HP RAID Configuration to a se

Steps:

Name
W ait for HP SA Agent

Set Media Source

Craate Stub Partition
Copy Boot Media

GRUB Boot Loader x86

@ 0 Y 0 @ & O Y

configure Red Hat Default ks.cfg  Apply Configuration File
Inject Required Kickstart Settings Run OGFS Script

Inject Kickstart Personalization Se Run OGFS Script

fOpsware/Tools/Build Plans/Virtualization/ Gue:

fOpsware/Tools/ S Provisioning/ 0§ Build Plan
fOpsware/Tools/ @5 Provisioning/ OS5 Build Plan
fOpsware/Tools/ OF Provisioning/ 0§ Build Plan

fOpsware/Toals/ 05 Provisioning/OS Build Dlanu

Step Type
Run OGFS Script o

Run Servar Script

Run Servar Script
Fun Seruer Script

Install Zip

&

14. Select the server on which to run the Build Plan (the previously network booted

machine).

15. Press Start. The progress of the Build Plan job is displayed.
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88 'Run 05 Build Plan M=l E3

Select Servers to Provision (Step 2 of 3)

Cheose ane o mare servers fram the provisioning pael, You can alse add a new iLO device or impart iLO devices, by dicking the buttans
below, To add a server to the pool, it must be network booted using the Server Automation boot image. Click the next buttan if you want
to add rmore aptions to the Run OS Build Plan Job or the start buttan to directly start the OS Build Plan.

Selected OS5 Build Plan: 23 Fed Hat Enterprize Linux Server & XE6_64 Install

% Refrash Server List g Addil0 Devices puy ImportilD Devicas
Filter: select Filter @J
Mo filter selacted
Name MALC IP Address Facility Model

?%" provisioningl-VMware-Wkware 00:50:56:19:04:00 192,168.191.76 S.11-Kee corvo

4 Back & Next

16. When the Build Plan is complete, the server should be up-and-running and Man-
aged by SA.

Provisioning Solaris x86-Based Servers

Provisioning Solaris 11.1 x86

1. Network boot a server, as described in Network Booting.
2. On the network boot menu, select HPSA O0S Build Plan Service OS

Menu.
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HPSA 05 Build Plan Service 05 Menu >

HPSA 05 Sequence Build Agent Menu >
Boot from local disk

Autoboot: Linux 64-bit Service 035

Hardware Information

3. Select Solaris 11 x86 Service OS.

Linux B4-bit Service 035

Linux 32-bit Service 03

Hindows 64-bit Service 03

Hindows 64-bit Service 05 - WinPE4.8
Hindows 32-bit Service 03

Solaris 11 xB6 Service 03

<-— Return to mMain mMenu

Solaris 11.1 x86 OSBP Service 03

4. Wait for the server to enter Maintenance mode.
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By Type and select the 0S Build Plans folder.

IP Server Automation
File  Edit

Wiew  Tools  MWindow

orva.dev.opswari

Actions

Help

[2f Logged in as: axis_osbuildplan_test_user

Note the server's HPSA Server ID. This will help you identify the machine later on.
Start the SA Client and in the Navigation pane, select Library and set the view to

From the displayed list of available Build Plans, select and open the Build Plan,
Solaris 11.1 x86 Default Install.

[_[O]x]

| servers

Mame

Mame -

Description Location [Last Modfied |

| saved searches ..

Adwanced Search

By Type | By Folder |

Application Configuration

Audit and Remediation
i3 Business Applications
L5 Chef Cookbooks

4l Databases

&5 Extensions

3 05 Buid Plans

9t software Policies

UNIX Users And Groups
Windaws COM+

@ Windows 115 Metabase
5 Windows 115 Settings
59 Windows Local Security Setting
Windows Registry
Windows Services

of Devices

Il virtuaization

Gpom

i Reports

@j Tnbs and Sessinns

{‘I‘} Administration

%

SAMPLE: Deploy HP RAID Configuration

SAMPLE: Windows 'WIM Image Capture
Solaris 10 %6 Defaulk Inskal
Solaris 11 %6 Defaulk Inskal

SUSE Linuzx Enterprise Server 11 Install

Switch to UEFT boak mode and Power OFF
Ubuntu Server 12,04 586 Install
Vihiinb Savusr 17 Nd VAR Ad Trckall

SAMPLE: Prepare server for reprovisioning to Linux
SAMPLE: Windows 2003 Install to Alternats Drive

SUSE Linuz Enterprise Server 11 X56_64 Install
SUSE Linux Enterprise Server Guest Customization
Switch to Legacy BIOS boot mods and Powsr OFF

Deploys a HP RAID Configuration to a server

SAMPLE: Deploy Ubuntu Server 12,04 X86_64 Ins... Installs Ubuntu Server 12,04 64 bits on a Pro...

Prepare managed server for re-provisioning. ...
Installs the OS to & non-C drivs lstter using a...
Caphure & Windows volume into a WIM imags.
Installs Oracls Solaris 10 286

Installs Oracls Solaris 11 11711 x86

Installs SUSE Linux Enterprise Server 11

Installs SUSE Linux Enterprise Server 11 64 bits
Prepares Linux virtual server For customizatio,
Switches HP ProLiant server ko Legacy BIOS ...
Switches HP ProLiant server ko UEFT book ma, ..
Installs Ubuntu Server 12,04 32 bits

Trekalle 1k inby Sarvar 17 N Ad kike

JOpsware{Taols/OS Provisioning/0S Build Plans
JOpsware{Taols/OS Provisioning/0S Build Pla. .
JOpsware{Taols/OS Provisioning/0S Build Pla. .
JOpsware(Tools|OS Provisioning/OS Build Pla.
JOpsware(Tools/OS Provisioning/OS Build Pla. ..
JOpsware{Tools/OS Provisioning/OS Build Pla. ..
JOpsware{Tools|OS Provisioning/OS Build Pla,

JOpsware(Tools/OS Provisioning/OS Build Pla. ..
JOpsware{Tools/OS Provisioning/OS Build Pla. ..
JOpsware(Tools/Bulld Flans/VirtuslizationjGue., .
JOpsware{Tools/OS Provisioning/OS Build Plans
JOpsware(Tools/OS Provisioning/OS Build Plans
JOpsware{Tools/OS Provisioning/OS Build Pla. ..

e israiTanle MO Drnuici 1OV P i Dls

S{16(14 105 AM -
5/16/14 1:06 AW
5/16/14 1:05 AM
5/16/14 1:06 AM
5/16/14 1:06 AM
5/16/14 1:06 AM
5i16/14 1:05 AM

5/16/14 1:05 Ak
5/16/14 1:06 Ak
5/16/14 1:06 A J
5/16/14 1:05 Ak
5/16/14 1:06 A

S{16/14 1:05 AM
Shisitains o =

% Solaris 11.1 x86 Default Install 8

General a
Mame: Solaris 11,1 =66 Default Install

Description: [installs Oracle Salaris 11.1 386

Lacation: JOpsware|Tonls/OS Provisioning/OS Build Plans/Solaris

Last Modified:  5/16/14 1:08 &M

Last Madified By: detuser

Created: 5/5/14 10:35 AM

Created By: opsware

Object 1D 80001
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8. In the Build Plan Edit window, from the Views panel tree, select Build Plan Items.
A list of Build Plan steps is displayed.

9. From the listed steps, select Set Media Source. The Run Script panel displays the
Parameter setting for this step. Note the protocol, NF'S, and the media path
/mnt/share/solaris/Solarisll.1-x86.

& 05 Build Plan Solaris 11.1 %86 Default Install [_ O] <]
Fle Edt View Actions Help

+/iE] Properties
-5 Bulld Plan Items

| = Rremove | B & | BB Copy Plan...

o Add Action Item

[ Nome

| 6 a0 o Davice Grou
4] Custom Attribut = e
5] Custom Attributes L 5] walt For He 5 Agert (0GFS Serpt) «| | &) Apply Configuration File
B ory 9 attach Softwars Py
3. 4] Configure Solaris 11 Default &l B Attach Patch Policy
4. &) Configurs Solaris 11.1 Default sc.xml (€ Install ZIP Packags
5, 7 Inject Required Al Settings (Python Seript) 7 Run Seript
6 Inject Al Personalization Settings (Python Script) |9 Remediate Server
= T
7. 3 Create Solaris Stub Partition (Pythen Script) £ Upload Configuration File
8 3 Copy Salaris Boot Media (Python Script)

9, 3 Deploy Agent (Unix Script)

10, &} Integrate Solaris 11 HP 54 Agent (Python Script)
11~} Madfy Book Archive (Python Script)

12, [} Deploy Solaris Boot Files (Python Script)

13, 7 Install Solaris Grub (Python Script)

=l
Seripk: [1opswate{Taok(GS Provisioning/Os Buld Flan Steps/Set Medis Sourcs Selact
Scripk Type:  Python
IParameter;: [Ffsii@iediaServengmntjsharefsolaris/Solaris1 11486 —-resolve-hostname |

10. Prepare an NFS share using the Solaris 11.1 x86 AI Install (D
extracted under

/mnt/share/solaris/Solarisll.1-x86

11. Ensure that your network has access to a Solaris 11.1 IPS package repository,
either:
« The official Oracle repository at http://pkg.oracle.com/solaris/release/.
« A self-hosted repository available through HTTP (see your Oracle doc-
umentation for set up information)
12. In the Edit Build Plan Views pane, select Custom Attributes.
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é 05 Build Plan Solaris 11.1 %86 Default Install

File Edit ‘iew Actions Help

&) Properties
-3 Build Plan Ttems

2] Histor

Mame

baot_disk =]
encrypted_root_passward
htkp_prasy

ps_
Hediaserver |

|

13. Complete the MediaServer and ip source custom attribute field:

e MediaServer must be the hostname or IP address of the NFS share you
set up earlier.

e ips source must be the complete URL for accessing a Solaris 11.1 IPS
package repository. Optional: specify the ht tp proxy custom attribute
if the IPS repository is only accessible through a proxy.

14. Save the Build Plan by pressing Ctrl+S or using File > Save.
15. From the Actions menu select Run...
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[_[o]x]
e = _
g add a4
ove | 4 & | BB Copy Plan... o Add Action Trem
= Remove Delete —
T — Name | I Add to Device Group
Move Up alt+Up
Custom Aty r
2 Ustom $ o Aee ait For HP SA Agent (OGFS Script) &1 Apply Configuration Fie
Ll Hists L lowe Down oI .
Istory et MediaSource [Pythan Script) | attach Saftware Policy
Copy Plan Alt+C onfigure Solaris 11 Defalt alxml By attach Patch Policy
onfigure Solaris 11.1 Default sc.xml (€ Install ZIP Packags
77 Injiect Required AT Settings (Python Script) ) Run Seript
7 Inject Al Personalization Settings (Python Script) |2 Remedists Server
r ’
Create Solaris Stub Partition (Python Script) £ Uplnad Configuration File

£ Copy Solaris Boot Media (Pythan Script)

7 Deploy Agent (Unix Script)

10, 7} Integrate Solaris 11 HP 54 Agent (Python Script)
11, &} Modfy Book Archive (Python Script)

12, 7} Deploy Solaris Baot Files (Python Script)

13, &} Install Solaris Grub (Python Script)

14, 7} Rebook (OGFS Script)

) it For HP 54 Agent {OGFS Script)

16, &} Manitor Solaris 11 Installation (OGFS Script)
17, &} Rebook (OGFS Script)

18, ") it For HP SA Agent (OGFS Script)

16. The Run 0S Build Plan window is displayed. Confirm the Build Plan selected by
pressing Next.

1H[=] E3
Select Build Plan (Step 1of 3)

Choose an OF Build Plan fram the software library,

Filter: Select Filter
Current Filtar: Mame
Name Description Folder

SAMPLE: Deploy Ubuntu Server 12,04 ¥2 Installs Ubuntu Server 12,04 &4 bits on /Opsware/Toals/OS Provisioning/OS Build Plan| *
SAMPLE! Prepare seruer for reprovisionin Prepare managed ssruer for re-pravisior /fOpszware/Tools/OS Provisioning/OS Build Plan
SAMPLE: Windows 2003 Install to Alternz Installs the O5 to a non-C drive letter us fOpsware/Tools/ 05 Provisioning/ 25 Build Plan
SAMPLE: Windows WIM Imsge Capture  Capture a Windows volume inte & WIM | /Opsware/Toals/ OS5 Provizioning/ 0S5 Build Plan
Solaris 10 x26 Default Install Installs Qracle Solaris 10 =86 fOpswarefTools/ QS Provisioning/CS Build Plan

Solaris 11 %86 Default Install Installs Oracle Solaris 11 11711 x86 fOpswarefToolsfOS Provisioning/OS Build Plan

Default Install

SuSE Linux Enterprise Server 11 Install  Installs SuSE Linux Enterprise Server 11 /Opsware/Tools/ 05 Provisioning/©5 Build Plan

SuSE Linux Enterprise Server 11 ¥BE_64 Installs SuSE Linux Enterprise Server 11 fOpszware/Tools/OS Provisioning/OS Build Dlanu

Properties: Steps:
Marne: Solaris 11,1 x86 Default Install Name Step Type
ID: 580001 = - :
Dascription: Installs Oracle Solaris 11,1 xg6 | | 1 (f Waitfor HP SAAgent Fun QEFS Seript
2z [} setMadia Sourca Run Server Script
3 41 configure Solaris 11 Defsult aixr Apply Configuration File
4 &1 configure Solaris 11,1 Default sc.: Apply Configuration File
5 [ Irject Required AI Gettings Run Server Script
? Inje arzonslization Settings  Run Saruer Scrip
& [ InjetAIP lization Sett Run & Seripk
7 Fj Create Solaris Stub Partition Run Server Script
8 [} copy Solaris Boot Media Run Server Script
%% Refresh Build Plan List Gl »
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17. Select the server on which to run the Build Plan (the previously network booted
machine).
18. Press Start. The progress of the Build Plan job is displayed.

& Run 05 Build Plan [_[C]
Select Servers to Provision (Step 2 of 3)

Choose one or maore servers from the provisioning pool, You can also add a new ILO device or import iLO devices, by dicking the buttons
below. To add a server to the pool, it must be network booted using the Server Automation boot image. Click the next buttan if you want
to add more options to the Run ©G Build Plan Job or the start button to directly start the ©5 Build Plan,

Selacted OF Build Plan: (£ Solaris 11.1 86 Defaulk Install

%3 Refresh Server List dp AddilD Devices i3 ImportilD Devices
Filter: Select Filter @l
Ma filter selected
Name MALC IP Address 0s Facility Model
Bl minint4foajcVMuare 00:50:56:82:65:A1  192,168,191,78 WINFEG 4 carve
']'\ provizioningO-Yiware- 00;50:56:82:64:F3 192,166,191, 75 Red Hat Enterprize Lin corve

192,168.191.7& 5.11-¥26 coruo

EY| provisioningl-VMuare: 00:50:56:19:04:D0

provisioning4-VMuware- 00:50:56:8

4 Back @ Next

When the Build Plan is complete, the server should be upand running, and Managed by SA.

Provisioning ESXi-Based Servers
Provisioning VMware ESXi 5.5

1. Network boot a server, as described in "Network Booting".

2. In the network boot menu, allow the Autoboot : option to boot (the default
bootistoLinux 64-bit Service OS. Alternatively, select the HPSA 0S
Build Plan Service 0S Menu, then choose Linux 64-bit Service OS.

3. Wait for the server to enter Maintenance.
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waiting for hardware to initialize...
de
ting hardware...
waiting for hardware to initialize...

funning anaconda 13.21.195, the Red Hat Enterprise Linux system installer - pl

sing 192.168.59.2:3881 as Agent Gateway.
Please wait for the server to register with the HP 35A core...
berver successfully registered with the HP3A core.
P3A Server ID : 188881
Link encap:Ethernet HWaddr BB:5B:56:B1:82:23
inet addr:192.168.59.163 Bcast:192.168.59.255 HMask:255.255.255.8

Link encap:Local Loopback

inet addr:127.8.8.1 Mask:255.8.8.8
Btarting up the HPSA OGF3S agent...
Berver is now in MAINTENANCE mode.

4. Note the server's IP address and the HPSA Server ID; these will help you identify
the server later on.

5. Start the SA Client and in the Navigation pane, select Library and set the view to
By Type and select the 0S Build Plans folder.

6. From the displayed list of available Build Plans, select and open the Build Plan,
ESXI 5 Default Install.
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ﬁ 05 Build Plan ESXi 5 Default Install

File Edit ‘Miew Actions Help

Froperties

General
%5 Build Plan Items
- (E] Custom Attributes Mame: |ES><i 5 Defaulk Install
D ALY Description: Installs ESXi S using a basic configuration From YMware
Location: I0psware/Tools/03 Provisioning/QS Build Plans/Linu:x

Last Madified: Tue Aug 12 07:48:31 2014
Last Madified By: detuser

Created: Tue Aug 12 07:48:31 2014
Created By: Opsaare
Object ID: 1070001

| | peter | Mon Aug 18 01:48 2014

7. In the Build Plan Edit window, from the Views pane tree, select Build Plan Items.
A list of Build Plan steps is displayed.

8. From the listed steps, select Set Media Source. The Run Script panel displays the
Parameter setting for this step. Note the protocol, NFS, and the media path /me-
dia/opsware/linux/ESXi-5.0.
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ﬁ 0% Build Plan ESXi 5 Default Install

File Edit ‘Miew Actions Help

iE| Properties

_ij Build Plan Items
4E] Custom Attributes
LfZl History

[ | = remove | 0 B | BB Copy Plan... o 2dd Actio
| Name | I add to De

L. 7 wai for HP S8 Agent (QGFS Script) - &1 #pply Con

2. a Set Media Source (Python Scripk) @j’ Attach Sal

3. éj Corfigure ESH S Default ks.cfg Q_J‘Y Attach Pal

4.~ Inject Required ESXI 5 Kickstart Settings (OGFS Script) [5¢) Install ZIP

5. ) Inject Kickstart Personalization Settings For ESXi 5 (OGFS Script) & Run Script

6. - Create Stub Partition {Unix Script) 2f Remediate

T Ej Copy Boot Media (Urix Script) Q Upload Co

a. Cj ES¥i Installation Utilities

Q. E;{ Deploy Agent (Unix Scripk)

1, .:cj Add ESxi Module {Unix Script)

15 a Add ESxi Module {Unix Script)

12, a Install bootloader For ES®i (Unix Scripk)

13, ) Reboot (OGFS Seript) e

14, E? ‘Wait for ES¥i installation (GFS Scripk) ll

i’ Run Script

Scripk: |,|'O|:-swarell'Tcu:Isll'OS Provisioning/ 05 Build Plan Steps)Set Media Source

Script Type:  Python

IF‘arameters: I"nFS:I."@MediaServer@,l'media,l'opsware,l'linux,l'ESXi-E.D"

| | peter | Mon aug 18 01:51 201

9. As described in the User Guide: Provisioning, "The Provisioning Process”, "Phase1:
Preparing the media"”, have a media share with the ESXi DVD extracted under

/media/opsware/linux/ESXi-5.0.
10. In the Edit Build Plan Views pane, select Custom Attributes.
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ﬁ 05 Build Plan ESXi 5 Default Install

File Edit Yiew Actions Help

[ Propetties
i3 Build Plan Items
=‘@] Cf.lstom Attributes "ﬁé':] BT
A Hstory %) Firsthoot_script
%] hpsa_netconfia
4E]  kernel_arguments
'ﬁ:‘i] MediaServer
%] require_netconfig
%) root_password
1 item selected | | peter | IMon Aug 18 01:52 20

11. Complete the MediaServer custom attribute field with the hostname or IP
address of the machine serving the share you prepared previously.

12. Save the Build Plan by pressing Ct r1+S or use File > Save.

13. From the Actions menu select Run...

14. The Run 0S Build Plan window is displayed. Confirm the Build Plan selected by
pressing Next.
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&% 'Run 05 Build Plan

Select Build Plan (5tep 1 of 3)

Choose an ©5 Build Plan from the software library,

Filter:

Hame

Cent25 5 Install
CentOS 5 X86_64 Install
Cent23 & Install
Cent0S 6 ®86_64 Install
ESHi 4.1 Default Install

i 5 Default Install

Descripton

Installs Cents 5

Installs Cent2S 5 &4 bits

Installs Centds &

Installs Cent2s & 64 bits

Installs ESXi 4.1 using a basic configurat

Installs ES

using a basic configuratia

Select Fi

Current Fil

Folder

fOpsware/Tools/ OS5 Provizioning/ OS5 Bui
fOpsware/Tools/OS Provizsioning/ OS5 Bui
fOpsware/Tools/ OS5 Provizioning/ OS5 Bui
fOpsware/Tools/ OS5 Provisioning/ OS5 Bui
fOpsware/Tools/ OS5 Provizioning/ OS5 Bui

Provisioning;

Eraze All Server Disks

r‘j Oracle Enterprize Linux 5 Install

o=

-j Oracle Enterprize Linux 5 X86_64 Install

Cleans the partition tables of all target =
Installs Cracle Enterprize Linux 5

Installs Cracle Enterprize Linux 5 64 bits

fOpsware/Tools/ OS5 Provizioning/ OS5 Bui
fOpsware/Tools/ OS5 Provizioning/ OS5 Bui

fOpsware/Tools/ OS5 Provizioning/ OS5 Bui

Propertias: Steps:
Marme: ESXi 5 Default Install Mame Step Type
ID: 1070001 o= : .
Description: Installz ESXi 5 using a baszic 1 L..._J.'lj Wiait far HP SA Agent Run OGRS Script
configuration from YMware z Ej Set Media Source Fun Server Script
ér.;j Configure ESXi 5 Default ks, cfg Apply Configuration File
_:j’ Inject Required ESXi 5 Kickstart S Run OGFS Script
E’j Inject Kickstart Personalization Se Run OGFS Script
& E"j’ Create Stub Partition Fun Server Script
7 3-::" Copy Boot Media Fun Server Script
5 [y EsdiInstallation Utilities Install Zip
¥ Refresh Build Plan List Sl

15. Select the server on which to run the Build Plan (the previously network booted
machine).

16. Press Start. The progress of the Build Plan job is displayed.

HPE Server Automation (10.22) Page 84 of 252



User Guide: Provisioning

&8 Run 05 Build Plan

Select Servers to Provision (Step 2 of 3)

Choosze one or more servers from the provisioning pool, You can also add a new LD device or immport iLD devices, by clickil
below, To add a server to the pool, it must be network booted using the Server Autornation boot immage. Click the next but
to add rmore options to the Run OS5 Build Plan Job or the start butkon to directly start the OS5 Build Plan,

Selected OS5 Build Plan: ;’3 ESXi 5 Default Install

¥ Refresh Server List + Add iLD Devices E\;ﬂ Importil0 Devices
Filter: sal
Ma fil
Mame MAL IP Address os Facility mModel

Ef\l.{ sioningl29-Whw 1Al SE 2T 3R TR Fed Hat Enterprize _

4s Back & N

17. When the Build Plan is complete, the server should be up-and-running and man-
aged by a VCenter Virtualization Manager if there is one registered to the SA
Core. See also the User Guide: Virualization.
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HP Server Automation - ¥apor2.yapor.qa.opsware.com

File Edit ‘Wiew Tools  Window  Actions  Help
I Servers @ wirtualization

Immediate Descendants All Hosts I

Ll L

I Saved Searches ...

Advanced Search

Virtualization

|| ¥Mware vCenter I Hosks & Clusters vl

S vz
=Nt
Elﬁ IPwd _chuster
@ 192168161
5 192.168.161.9

: t-]_i no10,qa, opsware, com
EI@ IPwE_cluster
wfl Foooi3oii:i6i:il
- Fomanniinietiz
[ {5 MCEMTERDL opsware. com
=} 4% Microsoft SCYMM
-- MO49, pleiades.qa. opsware,com
-- wmm-2,d0,v12n,dev, opsware, com
I'_—'lE‘“ DpenStack
&}“ SCOFPIOZ, SCOrpio, 44, OpsWare, cam

Reports
m Jobs and Sessions

{:ﬁ Adrinistration

%

|Nati\-'e ame |Name , |IP Address

05

Al

192.168.161.8
192,168.161.9
foom:301:1::161:11
fooo:301:1::161:12
nOL0, qa.opsware, com

192.168.161.8
192,168.161.9
foom301:1::161:11
fo0D:301:1::161:12
n010,qa.opsware, ..

192.165.161.8
192.165.161.9
192.166.161.11
192.168.161,12
192,168,161,10

VMware ESXi Server 5.1
VYMware ESxi Server 5.1
VMware ESXi Server 5.1
YMware ESXi Server 5.1
WMware ES¥ Server 5.1

Note: If there are no virtualization services registered, the Build Plan will be completed
successfully and the server can be found under Unprovisioned Servers as an unman-

aged server.
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HP Server Automation - 192.168.57.2

File Edit ‘iew Tools ‘Window  Actions  Help

@" Logged in

=| Properties

I Servers

Marme .

I?H Unprovisioned Servers

IP Address

K[+ KN
aaa

I Saved Searches ...

Advanced Search

'ﬁ Public

localhost-yiMware-Yiware YWirtual Platform
provisioningl 29-YMware-MMware Yirtual PlatFarm
provisioningl 31-YMware-YMware Yirtual PlatFarm

Fo0DS19:1057:... Whware ESX
192,168,57,179 WiMware ESKI
192,1658.57.181 Wiware ESk

E}Eilj Servers

H# Oracle Solaris Zones

LR

i BB Al Managed Servers % Properties

{7} Unprovisioned Servers Management Information
U 5 Agent Instalation = Mame: provisioningl 29-yYMware-¥Mware Yirtual PlatFarm
| asasaaaas | e
Description: -
g :
Eﬂi Lekces Cuskorner: Mot Assigned
@ Virtualization Faility: Jupiter
Realm {link speed): -
% Library Server Use: Mot Specified
- Server Lifecvcle: Unmanaged
Reports LIUID: 420cc1 0e-a725-2e96-4601-3993361 ecobd
Cbiject ID: 1310001
Eiﬂ lobs and Sessions
{?‘} Administration

1 item selected |

axis_osbuildplan_test_user | gl2g/14 1

Updating an HP ProlLiant Server's Firmware

An HP Service Pack for ProLiant (SPP) is an ISO image that contains firmware, drivers, and soft-

ware packages for Linux and Windows.

The components of each SPP are pretested together for stability.

To upgrade the firmware on target servers to the latest HP Service Pack, SA offers the baseline

Build Plan ProLiant SW - Offline Firmware Update.
Downloading an SPP

1. 1. Goto https://www.hp.com/go/spp
2. Select Download.
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Select Current Version.

Select Download next to the Complete IS0 Image selection.
Enter your HP Passport user ID and password.

Follow the instructions to download the SPP ISO file.

o v s W

Deploying an SPP Image to Your Media Server

The HP-provided Build Plans that deploy SPPs require the SPP contents to be in the directory

<File share name>/Media/spp
on your Media Server.
Each SPP version has its own folder named after the SPP version.

For example, if the SPP is version 2014.06.0, the contents of the SPP IS0 image should be extrac-
ted to

<File share name>/Media/spp/2014.06.0

on your Media Server.
Preparing and Running the “ProLiant SW - Offline Firmware Update” Build Plan

Note: The offline firmware update must be performed in the Linux service 0S. As such,
the server will be automatically rebooted into the Linux service 0S if needed.

If you are updating firmware on a server already provisioned with an 0S and you want your server
booted back to this 0S after the firmware update is complete, perform the following steps to cre-
ate a Build Plan that boots your server back into its provisioned 0S:

1. Copy the ProLiant SW - Offline Firmware Update Build Plan
and save it under a new name.

Edit the Build Plan copy.

Delete the last two steps of the Build Plan: Boot and Wait for HP SA Agent.

Add a Reboot step at the end of the Build Plan.

Addawait for HP SA Agent step to the end of the Build Plan and specify

these parameters:
¢ ——production

e ——atlLeast 3
e ——atMost 10

6. Save the Build Plan.

u b W N

The following steps must be completed before running the Build Plan:
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1. Deploy the HP Service Pack for ProLiant (SPP) on your Media Server (see Down-
loading an SPP and Deploying an SPP Image to Your Media Server).

2. Edit the parameters of the Set Media Source step, specifying the media
URI containing the SPP files (as specified in Deploying an SPP Image to Your
Media Server).

Example, using NFS:

é 05 Build Plan ProLiant SW - Offline Firmware Update®
File Edit Wiew Actions Help

B Praperties | = Remove | i I | BB Copy Plan... ol Add Action Ttem
o =
‘3 Build Plan Ttems | Name | B Add to Device Group
@ C.ustom Attributes E 2:1’ Check ILO Service (OGFS Script) éj Apply Configuration File
T Histary 57 verify Supported Boot Modes (OGFS Script) 9 Attach Software Policy

Book (GGFS Script) BY Attach Patch Policy

wWait for HPE 58 Agent (OGFS Script) (5 Install ZIP Package

{7 Set Media Source (Python Script) & Run Script

¢ LinuxPE add-on packages 2Y Remediate Server

E"J Update Firmyare Using SPP (Unix Script) éj Upload Configuration File
) Boot (OGFS Script)

f"j Wait For HP 54 Agent (OGFS Script)

R R - T B R

& Run Script &

Script: I,l’OpswarE,l’Tnn\s,l’OS Provisioning/C3 Build Plan StepsfSet Media Source Select |

Script Tvpe:  Python

Parameters: I"nFs:.l')’@MediaSarver@;’mnt,ishara"

| cafin | Thu Jun 05 12,40 2014 EtefUCT

Note: When performing an offline firmware update, only the firmware components are
installed from the SPP; software and driver components are not installed.

Additional Parameters for the “Update Firmware Using SPP” Build Plan Step

e« ——-spp_ version - specify the SPP version to use. By default, the latest SPP
version is used.
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o« ——hpsum options - specify any additional arguments to the HP SUM utility
used to perform the firmware update.

For a detailed description of the available HP SUM options, refer to the hp/swpack-
ages/assets/doc/CLIHelp. txt filein the SPP.

The syntax of this option is:

--hpsum options="<optionl option2 ... optionN>"

e ——hpsum_logs dump dir -specify a directory on a file share where a zip
file containing the HP SUM logs will be written.
e ——no_show_log - disables showing the hpsum log.txt contentsinthe

job log.

Example of a working parameter set:

5] Properties

-3 Build Plan Items
'@ Custom Attributes
2:\ Histary

Emove opy Flan... chion [kem
R Copy Fl Add Action It

| Name | @ Add to Device Group

= -

L £ checkilo Service (DGFS Script) & #pply Configuration File
2. [ Yerify Supported Boot Mades (OGFS Script) 9 atrach Software Policy
3. [ Boot (OGFS Script) Ef Atkach Patch Policy
4, [ wait For HP 5 fgenk (DGFS Script) 5 Install ZIP Package
5 Fj Set Media Source (Pythan Script) Fj Run Script
6. g LinuxPE add-on packages 2¥ Remediate Server
7.1 - @ Update Firmware Lising SPP {Lnix Script) & Upload Configuration Fils
8 Boot (OGFS Seript)
9 E“j ‘Wait For HP SA Agent (OGFS Script)

& Run Script 9

Script: |)’ODswareJ‘TooIs)’Euwld Plans/Steps/ProLiantfUpdate Firmware Using SPP Select

Scripk Type:  Unix

Parameters: |——spp_verswon=@5PPverswon:Iatest@ --hpsum_options="{0n_failed_dependency :omitCompanent [Fall" --hpsum_logs_dump_dir=/mnt/logs
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This section describes how to create new Build Plans, either by copying and modifying SA-sup-
plied baseline Build Plans or manually creating new Build Plans.

Caution: Do not edit the source baseline Build Plans and Build Plan steps that are installed in
the SA Client Library during SA installation. If you do so, when you upgrade SA any changes
you made to these baseline Build Plans will be overwritten by the upgraded Build Plans.
Always create renamed copies that you can then customize. These customizations will be pre-
served during upgrade.

Note: Making copies of Build Plan script steps that are installed by SA is not recommended, as
you may miss out on updates and bug fixes.

Customizing Out-of-the-Box Build Plans

Before customizing a Build Plan, the Best Practice is to find a baseline Build Plan that is similar to
the configuration you want to install and copy it.

To do this, perform these tasks

1. Inthe SA Client Library, select the By Folder tab.

2. Navigate to the folder containing the Build Plan you want to copy.

3. Select a Build Plan and select Copy from the Actions menu or from the context
menu.
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[HP Server Autor
Fle Edt Vi

Servers
Saved Searches ~

Advanced Search

B B
[ anaged Piatforms
[ ol
[ 05 Provisioning
[ BR0C support
B[ Heux
£ Manage Book
&1 05 Buid Plan C
e[ 05 Buld Plan 5
[ 05 Buid Plans
R T
-] solaris
£ wendows

[ winPE =
By Devices
I itulization
([ ubrerr
Reports

@ Jobs and Sessions

{53 adniistraton

IOpswarelTools/OS Provisioning/OS Build Plans/Linux

Last Modfied [Last Mo,

[ Logged in as: axis_osbuildplan_test_user

Created

Create.,.

By Wpei By Folder !| 5

CentOs 5 Install
£j Cent0s 5 X86_64 Instal

CentOS 6 Install

CentOs 6 X86_64 Instal

Erase All Server Disks

5§ ES¥i4.1 Default Install

5 ES¥i S Default Instal

9 Oracle Enterprise Linux 5 Install

5§ Oracle Enterprise Linux 5 %86_64 Instal

5§ Oracle Linuc & Instal

£ Oracle Linuc & xa6_6+ Instal

£ Proliant 05 - Lbuntu Server 12,04 X86_64 Instal
£ Red Hat Enterprise Linux Server S Install

£ Red Hat Enterprise Linuc Server 5 X86_64 Install
£ Red Hat Enterprise Linuc Server 6 Instal

opsuare
opsuare
opsuare
opsuare
opsuare
opsuare
opsuare
opsuare
opsuate
opsuate
opsuate
opsuare
opsuate
opsuate
opsuate

Hat Enterprise Li

suiar

- & open Enter
£J SAMPLE: Doply HP ProLiant RAID wi
£ SAMPLE: Prepare server for reprovisi e P bware  5[9(14 83,
9 5uSE Linux Enterprise Server 11 Insk Import Software. ware  5/9/14 8:3...
"; SUSE Linux Enterprise Server 11 %86, Espork Safbvarani ware  5[9114 83,
£ Ubunku Server 12,04 566 Instal wars 5[914 83,
= Create Configuration Template from File.
5 Ubuntu Server 12,04 45664 Instal e 591483,
Mo, ctrlam
Rename F2
. Delete Delete
cut Curlashift+c
e
Paste 4+ Shift+
Folder Properties

|
|
)
|
i
r Sfaf148:3
i
|
|
|
i

Sfaf14 83,
5/9/14 8:3.

579/14 8:3..
579/14 8:3..
579/14 8:3..
579/14 8:3..
579/14 8:3..
579/14 8:3..
579/14 8:3..
579/14 8:3..
5/9/14 8:3..
Sfaf14 8:3..
5faf14 8:3..
Sfaf148:3..
Sfaf14 8:3..

opsware
opswars
opsware
opsware
opswars
opswars
opsware
opsware
opsware
opsware
opsware
opsware
opsware
opsware

opsware e

opsware
opsware
opsware
opsware
opsware
opsware

1 item selected

‘ais_osbuldplan_test_user | 5{15]14 6:16 AM AmericafLos_Angeles

4. You can then paste the Build Plan to one of your own folders and open it to cus-
tomize it. To avoid confusion, be sure to change the name and description.

You can also create a new Build Plan by starting the SA Client, selecting the SA Library
panel in the Navigation pane, selecting the By Type tab and right clicking to select New

Build Plan from the context menu.

You can also create a new Build Plan by starting the SA Client, selecting the SA Library panel in
the Navigation pane, selecting the By Type tab and right clicking to select New Build Plan from

the context menu.

Editing a Build Plan

After opening a Build Plan, the Edit Build Plan window opens. You can add/edit steps and

scripts, modify parameters for each step or delete steps and scripts.
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ﬁ 05 Build Plan Red Hat Enterprise Linux Server b X86_64 Install [_ O] =]
File Edit Yiew Actions Help

B Properties g | Remove | @' @ | B Copy Plan... ok add Action Them
> =
%3 Build Plan Items | Name | & add to Device Group
("RE] Custam Attribut = r
Q Hstom Attrioutes 1. o] wait for HP 54 Agent (OGFS Script) (| |£) Anply Configuration Fie
L History 2 @ st Media s 5 ‘-.)_j' #Attach Software Policy
3 _g'ﬁ Configure Red Hat Default ks.cfg EET‘ Attach Patch Palicy
4 i}’ Inject Required Kickstart Settings (OGFS Script) U Install ZIP Package
5 5’ Inject Kickstart Personalization Settings (OGFS Script) & Run script
6. [} creats Stub Partition {Unix Script) 2 Remediate Server
- r tgsting T
7 £ Copy Boot Media {Unix Script) &j Upload Canfiguration File
5. [ GRUB Book Loadsr =85
9 i;’ Deploy Agent {Unix Scripk) ||
10, - Embed files initrd {Unix Scriptd
11, i;’ Instal bootloader For RedHat Enterprise Linux Server {Unix Script)
12, {7 Reboot [OGFS Script)
13, ;_j “iait For HP 54 Agent {OGFS Scripk) ﬂ
- =
& Run Script L)
Script: I,iOpsware,l’TUUIs,iOS Provisioning/©3 Build Plan Steps/Set Media Source Select |

Script Type:  Python

Parameters: I"nFS:.l'.l'@MediaServer@,l’mntfsharafrhe|67X86-64"

axis_osbuildplan_test_user | 5/15/14 6:35 AM AmericafLos_angeles

Note: Be careful when changing the order of Build Plan steps (Items). Certain steps must be
performed in a specific order and changing that order can cause errors.

Note: After upgrading to a newer release of SA, HP recommends that you compare the
upgraded baseline Build Plans with any Build Plans you may have modified, since these might
have improvements you could benefit from.

Custom Attribute Substitution

The Using Custom Attributes section describes how to use the Build Plan step parameters using
custom attributes for personalization.

Build Plans make use of custom attributes for unlimited personalization including the ability to
define and use your own custom attributes.

As you can see in the Edit Build Plan Window above, Build Plans support a simple syntax for cus-
tom attribute substitution in the form:

@CustomAttributeName:default value(
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This pattern is replaced by the custom attribute value you specify or the default value if there is
no custom attribute specified. This substitution occurs in every text-based resource that Build
Plans use as such as scripts, configuration templates and script parameters.

For example, if you want to specify a parameter for the media protocol for a Build Plan, edit the
parameter of the Set Media Source step to:

@MediaProtocol:nfs@://@MediaServer@/mnt/share/rhel6 X86-64

This specification is persistent, unless you define a different @MediaProtocol custom attrib-
ute in the server hierarchy or in the Build Plan. The media protocol can be changed to, for
example, HTTP by setting this Custom Attribute to HTTP.

Even though Build Plans are not attached to servers, custom attributes defined in the Build Plan
are still used. The Build Plan custom attributes have a lesser priority and are overwritten if the
same custom attribute is present on the server hierarchy. For more information about custom
attributes and how they are inherited, see Defining Custom Attributes.

Customizing Installation Profiles

The installation profiles provided by SA are designed to install a minimal working system.

Note: These profiles should not be confused with the Installation Profiles used with the older
SA 0S Sequences.

You can use these profiles to:

o Customize partitioning
o Customize the firewall
« Install additional software from the installation media

Note: For ease of troubleshooting, you should not use any scripts as part of an installation
profile. SA Scripts should be run as part of the Build Plan after the step that installs the 0S.
This makes the scripts easier to maintain.

For instructions abut how to change individual installation profiles, see the vendor doc-
umentation for the 0S you are installing and for the supported syntax. The name of the con-
figuration template provides keyword suggestions searching the syntax.

Depending on the 0S that you are installing and how much you want to change, you can either
create a new profile or copy and modify an existing profile.

Modifying an Existing Installation Profile

To modify an existing installation profile that is already in the Build Plan:
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A W N =

below:

Start the SA Client and in the Navigation pane, set the view to the By Type tab.
Select the folder 0S Build Plans.

From the list of available plans, open the plan you intend to modify.

Select the step in the Edit Build Plan window and note the location as shown

File Edit View Actions Help

é 05 Build Plan Red Hat Enterprise Linux Server & X86_64 Install [_[O <]

roperties

uild Plan Trems
ustom Attributes

=l History

f1 | = Remove | 4t 3| BB copy Plan... o add Action Ttem
I Name | E’ Add ko Device Group
1. o () Wait For HP SA Agent (DGFS Script) < | &) Apply Configuration Fie
z 3’ Set Media Source (Python Script) ‘?r Attach Software Policy
3 B Configure Red Hat Default ks.cfg E‘f Attach Patch Policy
4 3 Inject Required Kickstart Settings (OGRS Scripk) ! Install ZIP Package
5. {7 Inject Kickstart Personialization Settings (OGFS Script) E‘} Run Script
& - Creaks Stub Partition (Unix Script) 2 Remediate Server
7 ,j Copy Boot Media {Unix Script) .Qr,j Upload Configuration File
8 [ GRUB Boot Loader %86
a9, " Z"_j Deploy Agent {Unix Script)
10. 3 Embed files initrd {Unix Script)
18, Ej Install bootloader For RedHat Enterprise Linux Server {Unix Script)
12, i~} Reboot (OGFS Script)
13.

Y Z‘} Wait For HP 3A Agent (OGFS Scripk)

& Apply Configuration File

Configuration File: I,iOpswarsp’TUUlstS Provisioning/C5 Build Plan Steps/LinuxTemplates/Configure Red Hat Defaulk ks.cfg Select |
Fnsta\l Path: Jitmpfuser ks.cfa I

Overwrite files on server [W

axis_osbuildplan_test_user | 5/15/14 £:57 AM Ameticaflos_angeles

5. Select the Apply Configuration File step. Notethe Install Path
and the step's order position in the Build Plan. You will need this information
when adding your own Apply Configuration File step.

6. Inthe SA Client Library panel, select the By Folder tab, locate the configuration
file and create a copy of the file.

7. Open the configuration file copy and in the edit window, remove the old step in
the Build Plan by clicking on the Remove button.

8. Add the new step as shown below:
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| &5 05 Build Plan Red Hat Enterprise Linux Server & X8i
File Edit View Actions Help

Properties @ l = Remwel ﬂ @| B copy Plan...

o add Action Trem

5 Build Plan Trems | Name

| @ Add to Device Group

] Custom Attributes

1. fj? gt For HP 54 Agent (OGFS Seripk)
z £} Set Media Source (Python Script)

4. a Inject Required Kickstart Settings (QGFS Scripk)

5. = Inject Kickstart Personalization Settings (OGFS Script)
6. & Create Stub Partitian (Unix Script)

7. =5 Copy Boot Media (Unix Script)

8. [ GRUB Boat Loader x86
9 @ Deploy Agent (Unix Script)
10, =5 Embed files initrd (Unix Script)

12, = Rehoot (OGFS Script)
o o E"j Wait for HP 54 Agent (OGFS Script)

452 3 Install bootloader For RedHat Enterprise Linus Server (Unix Script)

«| |43 Apply Configuration File
9f aktach Software Palicy
B Aktach Patch Policy

4 Install ZIP Package

@ Run Script

2% Remediate Server

4 Upload Canfiguration File

. |

i & Apply Configuration File o

Configuration File: |f0pswareﬂTools,iOS Prawisioning{ 05 Build Plan StepsjLinux/Templates/Configure Red Hat Default ks.cfg Select

Install Path! |ftmpfuser.ks.cfg

Owervrite files on server [

axis_osbuildplan_test_user | S/21/14 6:13 AM AmericafLos_Angeles
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| B 05 Build Plan Red Hat Enterprise Linux Server 6 X66_64 Install* [_[O]x] I

* Fle Edt View Actions Help

fl Views % Build Plan Items

[2) Properties B | = Remove | @ | BB copy Plan... e Add Action Item
> —
I T R s | Name | ¥ Add to Device Group
%) Custom Attribut
S RO IR L £ wait For HP S Agent (OGFS Sript) +| | &) Apply Configuration Fils
LB History 2. f] SetMedia Source (Python Script) (9 Atkach Software Policy
3 g Apply Configuration File ?_'\’ Atkach Fatch Policy
4. £} Inject Required Kickstart Settings (OGFS Seript) g Install ZIP Parkage
s s -
k 5. - Inject Kickstart Personalization Settings (OGFS Script) £} Run Seript
¢ 6. {7 Create Stub Partition {Unix Script) 2y Remediate Server
ot r

4 7 7 Copy Boot Media (Unix Script) éaj Upload Canfiguration File

, g - GRUB Book Loader x86
a, :}' Deploy Agent (Unix Script)
10, F Embed Fles initrd (Unix Scripk) =
11, +{ Install bootioader for RedHat Enterprise Linusx Server (Uinix Script)
12, {7 Reboot (OGFS Script)
13. ) wait for HP 5A Agent (OGFS Script)
14, +F Monitor Installation (GGFS Script) =l
& Apply Configuration File ]
Configuration File: | Selet !

i Install Path: |

Overwrite files on server W

axis_osbuildplan_test_user | 51514 7:10 AM Americaflos_Angeles

Note that the Apply Configuration File step appliesonly to the configurations from
Configuration Templates.

9. Ensure that the Apply Configuration File stepisinthe correct order
and has the same Tnstall Path.
10. After you add the Apply Configuration File step, you can double click
it to edit it if necessary.

You can also create a new Configuration File in the SA Client Library By Folder view by selecting
the New... context menu option and selecting Configuration Template, or by navigating to the
Configuration Templates folder when viewing the SA Client Library in By Type view. Be sure to
change the Parser Syntax. Build Plans only support the Custom Attribute Syntax. You can copy/-
paste your installation profile in the content section of the Configuration Template. You can add
the new Configuration Template in the same way as before.

Build Plans modify the installation profile using the Inject Requiredand Inject Per-
sonalization family of scripts that are specific to each profile type. The Inject
Required scripts change the profile to integrate it with the SA Provisioning process. For
example, the path to the install mediais added to the profile. The Inject Per-
sonalization scripts extend functionality in addition to the profile. For example, steps that
add network configurations to the profile.
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Network Setup

Build Plans support customizing the network settings in all stages of the install process including
the final 0S. For this reason, network settings present in the Build Plan take precedence over
those settings specified in the installation profile.

Network settings in the installation profiles are optional. For more information on how to con-
figure the network with SA Provisioning, see Personalize Network Settings.

Firewall Considerations

SA Provisioning Build Plans may make minor modifications to the firewall configurations on man-
aged servers on Windows platforms so that communication between the SA Core and the SA
Agent is not blocked.

For other managed server platforms, the installation profiles may disable the firewall.

Note: If you customize installation profiles to contain a firewall, ensure that the connection
between the SA Core and the SA Agent is not blocked.

Examples

For Red Hat Enterprise Linux, the following line in your ks . c £g profile enables the firewall and
allows the SA Agent to function correctly:

firewall --enabled --port 1002:tcp

For SUSE Linux Enterprise Server, the following lines in the autoyast . xm1 profile enable the
firewall and allow the SA Agent to function correctly.

<firewall>
<FW_SERVICES EXT TCP>1002</FW_SERVICES EXT TCP>

<enable firewall config:type="boolean">true</enable firewall>
<start firewall config:type="boolean">true</start firewall>
</firewall>

Flow Control Mechanism

The Flow Control Mechanism is used to control the flow of the Build Plan in a linear way, for
example you can use it to restart a Build Plan from a step that failed in a previous job or to skip a
few steps in a special case

A Flow Control step is an OGFS or Server script that prints specific key words (grouped as a sec-
tion) that are interpreted by the Build Plan Runner as a Flow Control instruction. For example:

Begin Flow Control:

Forward to step 16
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EFnd Flow Control

The Forward to step value instruction, instructs the Build Plan runner to continue with a for-
ward step (it cannot go backwards or return to the same step). Accepted values for this instruc-
tion:

Where X is a positive integer, will make the Build Plan run-
X ner to continue with Build Plan step X - absolute step

number

Where X is again a positive integer. Default: no steps are

skipped, This value makes the Build Plan Runner jump for-

ward relative to the current step - relative step number.

*X For example, the value +1 causes a jump to the next step.
The value +2 causes the next step to be skipped (jump to
the second step following the current step).

$END Causes the Build Plan to finish execution.

Note: You cannot have negative integer values or strings other than SEND.

If you specify an invalid Build Plan step, the Build Plan ignores the instruction and finishes exe-
cution.

The Flow Control section once found is removed from the script output so it is not be printed in
the Build Plan output.

To help with the implementation of Flow Control Scripts, both for OGFS and Server scripts, use
the following environment variables

BUILD_PLAN_ID the current Build Plan ID
TARGET_SERVER_ID the current target server ID
CURRENT_STEP_NO the currently running Build Plan step number

SA provides a sample step and a sample Build Plan that you can use to understand how flow con-
trol works.

o The sample Continue with previous job run failed step must
be the first step of a Build Plan. It generates a flow control statement that causes
the Build Plan to forward to the step where it last failed on the same server. The
step has no effect if the Build Plan has not been run previously ran or if it suc-
ceeded.

NOTE: The step does not take into consideration any Build Plan changes, so if the steps
changed since the last run, you could get unexpected results, as the step will forward to
a step that may be different than the one at which the Build Plan previously failed.
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e The Build Plan SAMPLE: Flow Control Restart from failed
step is an example of how Continue with previous job run failed step should
be used. Rerun the sample Build Plan until it finishes successfully to see what the
first step does.

Build Plan Steps

The following section describes SA Build Plan steps.

Run Script Step

TheRun Script step is a key Build Plan component. The vast majority of steps used in Build
Plans make use of this step. The Run Script step executes a script either on the target server
or in the SA Global Shell (OGFS). SA Provisioning provides an extensive library of scripts that per-
form many of the most common Build Plan tasks. In addition, you can create your own scripts by
copying and modifying the scripts that HP provides or by creating new scripts.

The following are some of the script types SA provides:
Table: Build Plan Scripts

Script Type Description

Execute on the SA Core in the SA
Global Shell. All other script steps run
on the target server.

Note: Most of the OGFS scripts
shipped with SA are not meant to be
modified in any way. They provide
vital functionality like booting target
servers and monitoring tasks.

OGFS scripts

Execute on the target server. This is
the only script step that can be run
against any target server leveraging
the platform independence of Python.

Python scripts

Execute on the target server. These
Standard UNIX/Linux shell scripts scripts make use of any interpreter
that is installed on the server.

Standard Windows batch scripts Execute on the target server.

Standard Windows Visual Basic Execute on the target server.
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Script Type Description

scripts

PowerShell script steps are not cur-
rently supported. As a workaround
you can create a Windows batch script
that calls the PowerShell interpreter.

PowerShell

OGFS scripts are started at the following location:
/opsw/.Server.Id/<<target server ID>>

From the Global Shell you can use the UAPI as the user under which the Build Plan runs. For more
information about the UAPI and the Global Shell see the SA User Guide: Server Automation, “SA
Global Shell”. Server scripts can also access the UAPI but will do so using the credentials of the tar-
get server, thus limiting operations to that server.

Install Zip Step

The Install Zip step transfers a zip file from the SA Client Library to a target server and uncom-
presses it to a specified location. You can also specify pre-installation and post-installation
scripts with the package which can execute before or after file extraction.

Note: Zip packages installed using Build Plans are not added to the server's software inventory. If
you want these packages to show up in the inventory, add the Zip to a Software Policy and use
the Attach Software Policy and the Remedate Server step (applicable to servers running the
production SA Agent). There is no equivalent for servers running the service 0S as the service 0S
is not persisted and the contents of the installed Zip is lost when the server is rebooted.

Capture and Deploy Configuration File Steps

Configuration text files are stored in the SA Client Library and are used for text-based data such
as unattended installation files or hardware configuration files. The Deploy Con-
figuration File step takes the specified configuration file and writes it to a user-specified
location on the target server. Such steps are often followed by a run script step that makes use of
the configuration file. HP provides many sample configurations. You can use these con-
figurations or create your own.

TheCapture Configuration Files step captures a configuration text file from the tar-
get server and uploads it to the SA Client Library so that it can later be used as part of aDeploy
Configuration File step.

See Add to Device Group Step and Attach Software or Patch Policy Steps.
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Add to Device Group Step

This script causes a server to join a static device group. This script is typically used to configure
custom attributes on the device group and have them inherited by the server so they can be used
during the provisioning process. Custom attributes defined on the device group will be accessible
aftertheAdd to Device Group step executes.

Attach Software or Patch Policy Steps

TheAttach Software PolicyandAttach Patch Policy steps attach policiesto
the server, allowing integration with SA Patching and Software Management. These steps can

only be executed against a server running a production SA Agent, so if the Build Plan also pro-
visions an 0S, these steps must be executed after the production 0S is running.

Remediate Server Step

Starts and waits for a remediation job to complete against the server according to the attached
policies. Note that the policies will not take effect if this step is not run.

Managing a Server's State

This section describes managing a server’s state which may be required before running Build
Plans against the server.

Asserting the State of the Server

When creating or modifying Build Plans, you must account for the server’ state when certain
steps are executed. To do this, you use the Wait for HP SA Agent script (also called the Wait
step)The script has parameters that are used to assert the state of the server:

o Using the --maintenance parameter asserts that the target server is in Main-
tenance mode (running a service 0S).

o Using the -—-production parameter asserts that the target is in production
mode (running a production 0S) and has an SA Agent installed with full cap-
abilities.

If the target server is not in the asserted state or if an SA Agent does not report at all, this step
fails. This assures that any step after a Wait step can make assumptions about the state of the
server. For this reason, it is good practice to start Build Plans with a Wait step to assert early that
the server is in the right state before executing anything else. The next section describes how to
force the desired state of the server.
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Changing the State of a Server

You may often need to have a server reboot from the service 0S to the production 0S or the
reverse. To do this, you can use the Boot and Reboot scriptsasRun Script steps.

The Boot step boots the server into a specific service 0S. It can make use of all available means
to do so. The most generic way to do so requires an SA Agent to be functional on the target
server to be able to reboot the server. The Boot  step configures network booting for this spe-
cific server and reboots it to the desired service 0S. Note that this only works if network booting
occurs before booting from disk in the server's boot order.

If the target server is an HP ProLiant with a registered iLO, see iLO Support, the step does not
require an SA Agent to be present in order to reboot the server, and also is able to configure one-
time boot order on the server, so the server's boot order settings are irrelevant.

Using Scripts as Building Blocks

The Build Plan steps can be used as building blocks for developing new Build Plans and HP
encourages you to use them as building blocks, as you gain knowledge of how Build Plan steps
work and interact and become more aware of fixes in newer releases and their impact.

For more information about the included scripts including the Wait, Boot and Reboot steps,
see the descriptions in the SA Client Library.

Running Build Plans on a Managed Server

While running Build Plans is supported on SA managed servers, most scripts that are installed
with SA are designed to work in a Service 0S and might not work against a managed server.

The most common reason to run a Build Plan on a managed server is to reboot it into a service 0S
or perform network personalization.

Should I Use Server Scripts or OGFS Scripts?

When creating new scripts, you must choose between a Server Script or an OGFS Script. Both
scripts can manipulate files and run commands on the target server. This overlapping func-
tionality can make it difficult to decide which to use.

Typically, server scripts are preferable since distributing work across target servers, rather than
doing the work from the SA Core, results in scalable and fast Build Plans since the resources of
the target server are used and network round trips are minimized.

Since OGFS scripts run on the SA Core, the load on the SA Core increases as the number of target
servers increases and you would need to scale the SA infrastructure in order to use OGFS scripts.
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For example, if you find that you need more access to the UAPI than is allowed from a target
server, you will need to use an OGFS Script.

Table: Script Types

Script Type Run Location Scalability UAPI Access
Full: issions inher-
. Scales with SA 'ull permissions inher
OGFS Script SA Core ) ited from the user that
infrastructure

runs the Build Plan.

Server Script

Local Server

Scales with tar-
get servers

Limited: basic oper-
ations on the target
server
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SA Provisioning works right out-of-the-box; however, you may have specific enterprise require-
ments that you need to configure for SA Provisioning.

Required Permissions

Before you can configure or perform SA Provisioning, your SA Administrator must have granted
you a specific set of SA Provisioning permissions.

You must also have permissions to access the servers associated with SA customers, facilities or
server groups. For more information, see the SA Administration Guide, Appendix A: “Permissions
Reference.”

SA Provisioning Components

During an SA Core installation, you have the option to install the SA Provisioning components.
The following sections describe those components.

DHCP Configuration (IPv4 and IPv6) for SA Provisioning

The Dynamic Host Configuration Protocol (DHCP) specifies how to assign dynamic IPv4 and IPv6
addresses to servers on a network. SA Provisioning uses DHCP to allow network booting and con-
figuration of unprovisioned and managed servers in the Server Pool. DHCP is also used to con-
figure networking on newly provisioned servers that have not been assigned a static network
configuration.

For SA Provisioning, you may use either the DHCP server included with SA or an existing ISC DHCP
server. The instructions for configuring these DHCP servers are in the following sections:

o Configuring the SA DHCP IPv4 Server for SA Provisioning
« Configuring the SA DHCP IPv6 Server for SA Provisioning
o Configuring an Existing ISC DHCP Server for SA Provisioning

SA also supports Windows and Linux network booting in DHCPless environments (static IP).

See also SA Provisioning-Supplied CD Boot Images.
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DHCP Software Included with the SA Provisioning Boot Server

When you choose to enable SA Provisioning, the SA Installer installs the provisioning Boot Server
and the following:

« dhcpd: An Internet Software Consortium DHCP server (ISC dhcpd).

o dhcpd.conf: A default DHCP server configuration for IPv4, read by the dhcpd
server.

o dhcpd_overrides.conf: A configuration file for customizations performed by the
client for IPv4.

o dhcpd_subnets.conf: A configuration file with IPv4 subnet details.

o dhcpd6.conf: A default DHCP server configuration for IPv6, read by the dhcpd
server.

« dhcpd6_overrides.conf: A configuration file for customization performed by the
client for IPv6.

o dhcpd6_subnets.conf: A configuration file with IPv6 subnet details.

o dhcpdtool; dhcpd6tool: The SA DHCP Network Configuration Tool for IPv4 and
IPv6, which allows you to modify the dhcpd.conf and dhcpd6. conf files.

SA DHCP Server (dhcpd)

The DHCP server will work on the local network only (broadcast domain). To perform SA Pro-
visioning in multiple networks, you must deploy SA Provisioning satellites.

Log messages that the DHCP server produces are sent to the standard UNIX syslog process with
the daemon facility. Consult your vendor documentation on how to configure and view syslog
messages.

SA dhcpd.conf File

The dhcpd. conf file provides the necessary parameters to support network booting of x86
hardware (a PXE-compatible system is required).

The DHCP configuration fileis /etc/opt/opsware/dhcpd/dhcpd. conf. Do not change
this file because any changes you make will not be migrated during an upgrade. If you must

make changes manually in the DHCP configuration files, you should modify the file /etc/opt/
opsware/dhcpd/dhcpd overrides.conf by running the DHCP Network Con-figuration
Tool.

For some advanced configurations (as shown in the section SA DHCP Network Configuration Tools
(dhcpdtool and dhepd6tool), you may need to modify the file with a text editor. Documentation
on the DHCP configuration file is available at the ISC web site, http://www.isc.org.
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The DHCP leases fileis /var/opt/opsware/dhcpd/dhcpd. leases. This file should not
be edited.

SA dhcpdé6.conf File

The dhcpd6 . conf file provides the necessary parameters to support the IPv6 address assign-
ment for clients.

The DHCP IPv6 configuration fileis /etc/opt/opsware/dhcpd/dhcpd6. conf. In most
cases, you will modify this file by running the DHCP Network Configuration Tool for IPv6. For
some advanced configurations (as noted in SA DHCP Network Configuration Tools (dhcpdtool and
dhcpd6tool)), you may need to modify the file with a text editor. Documentation on the DHCP
configuration file is available at the ISC web site, http.//www.isc.org.

The DHCP leasesfileis /var/opt/opsware/dhcpd/dhcpd6 . leases. This file should not
be edited.

SA DHCP Network Configuration Tools (dhcpdtool and dhcpd6tool)

The DHCP Network Configuration Tool is a menu-driven, terminal-based utility that enables you
to customize the dhcpd. conf and dhcpd6 . conf files for common network configurations.

The tool prompts you for network information needed to configure DHCP for each SA Pro-
visioning network.
Using the DHCP Network Configuration Tool simplifies configuration of the DHCP server and

ensures that the DHCP configuration contains the options that are needed for SA Provisioning to
function properly.

Additionally, in some environments, multiple IP networks (layer 3) are layered on top of a single
VLAN (layer 2). While this configuration is supported by the ISC DHCP server, generally such a
topology requires careful consideration to work properly with DHCP. Therefore, the DHCP Net-
work Configuration Tool can only configure a single IP network per VLAN.

The man pages for the DHCP Network Configuration Tool areinstalled in /opt/opsware/
dhcpd/man on the Boot Server.

Required Information for the SA DHCP Network Configuration Tool for IPv4 (dhcpdtool)

Before you use the DHCP Network Configuration Tool for IPv4 to configure an SA Provisioning net-
work, you need the following information:

o The range of IPv4 addresses that are assigned dynamically by the DHCP server.
For example, 192.168.0.11 through 192.168.0.20 might be used to configure a
pool of 10 addresses.

o The IPv4 addresses of one or more DNS servers. The DNS servers do not need to
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be on the same network that is being configured.
o A default DNS domain.

Required Information for the SA DHCP Network Configuration Tool for IPv6 (dhcpd6tool)

Before you use the DHCP Network Configuration Tool for IPv6 to configure an SA Provisioning net-
work, you need the following information:

o The network address and network prefix.

« (Optional): The IPv6 address of one or more DNS servers, which do not have to be
on the same network that is being configured.

« (Optional): The range of IPv6 addresses that are assigned dynamically by the
DHCP server. If this range is not provided, a range will be selected automatically.

IPv6 SA Provisioning requires that these IPv6 Router Advertisement Flags be enabled:

« M flag - Managed Address Configuration Flag
« 0 flag - Other Configuration Flag.

dhcpd6tool checks if the current network has these flags enabled when you add a new net-
work or list current networks.

See RFC 5175 at http://tools.ietf.org/html/rfc5175 for details about IPv6 Router Advert-
isement Flags.

Configuring the SA DHCP IPv4 Server for SA Provisioning

The DHCP Network Configuration Tool for IPv4 is installed with the Boot Server. Perform the fol-
lowing steps to configure networks for SA Provisioning:

1. Login as root to the server running the Boot Server.
2. (Optional) Make a backup copy of the configuration file with the following com-
mands:

cd /etc/opt/opsware/dhcpd
cp dhcpd.conf dhcpd.conf.orig

3. Run the DHCP Network Configuration Tool with the following command:
/opt/opsware/dhcpd/sbin/dhcpdtool

The following DHCP Network Configuration Tool main menu appears:
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4. To perform full DHCP Management, enter 1 at the Choice prompt.

5. To add a new network, enter a at the following prompt.

6. To configure the DHCP service on the local network, enter 1 at the following
prompt. Local networks are detected automatically and displayed.

7. If you are adding a local network, you need to enter the IP addresses or host names of the
DHCP range and the DNS servers. In the following two figures, note that the IP addresses
are separated by a comma and a space.
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8. If the displayed information is correct, enter k to keep the network and return to the main
menu.

9. Atthe main menu, to save the information you have entered, enter s
or
to edit a configured network, enter the corresponding integer and return to step 3
or
to add more networks, enter a and return to step 3.

10. To exit the DHCP Network Configuration Tool, enter e. You are prompted to start (or
restart) the DHCP server process.

11. To start (or restart) the DHCP server process, enter y. The DHCP Network Configuration
Tool displays diagnostic output as part of its startup.
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Configuring the SA DHCP IPv6 Server for SA Provisioning

The DHCP Network Configuration Tool for IPv6 is installed with the Boot Server. Perform the fol-
lowing steps to configure networks for OS provisioning:

Log in asroot to the server running the Boot Server.

(Optional) Make a backup copy of the configuration file using the following commands:

cd /etc/opt/opsware/dhcpd

cp dhcpdé subnets.conf dhcpd6 subnets.conf.orig

Run the DHCP Network Configuration Tool with the following command:

/opt/opsware/dhcpd/sbin/dhcpd6étool --help

To add a new network or modify an existing network, it is mandatory that you provide a network
address and prefix. Optional parameters: DNS list and IPv6 address range.

If the DNS server list is not provided, it is detected automatically by the configuration file:

/etc/resolv.conf.

If an IPv6 address range is not provided, it is detected automatically based on the current network
address and prefix parameters, and a chunk from that address space will be used.

For example:
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/opt/opsware/dhcpd/sbin/dhcpd6tool --restart add
fc00:508:1:0::0/64 —-i fc00:508:1:0:666::/120 -n fc00:302:1::1

This example shows:
Network address and prefix: £c00:508:1:0::0/64
IPv6 addressrange: £c00:508:1:0:666::/120

DNS server address: £c00:302:1::1

1. Login as root to the server running the Boot Server.
2. (Optional) Make a backup copy of the configuration file using the following com-
mands:

cd /etc/opt/opsware/dhcpd
cp dhcpdé subnets.conf dhcpd6 subnets.conf.orig
3. Run the DHCP Network Configuration Tool with the following command:

/opt/opsware/dhcpd/sbin/dhcpd6tool --help

4. To add a new network or modify an existing network, it is mandatory that you provide a
network address and prefix. Optional parameters: DNS list and IPv6 address range.

o If the DNS server listis not provided, it is detected automatically by the con-
figuration file: /etc/resolv.conf.
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o If an IPv6 address range is not provided, it is detected automatically based
on the current network address and prefix parameters, and a chunk from
that address space will be used.

For example:

/opt/opsware/dhcpd/sbin/dhcpd6tool --restart add
fc00:508:1:0::0/64 —-i £fc00:508:1:0:666::/120 —-n
fc00:302:1::1

This example shows:
o Network address and prefix: £c00:508:1:0::0/64
o |Pv6 addressrange: £c00:508:1:0:666::/120

o DNS server address: £c00:302:1::1

Starting and Stopping the SA DHCP Server for IPv4 and IPv6

To start the DHCP server process, enter the following command on the server running the Boot
Server:

/etc/init.d/opsware-SA start dhcpd
/etc/init.d/opsware-SA start dhcpdé6

To stop the DHCP server process, enter the following command on
the server running the Boot Server:

/etc/init.d/opsware-SA stop dhcpd

/etc/init.d/opsware-SA stop dhcpd6

Modifying the dhcp.conf File for Use with WINPE

Typically, networks with other DHCP servers do not have the SA DHCP server configured as author-
itative. However, WINPE requires that the DHCP server be authoritative in order for servers to be
able to boot using WINPE.

Thedhcp.conf file provided with SA9.0 by default hasthe authoritative setting
commented out. If you need to boot servers using WINPE, you will need to uncomment this line:

1. Log on to the Core's dhcpd server as root.
2. cdto the /etc/opt/opsware/dhcpd directory.
3. Issue the following command:

chmod a+w dhcpd.conf
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. Open an editor and edit the dhcp.conf file; for example:

vi dhcpd.conf

and add or uncomment authoritative.

. Save the file.
. Issue the command:

chmod a-w dhcpd.conf

. Issue the command:

/etc/init.d/opsware-SA restart dhcpd

Configuring an Existing ISC DHCP Server for SA Provisioning

To configure an existing ISC DHCP server, perform the following steps:

1.

4.

Ensure that the configuration file for the existing ISC DHCP server is a copy of con-
figuration file that SA provides, which is located in /etc/-
opt/opsware/dhcpd/dhcpd.conf.

. The SA DHCP server must not be running on the server hosting the Boot Server.

o To disable SA DHCP for IPv4, use the dhcpdtool and select the Disable

All DHCP Management option (this preserves the configuration).
o To disable SA DHCP for IPv6, run the commands:

/opt/opsware/dhcpd/sbin/dhcpd6tool --no-ra-check disable
/etc/init.d/opsware-SA stop dhcpd6
¢ To delete SA DHCP IPv6 configuration, run the command:

/opt/opsware/dhcpd/sbin/dhcpd6étool —--restart clear

. Ensure that the DHCP configuration for systems to be provisioned has all required

details, such as the DNS server, netmask, default router, DNS domain, and so
forth.
Restart the existing ISC DHCP server.

Configuring a Windows DHCP Server for SA Provisioning

You can use a Microsoft Windows DHCP server instead of the Opsware-supplied DHCP server to
provision both Windows or Linux on PXE 2.0 clients.

The Microsoft Windows DHCP server cannot be used during the SA Provisioning of the following
types of systems:
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e PXE 0.99 or 1.x clients (These older PXE clients have old PROMS and a PXE bootstrap
floppy made with rbfg. exe.)

o Solaris

Note: The Windows DHCP server only responds with options explicitly requested by the client.
As options 252 is not part of the standard PXE boot request, the Windows DHCP server does
not supply it.

When provisioning a 64 bit Windows 0S, in order for the x64 operating system image to be selec-
ted by default, the SA DHCP server sends a specific string to the client in option 252. The value of
this option is set to the string: BootBCD.

If this option is not sent back to the client in the DHCP OFFER response the WinPE 0S selection
will default to the x86 image.

To configure a Microsoft Windows DHCP server for use with SA Provisioning, perform the fol-
lowing tasks:

1. On the Windows system running the DHCP server, you must define option #60, so
that it appears in the DHCP scope options. To do so, open a command prompt win-
dow, and enter the following command:

netsh.exe dhcp server add optiondef 60 "PXEClient" STRING

2. Using the Windows DHCP Management Snap-in (dhcpmgmt . msc), create a scope, which
is usually a subnet declaration. In the scope options, #60 should now appear. Check the
box, and then add the string PXEClient.

3. Using the same scope options box, configure options 66 and 67: Click the DHCP option #66
(Boot Server Host Name), and add the full DNS name of the TFTP/Boot Server (for
example, core01.test.com). For option #67 (Bootfile Name), add the boot file name:

pxelinux.O.

4. Ensure that the DHCP scope for the systems to be provisioned is configured with the
required details, such as the DNS server, netmask, default router, DNS domain, and so on.

5. Atthe command prompt, enter the following commands to define the IP address of the
Agent Gateway and the port forward for the Build Manager:

netsh.exe dhcp server add optiondef 186 "buildmgr ip"
IPADDRESS

netsh.exe dhcp server add optiondef 187 "buildmgr port" WORD

6. Using the DHCP Management Snap-in (dhcpmgmt . msc), configure options 186 and 187
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to be part of your scope, and give them the appropriate values (IP address of the Agent
Gateway and the port forward for the Build Manager, normally 8017).

. Define option 043 (Vendor specific options) as a BINARY type, with thevalue 01 04 00

00 00 00 ff£. Thissetting tellsthe DHCP server to go directly to the FTP server spe-
cified in the Boot Server Host Name parameter, and also tells it to not use Multicast TFTP.

8. Restart the Windows DHCP server.

Controlling the SA and Windows DHCP Servers' Responses to SA Provisioning
Requests

You can configure the SA DHCP server to respond only to the SA Provisioning requests from PXE
and Sun Solaris JumpStart clients while the Microsoft Windows DHCP server responds to all Win-
dows provisioning requests.

1.

Add the network subnet to the SA DHCP server (see Configuring the SA DHCP IPv4 Server
for SA Provisioning).

. Stop the SA DHCP server:

/etc/init.d/opsware-SA stop dhcpd

. Make a backup copy of the SA DHCP configuration file:

cd /etc/opt/opsware/dhcpd
cp dhcpd.conf dhcpd.conf.orig

. In atext editor, open the SA DHCP configuration file.

. Belowthepool entry, find the subnet definition you want to configure and comment it

out with the # character:
range <IP1> <IP2>;
Should now read:

# range <IP1> <IP2>;

. Immediately after the now commented out range line, enter:

pool {

# range <IP1> <IP2>;

allow members of "solaris-sun4du";
allow members of "solaris-sun4dus";
allow members of "pxeclients";

range <IP1l> <IP2>;
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}

modifying the above as necessary to fit your system. The poo1 statement tells the DHCP
server to continue serving the specified range, but only for the three types of clients indic-
ated. (The first two a1 1 ow statements are for Sun machines, the third is for PXE clients).
The closing brace in the poo1 statement is required.

7. Repeat the preceding two steps for every subnet you wish to configure.
8. In the text editor, save the dhcpd. conf file.

9. Start the SA DHCP server:
/etc/init.d/opsware-SA start dhcpd

10. Check the DHCP logs for errors. The DHCP service logs with syslog. Seethe sys-
log. conf file to determine how logging has been configured for the SA DHCP server.

11. Ensure that the Windows DHCP server subnet/scope declarations are modified to include
the Build Manager DHCP options (code 186 and 187). See Configuring a Windows DHCP
Server for SA Provisioning.

12. Ensure that the Windows DHCP server does not include options 43, 60, 66, or 67 in the
scope/subnets. This will prevent the PXE and Sun JumpStart clients from connecting to
the Windows DHCP server but allow them to connect to the SA DHCP server.

13. Ensure that the IP ranges of the Windows and SA DHCP servers do not overlap. As a
guideline, the number of IP addresses in a given range should be twice the maximum num-
ber of servers that will be provisioned concurrently.

14. If the DHCP servers are not directly connected to the network/subnet of the systems being
provisioned, the DHCP requests must be forwarded to both DHCP servers, the SA DHCP
server first.

Enabling IBM POWERG SA Provisioning with the DHCPD Tool

Due to hardware constraints, IBM POWERG servers cannot be provisioned using the normal SA
Provisioning procedures. However, you can enable provisioning for these servers using the DHCP
Tool provided with SA.

This involves using dhcpdtool to setaparameter in the initial subnet declaration, which
enables Linux SA Provisioning on the IBM POWERG server's hardware. This workaround also
requires that SA be in Full DHCP Management mode.

Note: Setting this parameter prevents Solaris SPARC SA Provisioning. You will see a warning
message to this effect when you change the parameter.
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Perform the following tasks to enable Linux SA Provisioning on IBM POWER6 hardware:

1. Start dhcpdtool.
/opt/opsware/dhcpd/sbin/dhcpdtool

2. Select "Full DHCP Management."

3. Select the network for which the workaround is to be applied. An editing menu similar to
the following displays:
Opsware DHCP Network Configuration Tool

Editing DHCP information for 192.168.208.160/27
(255.255.255.224)

1) gateway : 192.168.208.161

2) DHCP range : 192.168.208.163 - 192.168.208.190
3) DNS servers: 192.168.194.4

4) DNS domain : dev.opsware.com

5) Power6 provisioning override: No

'l WARNING: Option 5) breaks Solaris SPARC OS provisioning
[

'l Make sure to deactivate this option before trying to pro-
vision a

Solaris SPARC machine !!!

1..5 to edit option.

d)elete network and return to main menu.
k) eep network and return to main menu.
Choice [1..5, d, k]:

4. Select option 5 and press ENTER.

5. The message "Are you sure that you want to toggle POWERG provisioning although it
breaks Solaris SPARC provisioning (Enable/Disable)?" displays.

6. PressE to Enable POWERG provisioning or D to Disable, then select K to keep the settings
then S to save them.

7. Exit the DHCPD tool. Upon exiting, the DHCPD server is restarted and the new set-
ting takes effect.

HPE Server Automation (10.22) Page 118 of 252



User Guide: Provisioning

Note: If you are not using the SA-provided DHCPD server, you must add the following line to

the subnet in which POWERG6 will perform SA Provisioning:
filename "yaboot";
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s 09 Sequence-Based
Provisioning Requirements,
Setup, and Usage

Deprecation Notice: For certain managed server platforms, 0S Sequences are deprec-
ated in SA 10.10 and later and have been replaced by the new and more powerful pro-
visioning Build Plans. See the SA Support and Compatibility Matrix for the platforms
that support Build Plans. It is strongly recommended that you migrate any existing 0S
Sequences to Build Plans on these platforms. Any new SA provisioning templates you
need to create on these platforms should use Build Plans.

The 0S Sequence Provisioning Process
Using SA 0S Sequences requires of certain preparatory tasks including:

« Installing and configuring the required OS Provisioning components including the
following:
« Media server repository preparation including creating Media Resource Loc-
ators (MRLs) for use with 0S Sequences.

« Uploading licensed 0S media to the Media Server

o DHCP server management using the /opt/opsware/dhcpd/sbin/
dhcpdtool.

« Creating OS Installation Profiles for the operating systems to be provisioned. The
Installation Profiles specify which operating system is to be installed and how it is
to be configured and where the operating system media is located on the Media
Server (using an MRL).

Associated with the Installation Profile are:
« Operating system-specific installation configuration files such as Kickstart
(Linux), Jumpstart (Solaris/SPARC 10), Automated Installer (Solaris/SPARC

11) and unattend. txt or.xml (Windows).
« Build Customization Scripts that allow you to manage each operating sys-

tem installation from the network connection to SA Agent installation.
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o Custom Attributes that allow you to define server-specific custom attrib-
utes that set specified parameters and named data values. You can write
scripts that use these parameters and data values to control network and
server configuration, notifications, and CRON script configuration.

Figure 1. Create 0S Installation Profile

Installation Profile
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Jumpstart,
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o Creating OS Sequences that specify the OS Installation Profile to use, device
groups, and remediation policies. You must use 0S Sequences in conjunction with

0S Installation Profiles.
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Figure 2. Create 0S Sequence
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After you have created your 0S Provisioning configuration files, the process for provisioning new
servers typically includes tasks similar to the following:

HPE Server Automation (10.22) Page 122 of 252



User Guide: Provisioning

1. Preparation
1. Physically prepare the server for operation and connect it to a network that

can communicate with SA.
2. In some cases, you must prepare the server hardware for 0OS Provisioning.
3. 0S Installation Profile(s) defined and available.
2. Booting the server to be provisioned

Power on and boot the server to be provisioned using one of the following boot methods:

1. Use a bootable image provided by SA.

Note: A bootable CD or DVD is not required for Intel-based servers that support
PXE/WinPE or UNIX servers as these servers can be remotely booted over a network.

2. For servers that can be booted over the network, powering on the server
causes the server to initiate its network boot process.

For more information about booting servers remotely, see Network Booting and Managed
Boot Clients.

3. A bootable CD or DVD is not required for Intel-based servers that support
PXE/WinPE or UNIX servers as these servers can be remotely booted over a net-
work.

4. After the server boots successfully and the SA Build Agent has been installed, the
server appears in the SA Client in the Unprovisioned Server list and is ready for

operating system installation.
5. Install the Operating System (Provision)

Select a server that has been booted with an 0S Build Agent and select an appropriate 0S
Sequence for the operating system and configuration you want to install.

6. Start the OS Provisioning job.

SA 0S Provisioning Components

SA Provisioning is an optional feature that can must be installed for each SA Core where oper-
ating system provisioning is to be performed. For information about installing the required 0S
Provisioning components, see the SA Installation Guide.

SA 0S Sequence Provisioning uses the following components and features.

o The 0S Build Agent
o The Build Manager
o The Media Server
o The Boot Server
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The 0S Build Agent

Used with 0S Sequences, the Build Agent is Similar to the SA Agent, the 0S Build Agent is a sim-
plified agent whose function is to run commands as instructed by the Build Manager. Newly
registered servers with installed OS Build Agents appear in the SA Client Unprovisioned Server list.

Booting a new server with an SA-supplied image for the first time loads an 0S Build Agent on the
server; however, the server does not have the target operating system installed and might not
have access to disk resources. SA can still communicate with the server and perform commands
on it remotely because the 0S Build Agent is running a limited operating system that is loaded
into memory.

The 0S Build Agent performs the following functions:

« Registers the server with SA when the 0S Build Agent starts.
o Listens for command requests from SA and performs them.
« Performs commands even though a target operating system is not installed.

The Build Manager

The build manager performs several functions:

o Manages newly registered 0S Build Agents.

« Coordinates scripts that gather hardware inventory from 0S Build Agents.

o Coordinates the scripts that perform the operating system installation with the
0S Build Agent.

o Communicates with the 0S Build Agents using a simple protocol.

The Media Server

The Media Server is installed as part of a typical SA Core installation when you specify that you
want to install the OS Provisioning components. In order to provision operating systems, you
must first upload a valid copy of the operating system’s installation media to the Media Server.
During 0S Provisioning, SA will use the copy of the operating system installation media on the
Media Server to do the provisioning.

SA provides file servers that can share operating system media using NFS and Samba if you do
not have existing NFS/Samba servers that you want to use or are not familiar with configuring
these servers.

The Boot Server

The Boot Server listens for broadcast requests from new servers in the server pool and responds
using DHCP. Network booting requires DHCP/BOOTP, TFTP, and PXE (x86).
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Build Customization Scripts

0S Provisioning build customization scripts provide hooks into the build process that allow you
to modify operating system installations at specific points. These hooks call a single build cus-
tomization script at the appropriate time in the operating system installation process.

Because each build customization script is specific to the operating system it installs, build cus-
tomization and installation vary by operating system. Before you can use a build customization
script as part of an operating system installation profile, you need to create the build cus-
tomization script and import it into the SA Client.

How the 0S Build Agent Locates the Build Manager

How the OS Build Agent locates the Build Manager depends on the boot method.
WinPE

o SA retrieves DHCP options containing the agent gateway IP address and Build
Manager port, or
« The Build Manager is located by loading the configuration file:

/opt/opsware/boot/tftpboot/DHCPOptions.ini
which contains the 0OS Provisioning settings specified during SA installation.

« If the processes above fail, SA defaults to the hostname buildmgr on port
8017.

Linux:

Linux x86 locates the Build Manager using kernel arguments supplied at PXE boot time. These
are configured during the SA installation and stored in the file

/opt/opsware/boot/tftpboot/pxelinux.cfg/default

Linux 1A64:

Linux I1A64 locates the Build Manager using kernel arguments supplied at PXE boot time. These
are configured during the SA installer and stored in the file

/opt/opsware/boot/tftpboot/elilo.conf
Oracle Solaris/Sun SPARC 10 and 11

For Oracle Solaris/Sun SPARC 10 and 11 OS Provisioning, the JumpStart build script (Solar-
is/SPARC 10) or Automated Installer (Solaris/SPARC 11) runs the 0S Build Agent, which contacts
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the Build Manager (via the Agent Gateway in the core). The Solaris begin script attempts to loc-
ate the Build Manager in the following ways:

« By using information that the SA DHCP server provided
« By looking for the host name buildmgr in DNS as configured by the DHCP
server

You can override the way that the 0S Build Agent contacts the Build Manager by specifying a boot
argument at the prompt when you boot a new Solaris server, for example:

ok boot net:dhcp - install buildmgr=buildmgr.example.com:8017

ok boot net:dhcp - install buildmgr=192.168.1.15:8017
Non-DHCP Environments

In both Windows and Red Hat non-DHCP environments, SA locates the Build Manager using the
network configuration specifications you provide. See Booting a Red Hat Enterprise Linux Server
in a Non-DHCP Environment and Booting a Windows Server in a Non-DHCP Environment.

Provisioning Setup for 0S Sequences

To prepare for 0S Provisioning, authorized staff should determine and record the standard con-
figuration of each operating system to be provisioned as well as the required utilities, drivers, and
agents. System administrators can then use 0OS Provisioning to install the operating systems, con-
figure networking, and install other software.

Before using SA 0S Provisioning you must complete a number of preparatory tasks including:

« Confirming that required permissions are specified for users who will perform 0S
Sequence management and execution.

« Confirming that the network is configured as required for SA Provisioning.

o Preparing hardware to be provisioned as required.

« Configuring the SA Media Server for the operating systems you will provision.

« Uploading licensed operating system media to the SA Media Server.

« Creating Media Resource Locators (MRLs) that identify the location of the media
during provisioning.

« Configuring optional HP RAID configuration capture.

o Creating optional Build Customization scripts for the operating systems you will
provision.

o Creating optional Custom Attributes for the operating systems you will provision.
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o Creating OS Sequences that specify the order of provisioning tasks and can

include optional configuration information such as Software Policies, Windows
Patch policies, Static Device Groups.

« Creating Installation Profiles for the operating systems you will provision. You can

also optionally add custom attributes and build customization scripts to the
Installation Profiles.

The following section summarizes those tasks and provides pointers to detailed instructions for
completing the tasks.

0S Provisioning Setup Task Summary

The required 0S Provisioning setup tasks, typically performed by an OS Provisioning or SA Admin-
istrator, include:

1.

6.

Installing the OS Provisioning Components. This task should have been completed
when SA was installed. If not, contact your SA or System Administrator. See the
SA Installation Guide.

Configure the SA Boot/DHCP server using the /op-
t/opsware/dhcpd/sbin/dhcpdtool script. This script is installed with
the SA Boot server component.

Installing the Media Server. This task should have been completed when SA was
installed. If not, contact your SA or System Administrator. See the SA Installation
Guide.

. Ensuring that you have the correct permissions for 0S Sequence management

and execution. To obtain these permissions, contact your SA/System Admin-
istrator. For more information about which permissions are required, see the Per-
missions Reference appendix in the SA Administration Guide.

. Setting up the Media Server:

1. Copying your licensed operating system media or images to the Media
Server NFS/Samba share. After the media or images are copied to these
shares, ensure that at minimum Read permission is given to these shares.

2. Using the import media script tool to create the Media Resource Loc-
ators (MRLs) for the operating system media. The import media script
is installed with SA's Software Repository component. This step is required
to create OS Installation Profiles and 0S Sequences.

[Optional] Setting up HP RAID capture, which enables provisioning RAID con-
figured servers.
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7. Creating Build Customization scripts that allow you to modify operating system
installations at specific points.

8. [Optional] Creating Custom Attributes that allow you to set certain parameters
and named data value.

For OS Sequence-based provisioning, custom attributes can be added to OS Installation
Profiles.

9. Creating 0S Sequences, which allow you to specify provisioning tasks, the Install-
ation Profile to use, reboots, etc. While this task can be done by the Provisioning
Administrator, it can also be delegated to users who perform provisioning.

10. Creating OS Installation Profiles in which you specify:

« The location of resources (MRLs), configuration files (Jumpstart, KickStart,
YAST2, and Windows unattended install files)

o The 0S Sequence

« How provisioning is to be performed (Build Customization scripts and Cus-
tom Attributes)

« Software packages to be provisioned with the operating system

« Hardware signature files

Figure 3. Creating an 0S Provisioning Installation Profile
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The following sections contain instructions to set up SA 0S Provisioning for supported platforms.

Setting Up the Media Server

The Media Server is the repository for the operating system media (images) that SA uses during
SA Provisioning. You must prepare the Media Server by uploading your images to the Media
Server.
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For OS Sequence-based provisioning, after the media is uploaded to the Media Server shares, you
must create Media Resource Locators (MRLs) by running a script tool called import media.
This tells SA where to find the images on the Media server for 0S Sequence-based provisioning.
For more information about the import media script, see Creating Media Resource Locators
(MRLs). During provisioning, the MRL is used to locate a specified image and install the new oper-
ating system on an unprovisioned server.

The Media Server provides access to images over a network using NFS for Linux, VMware ESXi,
and Solaris systems and SMB/CIFS for Windows systems.

A single copy of the operating system media on the Media Server can be used to provision mul-
tiple servers as long as you have valid licenses and/or license keys.

Creating Media Resource Locators (MRLS)

You must perform several steps to create the Media Resource Locators (MRLs). The import
media toolis first used to import your operating system media.

Import Media Tool Prerequisites

« Before you run the Import Media tool, the operating system media that you want
to import must be available through the network to the Media Server. You will
need to know the hostname of the server containing the image(s) you want to
upload and the hostname of the Media Server.

« Windows, Solaris, Linux, and VMware ESX operating system images on the Media
Server must be available throughnfs/cifs/smb.

« You must log in as an SA user (username and password) that has the required per-
missions to use the Import Media tool. If you do not specify a username/password
inthe import media argument, you are prompted for a valid user name and
password when you execute the command.

Import Media Tool Syntax and Options

The following section provides the syntax and command line options for the Import Media tool.

To start the tool, log onto the Software Repository server (Slice Component bundle host) and
enter:

import media [options] <network path>

The following networks paths are valid:
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o NFS:

nfs://<NFS server>/<exported path>

+ Windows media hosted on an SA SMB server share:

smb://<SMB Server>/0SMEDIA/<path>R@MediaServer@/0S Media

The username/password must be preceded by “@@” and ended by “@”. For example:

smb://user4312.example.com\thsu usr:-
smithl23!@@MediaServer@/0S Media

+ Window media in CIFS server share:

cifs://<CIFS Server>/<share>/<path>

If the path contains spaces or shell metacharacters, it must be placed in quotes so that the
shell passesitto import media asasingle argument.

Table 3 lists the command line options available for the import media command.

Table: Table 3. Import Media Tool Command Line Options

Import Media Tool Option

Description

--help Display this help.
Override Folder location. Default is:
--folder “/Package Repository/0S Media/<Platform
Name>“.
--medi- Override automatically-generated display
aname- name. Note: Use'_' to escape spaces in the

e=<displayname>

name.

-hpsa-username

Username for authenticating to SA.

If you do not supply ~-hpsa-username on
the command line, you are prompted to enter
it. If you do not have a valid SA user name and
password, contact your SA administrator.

-hpsa-password

Password for the SA username. Warning: This
option is not recommended, since passing
passwords as command line options is insec-
ure. When this option is omitted, the user is
prompted for the password securely.
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Import Media Tool Option

Description

-—mrl<mrl>

Override automatic OS Media path generation.

-—-mrl-
=//MEDIA/PUB/WINNT/SERVER/I38-
6

--mrl-
=nfs:/-
/media/export/media/redhat/7.2

-—-smbuser=<user>

User for SMB access. Default is “root”.

—-—-smb-
passwd=<password>

Use this password for SMB access. Note: This
appears in cleartext on the command line.
Warning: This option is not recommended,
since passing passwords as command line
optionsis insecure. When this option is omit-
ted, the user is prompted for the password
securely.

--logfile=<logfile>

Override log file location. Default is:

/var/log/opsware/mm word-
bot/import media.log

The path supplied refers to a (WIM) image. Be
sure to also supply --plat-

--wimimage .
form=<platform>,since the target plat-
form cannot be autodetected.

Override automatic platform detection. Must

--plat-

form=<platform>

match an existing SA platform defined in the
Model Repository.

—--progress=[yes]

Toggle display of progress (default is yes). For
example:

--progress=no

--resolve-symlinks=
[yes]

Toggle resolution of symlinks (default is yes).

-—-upload = [yes]

Uploads all packages to the Software Repos-
itory so that OS Provisioning can install them
after initial provisioning (default is no).
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Configuring the Media Server for Microsoft Windows 0S Media/lmage

Perform the following tasks:

1.

On the Media Server host, create the directory structure for the versions of the
operating system that you plan to use for server provisioning. Ensure that you
use the path names specified for the Media Server during SA installation.

Create the directory structure based on the root directories specified for the operating sys-
tem media during SA installation. If necessary, contact your SA administrator for the loc-
ations of the operating system media root directories.

. Ensure that the media for each operating system that you want to provision is

available on the Media Server.

. Copy the operating system media files to the location on the Media Server spe-

cified during the SA installation.

Importing Windows Media from Linux Host

When you launch the import media tool from a server running a Red Hat Linux 5 kernel or
higher, you must use the Import Media tool Windows CIFS syntax to import Windows media.

You can use either SMB or CIFS to import Windows media for all other Linux kernel versions.

Importing Windows Media from a Solaris Host

When you launch the import media utility from a Solaris server, you must use SMB to import
Windows media.

Configuring the Media Server for Windows Server 2003 (x86/x86_64), 2008, 2008 R2 x64, and 2012
0S Media

Perform the following tasks:

1.

On the Media Server host, create the directory structure for the versions of the
operating system that you plan to use for server provisioning. Ensure that you
use the path names specified for the Media Server during SA installation.

Create the directory structure based on the root directories specified for the operating sys-
tem media during SA installation. If necessary, contact your SA administrator for the loc-
ations of the operating system media root directories.

Ensure that the media for each operating system that you want to provision is
available on the Media Server.

Copy the operating system media files to the location on the Media Server spe-
cified during the SA installation using the Import Media tool.
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Windows Media: Preparing Network Driver Directories

To ensure that the server you want to provision has the appropriate network card drivers for Win-
dows Server 2003, 2008 and 2008 R2 x64, you must create directories for those drivers on the
Media Server.

To create these directories on the Media Server, perform the following tasks:

1. Log on to Media Server as root.
2. Navigate to Windows_media_share/i386 and create the following directory:

SOEMS/$1/Drivers/nic

3. Create a subdirectory to which downloaded driver files will be saved. Name the
subdirectories in a way that will identify the drivers they contain. For example:
SC1425

4. Grant at least 755 permissions to the newly created directory and subdirectories.
. Copy the driver files to the newly created directory suing the Import Media tool.
6. If you need to specify OEM drivers, add a line similar to the following in the

(9]

[Unattended] section of the unattend.txt file and reference the directory win
which you are storing the drivers. For example:

OEMPnPDriversPath = "Drivers\NIC;Drivers\NIC\SC1425 "
For more information about drivers, refer to http://support.microsoft.com.

Windows Media: Hosting Windows Media on a Windows 2K Server Using a Share

You want to host your Windows media on a Windows 2K (2003, 2008, 2008 R2 x64) server using
a share and have access to the share is available to a local user on the server. For example:

Server / Share:

\\servername\IOP

user: username password: userpasswordisusedto mountthe share. SA Windows
build script directories have the user hard coded to gue st with no password. Many security
policies do not allow for an enabled guest account, read-only share.

Perform the following tasks to set up the share:

Edit the file:
/opt/opsware/buildscripts/windows/buildserver.py

and replace these lines:
system ini["network"]["username"] = self.mrl username

system ini["network"]["logondomain"] = self.mrl domain
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system ini["network"]["workgroup"] = self.mrl domain

with your share credentials. Also edit the following lines specifying the correct user-
name/password:

# formulate net logon command line

logonCmd = []

logonCmd.append ("1lh %$ramdrv%\\mslanman\\net")
logonCmd.append ("logon")
logonCmd.append(self.mrl username)

logonCmd.append(self.mrl password)
Configuring the Media Server for Red Hat Linux or VMware ESXi 0S Media

Download the Red Hat Enterprise Linux 5 images to the Core.

Connect to the Core as root using ssh (you will need to run mount commands).
Create a temporary folder for loop mounting the images.

Create a directory under the media server's Linux media path. The Linux media
path is a NFS share configured during the core install.

5. Mount the first image read only:

LA W N =

mount -o loop,ro rhel-5-server-i386-discl.iso <tmp mount dir>

6. Change to the temporary directory
cd <tmp mount dir>
7. lssue the command

tar c¢f - . | (cd /media/opsware/linux/RHEL5-Server/ && tar
xfps -)

8. cd out of the temporary directory.
9. Unmount the temporary directory:

umount <tmp mount dir>

10. Repeat steps from 5 to 9 for the remaining 4 images.
11. You can now import the media using the Import Media tool.

Configuring the Media Server for SUSE Linux or SUSE Enterprise Linux 0S Media
SUSE Linux 9

1. Create the following directory structure:
sles9

sles9/suse
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sles9/suse/CD1
sles9/core

sles9/core/CD1
sles9/core/CD2
sles9/core/CD3
sles9/core/CD4
sles9/core/CD5
yast

2. Copy the contents of the first SUSE Linux 9 CD1 to the sles9/suse/CD1 directory.

Note: The directory numbering does not match the CD numbering which can be confusing, so
be sure you are copying the contents of the CDs into the correct directories.

3. Copy the contents of the second SUSE Linux 9 CD2 to the sles9/core/CD1 dir-
ectory.

4. Copy the contents of the third SUSE Linux 9 CD3 to the sles9/core/CD?2 directory.
Continue this sequence until all the CDs have been copied to their respective dir-
ectories.

5. Inthe sles9 directory create the following symbolic links:

In -s sles9/suse/CD1/boot boot
In -s sles9/suse/CDl/media.l media.l
In -s sles9/suse/CDl/content content
In -s sles9/suse/CDl/control.xml control.xml
6. Using an editor, create the instorder fileinthe yast directory. It should
contain the following information:
/suse/CD1
/core/CD1

7. Using an editor, create the order file in the yast directory. It should contain the
following information:

/suse/CD1l /suse/CDl1

/core/CDl /core/CD1

SUSE Linux 9 with Support Pack
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You will need all nine SUSE (Ds, three contain the Support Pack and six FCS CDs. Follow the stand-
ard installation steps above first then complete the following tasks:
1. Add the following directories:
sles9/sp3/CD1
sles9/sp3/CD2
sles9/sp3/CD3

2. Copy the contents from the SP3 CD1, CD2, and CD3 to sles9/CD1, sles9/CD2, and
sles9/CD3, respectively.

3. Modify the instorder and order files toinclude the sp3 directory you
added in the preceding step at the top of each file.

instorder
/sp3/CD1
/suse/CD1

/core/CD1

order
/sp3/CD1 /sp3/CD1
/suse/CDl /suse/CD1
/core/CDl /core/CD1

4. Logonas root tothe repository server and create the following additional sym-
bolic links:

In -s sp3/CDl/driverupdate driverupdate
In -s sp3/CD1/linux linux
SUSE Linux Enterprise Server 10

As of SUSE Linux Enterprise Server 10 it is no longer necessary to use the above procedures. You
can install everything into a single directory.

SUSE Linux Enterprise Server 11

You can install everything into a single directory, however, it is important that you copy the con-
tents of the second SUSE Linux Enterprise Server 11 DVD into the directory first, then copy the
contents of the first SUSE DVD into the same directory.

More SUSE Linux information

For more information on SUSE linux installations, see:
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http://www.suse.com/~ug/

http://www.suse.com/~ug/autoyast_doc/index.html

For more information on AutoYaST Module development, see:

http://www.suse.com/~ug/autoyast_doc/devel/index.html

For more information about development and documentation links for AutoYaST for SUSE Linux
Enterprise Server 9, 10 and 11 see:

http://developer.novell.com/wiki/index.php/YaST

For AutoYaST Documentation from OpenSUSE, see:

http://en.opensuse.org/YaST_Autoinstallation

If required, for information on how to deal with multiple sources, see

http://www.suse.com/~ug/autoyast_doc/index.html

Configuring the Media Server for Oracle Sun Solaris 10

A W N =

10.
11.

Download the Solaris 10 images to the core.

Connect to the core as root using ssh (you will need to run mount commands).
Create a temporary folder for loop mounting the images.

Create a directory under the media server’s Linux media path. The Linux media
path is a NFS share configured during the core install.

Mount the first image read only:

mount -o loop,ro sol-10-ud4-ga-x86-vl.iso <tmp mount dir>

. Change to the temporary directory:

cd <tmp mount dir>

. Issue the command:

tar cf - . | (cd /media/opsware/sunos/Solarisl0/ && tar xfps
=)
cd out of the temporary directory.

. Unmount the temporary directory:

umount <tmp mount dir>

Repeat steps from 5 to 9 for the remaining 4 images.
You can now import the media using the Import Media tool.

HPE Server Automation (10.22) Page 137 of 252



User Guide: Provisioning

Configuring the Media Server for Oracle Sun Solaris 11

1.

On the Media Server, create the directory

/media/opsware/sunos/Solarisll

. Download the Solaris 11 images to the directory above.

There are two IS0 images:

« Part A, x86 (3.3 GB)
« Part B, x86 (3.1 GB)

. Follow the instructions on the download page to concatenate the two images into

a single full image.

. Create a symlink (symbolic link) to the repository on the Media Server. This sym-

link is required when provisioning Solaris 11 x86 and Solaris 11 SPARC on the
same core because both operating systems are contained in the same image and
a Media Resource Locator (MRL) cannot be created using the same path for two
operating systems.

For example:

# cd /media/opsware/sunos/

# 1s -lsa

8 drwxr-xr-x 3 root root 4096 Mar 26 14:33 solarisll repo
#1ln -s solarisll repo solarisll link

# 1ls -1lsa

4 lrwxrwxrwx 1 root root 15 Mar 26 14:39 solarisll link ->
solarisll repo/

8 drwxr-xr-x 3 root root 4096 Mar 26 14:33 solarisll repo

Oracle Solaris Automated Installer

The Oracle Solaris Automated Installer uses two response files:

o ai.xml: for the Automated Installer to specify partitioning, locales, source

repository and packages to be installed

o sc.xml: for System Configuration to specify host name, user passwords and spe-

cific configurations, services configurations, and network configurations.

Note: Oracle documentation about creating ai . xm1 and sc . xm1 files can be found at:

http://docs.oracle.com/cd/E23824_01/html/E21798/
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Since SA can handle only one response file per operating system and the Solaris Automated
Installer requires two files for provisioning Solaris 11, SA provides ascript, join ai sc.py,
located in /opt/opsware/buildscripts/solaris/tools, onaSlice component
bundle server, that can join ai . xm1 and sc . xm1 into asingle file. The output file this script cre-
ates is then used as the response file for Oracle Solaris 11 provisioning.

Choosing Between Solaris 10 SPARC and Solaris 11 SPARC

Because Oracle Sun SPARC provisioning uses the bootp protocol, there is no clear way to choose
between Solaris 10 SPARC and Solaris 11 SPARC provisioning. Therefore, you must use the /op-
t/opsware/boot/jumpstart/tools/switch solaris sparc miniroot com-
mand to tell SA which version of Solaris to choose. This tool can be found on the core server on
which the 0S Provisioning component bundle is installed.

Enabling Oracle Solaris 11 x86 with the Manage Boot Client

By default, the Manage Boot Client (MBC) utility can only automatically provision Solaris 10 X86.
To enable Oracle Solaris 11 X86 in MBC, run the tool /opt/opsware/boot/js-
x86/tools/switch solaris x86 default pxe and choose the desired default
option from the Solaris Preboot Execution Environment (PXE) menu. Once Solaris 11 is set as the
default, all machines that boot into the Server Pool will boot the Solaris 11 X86 miniroot. Also all
MBC jobs will use the Solaris 11 X86 miniroot, causing MBC jobs for Solaris 10 X86 to fail. This
tool is found on the core server on which the 0S Provisioning component bundle is installed.

Steps to Create MRLs

Perform the following steps to create an MRL using the Import Media tool:
1. Log into the Software Repository (Slice Component bundle) host as root.
2. Change to the following directory:
/opt/opsware/mm wordbot/util

3. Ensure that you have the correct path to the directory where you uploaded the
operating system media on the 0OS Media Server.

Run the following import media script:
./import_media [options] <network path>

For example, to import Windows Server 2003 operating system media from an SMB share
named OSMEDIA on the server mediasrv, enter:

import media smb://mediasrv/OSMEDIA/WINNT/SERVER/I386

For example, to import Windows Server 2008 R2 x64 operating system media from and
SMB share named OSMEDIA on the server mediasrv, enter:mkdir <tmp_dir>
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mount -t udf -o loop,ro w2k8r2sp1.iso <tmp_dir>

cd <tmp_dir> &&tar cf - . | (cd /media/opsware/windows/w2k8sp1.r2 && tar xvf -)
import_media smb://mediasrv/OSMEDIA/w2k8sp1.r2

umount <tmp_dir>; rmdir <tmp_dir>

To import Linux (or VMware ESX) media from an NFS server named medi-
aserver.company.com, enter:

import media nfs://-
mediaserver.company.com/export/media/redhat/7.2

To import Solaris media from an NFS server named mediaserver.company.com, enter:

import media nfs://-
mediaserver.company.com/export/media/solaris/sol-10-u8-sparc

To import Solaris 11 SPARC media from a NFS server:
import_media nfs://mediaserver.company.com/export/media/solaris/solaris11_repo/repo
To import Solaris 11 x86 media from a NFS server:

The Solaris 11 repository is detected by default as Solaris 11 SPARC media. Therefore, to
use this repository to provision a Solaris 11 X86 server, you must run import_media with -
-platform="Sun0OS 5.11 X86" parameter.

import_media --platform="Sun0S 5.11 X86" nfs://-
mediaserver.company.com/export/media/solaris/solaris11_link/repo

Unless otherwise specified, the default folder location for uploaded software packages is
inthe form /Package Repository/0S Media/<Platform Name>, where
<Platform Name> isthe (full) SA name for the platform detected in the media being
imported. If the folder does not exist, then it is created. To manually specify a folder loc-
ation, use the --folder option.

Running the Import Media tool writes progress to the log file import media.log.The
log file is located on the server where you are running the Import Media tool script in the
directory from which you invoke the script.

For information on the command line options for the Import Media tool, see Import Media
Tool Syntax and Options.

Media Resource Locator Administration

Editing MRLs

Perform the following steps to edit an MRL:
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1. Loginto the SA Web Client. The SA Web Client home page appears.
2. From the Navigation pane, click Software > Operating Systems. The Operating

Systems page appears.
3. Select the 0S Media tab. A list of Media Resource Locators (MRLs) appears.

Each MRL represents media available for installation. See Figure 4.

Figure 4. 0S Media Page in the SA Web Client

1 Total |Windows NT 4.0 v
Mame ~ Path 05 Mersion Size Modified

]

0 @&& Windowes MT 4.0 theweordmediabwinnt4 U356 Windowes MT 4.0 3507 WB  04-22-2005

Path nn&e Media Server to the OS5 Media

4. Click the display name for the MRL that you want to edit. The Edit 0S Media page
appears, as Figure 5 shows.

Figure 5. Edit 0S Media Page in the SA Web Client

Name: Red Hat Enterprise Linux AS 3

Description: Red Hat Enterprise Linux AS 3 Media

05 Version: Red Hat Enterprise Linux AS 2
Path: nfs://mediaserver.c/6.dev.opsware.com/mediafof
Size: 153 GB

Last Modified: Mon Feb 12 10:43:13 2007
ID: 38360076

| save || cancel |

5. You can modify the name, description, or path of the MRL.
6. Click Save.

Deleting MRLs

You cannot delete an MRL with the SA Web Client when the MRL has been previously specified in
an 0S Installation Profile. To delete an MRL specified in an 0S Installation Profile, you must first
delete the OS Installation Profile or specify another MRL in the OS Installation Profile.

See Defining and Managing 0S Installation Profiles for more information.
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Perform the following steps to delete an MRL:

1. Loginto the SA Web Client. The SA Web Client home page appears.

2. From the Navigation pane, click Software > Operating Systems. The Operating
Systems page appears.

3. Select the 0S Media tab. The list of media available for installation appears.

4. Select the operating system Media that you want to delete.

5. Click Delete. (If the MRL is specified in an 0OS Installation Profile, a warning mes-
sage appears.) The list of Media Resource Locators re-appears.

Advanced Import Media Tool Information

“Importing operating system media” means that the Import Media tool creates an automatically-
generated string called a Media Resource Locator (MRL) for each operating system media that you
want to provision that points to the operating system media’s location on the Media Server. The
MRL is used by the Software Repository to identify the location of the operating system media on
the Media Server. Import media also uploads software packages related to the operating system
media to the Software Repository.

An MRL is a network path (in URI format) to the installation media for an operating system on the
Media Server. When a server is being provisioned with an operating system, the server mounts
the network path for the operating system media by using NFS (for Linux and Solaris), or SMB (for
Windows). The MRL is registered with SA. An MRL should resolve to the Media Server in the local
facility where SA is installed.

When you run the Import Media tool to create an MRL, the tool:

« Mounts the media at the specified network path by using NFS, SMB, or CIFS.

« Detects the operating system (Solaris, Linux, VMware ESX, or Windows) and ver-
sion of the media.

o Creates that MRL in SA based on the server name and path that you specify, so
that you can use it in OS Installation Profiles.

« Uploads all packages to the Software Repository so that 0S Provisioning can
install them after initial provisioning. You can specify --upload = yes if you want
to upload all packages to the Software Repository. The default is --upload = no.

The --folder option allows you to specify the full path to upload the operating system
media packages. This path corresponds to a folder inside the Library in the SA Client. These
packages can be added to a software policy in the SA Client. The software policies can be
associated with an 0S Sequence. After provisioning completes, the policies will be attached
to the server and remediated. If you do not use the --folder option, then the packages
will by default be uploaded to /Package Repository/0S Media/<Platform
Name>.
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Re-running the Import Media tool with the same server and path as an existing MRL updates the
MRL, but does notre-upload duplicate Linux, Solaris, or VMware ESX packages.

From SA7.80 on, the import media utility no longer modifies the media during new
Linux/Windows media import.

Multipath SAN Support for 0S Provisioning

SA provides multipath SAN support for the topics listed in this section.

0S Sequences

Red Hat 6 automatically identifies multipathing and enables kernel modules, but Red Hat 5 does
not.

For Red Hat 5, before you run a Red Hat Enterprise Linux (RHEL) 5 OS Sequence, use the fol-
lowing steps to pass MPATH as a kernel argument for the server:

1. Define a custom attribute kernel arguments for the server, and set its
value to mpath. See Custom Attributes for Linux or VMware ESX.

2. Create the OS Installation Profile.

3. Add a custom attribute to the Installation profile, and set its value to mpath.

4. Set the value of the installation profile to mpath.

If you are performing multipath installation, it is also recommended that you add mpath as the
kernel argument in the Red Hat 5 kickstart file. You can do this by creating a copy of the Con-
figure Default Red Hat 5 ks . c£g and modifying the file.

SUSE Linux Enterprise Server 11

SUSE Linux Enterprise Server 11 does not identify multipathing by default. Use the proceduresin
this section to install SUSE Linux Enterprise Server on multipath LUNs.

Updating Multipath Drivers

You must copy the drivers into the media to enable multipathing. More information about the
driver update disk (DUD) and the process of updating the media is available here:

http://www.novell.com/support/viewContent.do?externalld=7009981&sliceld=1

To configure SA, you must perform the following tasks:

1. Download the driver update disk (DUD) from the above link.

2. Extract the contents of the DUD to the SUSE Linux Enterprise Server 11 media.

3. Upload the SUSE Linux Enterprise Server 11 media to the SA Media Server using
the import media command.
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4. If you already have the media uploaded into the SA Media Server, extract the con-
tents of the DUD as directed by the SUSE support document.

Note: After you complete these steps, multipathing will be enabled for all subsequent install-
ations. To perform non-multipathed installations, create a separate SUSE media within SA
Media Server.

Defining Kernel Arguments

To enable multipath installation, pass mpath as a value for the custom attribute kernel
argument by doing one of the following:

« When creating the 0S Installation Profile, define the custom attribute kernel
argument and set its value to mpath.

o Before running the SUSE Linux Enterprise Server 11 0S sequence, define a cus-
tom attribute kernel argument on the server to be provisioned, and set its
value tompath.

Partitioning Section in AutoYaST

SUSE Linux Enterprise Server 11 requires that devices be specified in Mapper format during mul-
tipath environment installations. SA 0S Provisioning verifies the AutoYaST profile and modifies it
to suit the multipathing environments, based on the following rules:

Table:

Case SA Solution

1. AutoYaST does not have the | SAadds the partitioning section with
partitioning section. the drive and device.

2. AutoYaST has a single drive
section, but does not have a
device section.

SAinserts the boot drive expressed
in Mapper format.

SA does not make any changes to
3. AutoYaST has multiple drive | AutoYaST. It prints a warning and
sections, but does not have continues with the installations.

device sections. Has multiple | 1his type of configuration can cause

drive sections but no installation failure. To ensure a suc-

<device>in<drive> cessful installation, complete each of

section. the drive sections with devices in Map-
per formats.
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Case SA Solution

SA checks if the drive attributes in
AutoYaST arein the correct Mapper
format. If they are not, SA prints a
warning and makes no further
checks for correctness.

4. AutoYaST has devices in the
configuration Single _OR_
multiple drive sections and a

<device> specified for the If the drive attributes are not in the

correct format, the installation fails.
To ensure a successful installation,
complete each of the drive sections
with devices in Mapper formats.

<drive>.

Friendly Device Name

/dev/mapper devices should only be used during installation. The SUSE Linux Enterprise
Server Storage Administration Guide states that, in the running system, the multipath devices
should be accessed through /dev/disk/by-id/.

SA sets up the scripts to convert the devices from /dev/mapper to /dev/disk/by-id
when you define the custom attribute friendly mpath device to true.

Windows 2008/ Windows 2008 R2

Windows supports installations in multipath environments. Install multipath Device Specific Mod-
ules (DSMs) to further improve the capabilities of the target server. Import these DSMs into the SA
Software Repository and install them using software policies attached to 0S sequences.

You can modify the SAN Policy for the Windows Service 0S (Winpe32, winpe64, winpe32-ogfs,
winpe64-ogfs) shipped with SA. For more information about available options, see:

http://technet.microsoft.com/en-us/library/cc749466(v=ws.10).aspx

The default SAN Policy registry value in the SA-provided Windows pre-installation environment
(WinPE) boot imageiis 1.

VMWare ESX/ESXi
VMWare ESX and ESXi support multipathing - no additional steps are required.

Configuring RAID on HP ProlLiant Servers Before 0S Provisioning

You can configure disk mirroring and striping as part of the initial setup of an HP ProLiant server
prior to provisioning an operating system.
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HP ProLiant RAID configuration requires having an HP ProLiant server configured with a baseline
RAID configuration that is captured to a software policy. The captured RAID configuration is then
applied to a server using the methods described in this section.

Supported Hardware
« HP ProLiant Servers

Supported Operating Systems

Baseline HP ProLiant RAID Configuration Capture
HP ProLiant RAID configuration capture is supported by the following SA-provided boot images:

o Red Hat Enterprise Linux 5
o Red Hat Enterprise Linux 6

Note: Solaris (SPARC, x86) is not supported.

HP ProLiant RAID Provisioning

o Linux 0S Sequences: HP ProLiant RAID provisioning can be performed on any SA-
supported Linux operating system that can be installed on HP ProLiant servers.

o Windows 0S Sequences: HP ProLiant RAID provision can be performed on any SA-
supported Windows version that can be installed on HP ProLiant servers.

Note: The Red Hat Enterprise Linux 5/ Linux 6 boot images (Red Hat enterprise Linux 5.6 and
6.0 base) use a newer version of the Array Configuration Utility (ACU) tool. Therefore, HP ProLi-
ant RAID configurations captured using the Red Hat Enterprise Linux 5 boot image can be suc-
cessfully deployed only on unprovisioned servers that registered with the SA Core using the
linux5/1inux6 bootimages. Deployment of an HP ProLiant RAID configuration captured
with the 1inux5 (Red Hat Enterprise Linux 5 base) boot image to an unprovisioned server
that registered with the SA Core using a different boot image will fail due to differing ACU tool
versions

HP also occasionally updates the ACU tool which, in rare cases, can cause RAID configurations

captured by an older version of the tool to be invalid. In these cases, you should rerun the
RAID capture as described below in order to update the RAID capture.
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Capture a Baseline HP ProLiant RAID Configuration

In order to configure RAID for an HP ProLiant server, you must first capture a baseline HP ProLi-
ant RAID configuration that is saved into a RAID software policy that will be applied when pro-
visioning new servers. SA uses the HP SmartStart Array Configuration Utility to perform the
capture. The utility is installed by the SA installation.

To capture the RAID configuration, you must specify the custom attribute, raid.capture=1
in the server record for the baseline HP RAID server which causes the server’s RAID configuration
to be captured into the software policy when it is booted into the SA Unprovisioned Server Pool.

You can do this in either of two ways:

1. Use the Manage Boot Client (MBC) utility to create a server record for that server
with the custom attribute raid.capture=1 specified. See The Manage Boot
Clients Option for information on creating or modifying a server record with MBC.

2. Reset the baseline HP RAID server to an SA Unprovisioned Server Pool to create
the server record, edit the server record in the SA Client to specify the custom
attribute raid.capture=1, then power the server off.

After the server record is created with the raid. capture=1 custom attribute, boot the server
into the SA Unprovisioned Server Pool so that the HP server's RAID configuration is captured in a
software policy. Before SA creates the RAID software policy, it first creates a containing folder
which is automatically named using the model number of the server for which the policy is to be
created.

If the RAID configuration is captured successfully, you see a message similar to Figure 6 in the
console.log file:

Figure 6. RAID Configuration Capture Message
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Tail for Win32 - [Hon-Workspace Files - X:\windows\ |

File Edit Yiew Settings  Window  Help

P

Captured RAID array configuration from 00:15:35:36:DC:57 %
RAID Policy 1D/Mame: 14150001,/00:16:35:38:DC:57 RAID Capture
Opsware Library Path: RAID Policies/HP-ProLiant DL380 G4

05 Build Agent registered successfully. MAC: 00:16:35:3B:DC:57

IP: 172.20.250.152  Server 1D: 110001

Lastupdated: 19:1::52 | |

By default, the software policy is given a name that consists of the server’'s MAC address appen-
ded with the wordsRAID Capture,suchas00:16:35:3B:DC:97 RAID Capture.You
can rename the file in the SA Client. After the RAID configuration is captured, the value of the cus-
tom attribute raid. capture isautomatically set to “0”. This is to prevent unintended RAID
captures from occurring for subsequent booting of the server to the unprovisioned servers pool.

The value of a custom attribute, raid.version, isalso set to one of the following values:
linux, linux4, 1inux5, or winpe. During an OS Sequencejob, if the raid.policy idis
set, SA compares the raid. version value with the current server's version. If the values do
not match, or the policy does not have the raid.version custom attribute, a warning is
logged to the log file indicating the versions mismatch and that RAID deployment may fail.
However, SA will attempt to continue the job.

The software policy appears in the SA Client RAID Policies Library:
Figure 7. RAID Policies Library in the SA Client
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At this point, to provision RAID servers, you must add a server record custom attribute, raid. -
policy id=<value> fortheunprovisioned server, specifying the RAID software policy Object
ID as the value. The captured baseline RAID configuration specified in the policy is then applied
during provisioning.

The RAID policy you specify for an 0S Sequence RAID deployment must be saved in the
/RAID Policies/Model Name folder. If the RAID policies are saved or moved to a dif-
ferent folder, attempting an 0S Sequence RAID deployment will fail with a Software Policy not
found error.

Note: The method described above is the only way to apply RAID policies. RAID policies must
not be attached to any objects, including unprovisioned servers, device groups, 0S
Sequences, and so on.

Note: If SA fails to configure an HP RAID controller during a Run 0S Sequence job, a sub-
sequent attempt to capture the HP RAID controller configuration may fail with the following
message:

RAID configuration deployment failed: Failed to deploy RAID
configuration: An error occurred while clearing current array
configuration. Exit status: 1280

Error message from ACU: ERROR: (2821) No controllers detected.
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This is due to a known issue in the HP ACU controller. In this case, you must manually con-
figure the HP RAID controller with a logical volume at server boot time.

Creating an HP ProLiant RAID Dynamic Server Group

After you have captured a baseline HP ProLiant RAID software policy, you can add a custom attrib-
ute, raid.policy id=<value> (specifying the RAID software policy Object ID as the value)
to a Dynamic Device Group. Any unprovisioned server subsequently attached to that Device

Group will have the HP ProLiant RAID configuration applied when it is provisioned.

Note: Due to the way server records are inserted into Dynamic Server Groups, RAID capture
may be skipped when the server is inheriting the RAID configuration. In this case, you should
manually specify the RAID configuration policy in the server record. If the server is not yet in
the SA Server Pool, you must reboot the server.

Manually Specifying an HP ProLiant RAID Configuration

You can write your own HP ProLiant RAID configuration file to be applied when a server is pro-
visioned. To do so, specify the raid.hpacu.script custom attribute in the server record.
You can specify a pre-written file for the script to use for configuration or open the editor in the
server record and enter the RAID configuration manually.

Defining Installation Profiles and 0S Sequences

0S Sequence provisioning requires that you use certain configuration files that define how SA is
to perform provisioning:

« Installation Profiles
o Creating OS Sequences

This chapter describes how to define and administer these files.

0S Installation Profile Requirements

This section discusses the following topics:

e Overview

Specifying Software for OS Provisioning

Configuration Files

e Oracle Solaris/Sun SPARC 10 Installation Profile Requirements
o Red Hat Linux Installation Profile Requirements
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o VMware ESX Installation Profile Requirements
o SUSE Linux Installation Profile Requirements
o Microsoft Windows Installation Profile Requirements

Overview

You use 0S Installation Profiles in conjunction with 0S Sequences. Installation profiles specify
which operating system is to be installed and how it is to be configured. You should create your
installation profiles before creating 0S Sequences since each sequence must be associated with
an Installation Profile.

Before you create your Operating System Installation Profiles, you should have already set up 0S
Provisioning as described in the SA Installation Guide and in Creating Media Resource Locators
(MRLs) and have created MRLs pointing to the operating system media using the Import Media
tool as described in Setting Up the Media Server.

You create 0S Installation Profiles by using the Prepare Operating System Wizard in the SA Web
Client.

The process of creating an Operating System Installation Profile includes:

1. Specifying properties for the operating system.

2. Specifying the location of the operating system media from which to perform an
installation by selecting an MRL. (See Editing MRLs for more information on edit-
ing MRLs.)

3. Uploading the following installation resources used during unattended install-
ation:

« A standard configuration file for the operating system. (See Configuration
Files for more information.)

« A build customization script, which can modify the installation process at
certain points. (See Creating Build Customization Scripts for more inform-
ation.)

o Microsoft Windows Only: a Hardware Signature, which contains hardware
specific information.

Table 5 compares the installation resources across operating systems.
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Table 5: Installation Resources for OS Installation Profiles

Installatio Windows Windows
n SUSE Server Server Solaris/SP | Solaris/SP | Linux or
2008/201 | ARC 10 ARC 11 VMware ESX
Resource 2003 2
YAST pro-
Con- . pro Kick-
. . file unat- unat- Jumpstart | Automated
figuration . . start/Weasel
. autoinst.- | tend.txt tend.xml profile Installer .
File profile
xml
Optional
. P Optional
Optional | execut-
. execut-
ablefile: |\ .o executable | executable | OPtional
Build Cus- WinPE: file: file: Executable
| bes.tgz . Ie: Ie: ,
tomization bes.zip bes.zip file: bes.tgz
“run” run- run- run script run script
. phase.bat
script phase.bat .
. script
script
Hardware Optional Optional
. Not . . Not Not ]
Signature . file- file- . . Not required
. required required required
File name.txt | name.txt

Note: The configuration file that you upload for each operating system can have any file
name. However, when the file is uploaded, 0S Provisioning renames the file so that it has the
correct name for that operating system.

You can edit an 0S Installation Profile later to add support for new hardware or to change the
way the operating system is installed. See Modifying Existing OS Installation Profiles.

Specifying Software for 0S Provisioning

You can specify the packages to install during OS Provisioning in the following ways:

« By uploading a configuration file that specifies to the vendor installation program
the software packages to install.
« By specifying SA Software Policies that add the desired packages in an 0S
Sequence.
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Configuration Files

For OS Sequence-based provisioning, depending on the operating system being provisioned, the
following configuration file must be specified in an 0S Installation Profile:

« Oracle Solaris/Sun SPARC 10
JumpStart profile
« Oracle Solaris/Sun SPARC 11
Automated Installation
o Red Hat Linux
Anaconda (Kickstart configuration file)
o VMware ESX
ESX 3.5: Anaconda (Kickstart configuration file)
ESX 4: Weasel (Kickstart configuration file)
o SUSE Linux

YaST2 configuration file

« Windows

unattend.txt orunattend.xml

Note: If your configuration file enables a firewall, you must ensure that all necessary ports
and protocols for communication between the SA core and the 0S Build Agent and the SA
Agent are allowed. Refer to the SA Installation Guide for details. To help isolate firewall
related issues, you should leave firewalls disabled while configuring 0OS Provisioning for the
first time and reenable them once the system is correctly configured. For Red Hat Enterprise
Linux 5 and 6, the following line in your ks.cfg profile enables the firewall and allows the SA
Agent to function correctly:

firewall --enabled --port 1002:tcp,1002:udp

For VMware ESX prior to 4.1 provisioning, the SA Agent installer may temporarily bypass any
0S-based firewall configured in the ks . cfg.
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Oracle Solaris/Sun SPARC 10 Installation Profile Requirements

When preparing a Solaris/SPARC 0S Installation Profile, OS Provisioning requires that you upload
a JumpStart profile.

The Solaris/SPARC Jumpstart file must:

o Be avalid profile that you can use with a JumpStart server.

« Specify that the installation type is an initial installation and not an upgrade.

« Specify a package-based installation by listing the clusters and packages to
install.

« Specify disk partitioning information.

Red Hat Linux Installation Profile Requirements
The Red Hat Linux Kickstart file specifies the packages to install, how to partition the drive, and

how to configure the runtime network post-installation.

When preparing a Red Hat Linux 0S Installation Profile, SA validates the Kickstart configuration
file. When the configuration file is uploaded, 0S Provisioning parses the file in order to extract
the package list.

The Red Hat Linux Kickstart file must:
« Be avalid configuration file that you can use with a Kickstart server.

« Specify the RPM packages to install.
o Include the reboot option.

VMware ESX Installation Profile Requirements

VMware ESX provisioning uses a kickstart configuration file. This file consists of several VMware
ESX Server installation parameters. You can configure this file to instruct the Kickstart server to
install packages, to partition the drive, to configure the runtime network post-installation, and so
on.

The VMware ESX Kickstart file must:

« Be avalid configuration file that you can use with a Kickstart server.
« Specify the RPM packages to install.
o Include the reboot option.

The VMware ESX Server provides a Web-based wizard (VI Web Access). Its web wizard interviews
you for configuration information and then generates a configuration file.
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For VMware ESX-specific commands that must appear in the configuration file and information
about the configuration file wizard, see the VMware Installation and Upgrade Guide: “Remote and
Scripted Installations”. You can find this guide at http://www.vmware.com.

SUSE Linux Installation Profile Requirements

The SUSE Linux configuration file specifies to YaST2 which packages to install, how to partition
the drive, and the operating system configuration.

When preparing a SUSE Linux 0S Installation Profile, SA validates the YaST2 configuration file.
When the configuration file is uploaded, 0OS Provisioning parses the file and extracts the package
list.

The SUSE Linux YaST?2 file must:

o Be avalid YaST2 configuration file.

« Include the Reboot option and have the Confirm Properties option in the mode
resource set to FALSE.

« For SUSE Linux, see http://www.suse.com/~ug/ for more information on install-
ation.

Microsoft Windows Installation Profile Requirements

If you are creating a Windows 0S Installation Profile, the configuration file must be an unat-
tended installation response file that conforms to the following:

e The OemPreInstall key must be set to YES. If this key is not set, OS Pro-
visioning will set it automatically.

« A network configuration must be specified so that when the operating system
boots for the first time, it will get a valid IP address.

« Any dialog boxes that may appear during the Text and GUI mode portions of Win-
dows setup must be set so that they do not appear during the OS Provisioning pro-
cess.

When uploading an unattend. txt file, SA validates the response file and rejects incomplete
response files.

See Sample Response File for Windows Server 2003 below for an example of a valid Windows
response file.

Sample Response File for Windows Server 2003

The following sample response file shows typical valid responses for a Windows Server 2003
installation. This sample response file contains the required settings for Windows Server 2003
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provisioning with SA Provisioning.
[Data]
AutoPartition=0
MsDosInitiated=0

UnattendedInstall=Yes

[GuiUnattended]
AdminPassword=3mbreel
OEMSkipRegional=1
OEMSkipWelcome=1

;004 Pacific Standard Time (GMT-08:00) Pacific Time (US and
Canada); Tijuana

;See http://unattended.sourceforge.net/timezones.php

TimeZone=004

[Identification]

JoinWorkgroup=WORKGROUP

[LicenseFilePrintDatal]

AutoMode = PerSeat

[Networking]

[Unattended]
ExtendOemPartition=1
FileSystem=ConvertNTFS
OemPnPDriversPath=drivers\nic\intel
OemPreinstall=Yes
OemSkipEula=Yes

UnattendMode=FullUnattended
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[UserData]

ComputerName=*

FullName="Windows Server 2003"

ProductKey=XXXXX-XXXXX-XXXXX-XXXXX-XKXXXX

Defining and Managing 0S Installation Profiles

This section discusses the following topics:

Defining an 0OS Installation Profile — Linux/UNIX

Defining an 0OS Installation Profile — Windows

Modifying Existing OS Installation Profiles

Changing the OS Installation Profile Properties

Modifying How an 0S Is Installed on a Server — Linux/UNIX
Modifying the OS Installation Profile Packages

Viewing Change History for an 0S Installation Profile
Deleting an OS Installation Profile

Defining an 0S Installation Profile — Linux/UNIX

To use the Prepare Operating System Wizard to define a Linux/UNIX OS Installation Profile, per-
form the following steps:

1.

Access the Prepare Operating System wizard from the SA Client or the SA Web Cli-
ent

SA Client. from the Navigation pane, select LIbrary > 0S Installation Profiles. Select an
operating system, then from the Actions menu, select Create New.

SA Web Client Home Page: click Prepare 0S in the Tasks panel or, from the Navigation
pane, click Software > Operating Systems. The Operating Systems page appears. Click
Prepare 0S.

The Describe OS page appears, as Figure 8 shows.

Figure 8. Describe 0S Page in the Prepare Operating System Wizard
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|k>repare Operating System

ine

Upload File

Describe OS

Enter the following information to describe the operating system.
Name:

Description:

Customer: Customer Independent

0S Version: Cent0S 5

2. Describe the operating system by specifying the following information:

« Name: (Required) Specify the display name for the Linux/UNIX operating
system.

« Description: (Optional) Provide a text description to identify the platform
and hardware support.

« Customer: (Required) Associate the Linux/UNIX operating system with a
specific customer; to set up the operating system for use by all customers,
select “Customer Independent”.

« 0S Version: (Required) Specify the version of the Linux/UNIX operating sys-
tem (select from a pre-defined list of operating systems that SA supports).

3. Click Next. The Define Installation page is displayed, as Figure 9 shows.

Figure 9. Define Installation Page in the Prepare Operating System Wizard

https://192.168.201.99 - Prepare Operating System - Mozilla Firefox

Prepare Gperating System

@ Deseroe
0s

) Define
& Installation

Upload File

Define Installation

Specify the installation media, response file and optional pre-installation options.

Installation Media

0s Media: | SuSE Linus Enterprise Server 10 &

Build Customization

Yast2 Configuration

Cancel = Previous

192.168.201.99 (%
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4. Define the installation by providing the following information:
« Installation Media: (Required) Specify the MRL for the Linux/UNIX oper-
ating system (select one MRL from the pre-defined drop-down list of avail-
able MRLs).

See Creating Media Resource Locators (MRLs) for more information on this topic.

« Build Customization: (Optional) Click Select to choose a script to use for
this installation profile from the popup window that appears. (Cus-
tomization scripts that you have created appears in the popup window after
you upload them through the SA Web Client, see Using Build Customization
Scripts.)

The way you can customize the build process is specific to each build script. You
must follow the requirements for build customization scripts to use this feature.

« Yast2 Configuration: (Required) Specify a JumpStart profile, Kickstart con-
figuration file, or YaST2 autoinst.xml file to upload for use by OS Pro-
visioning.

The file that you upload can have any file name, however, 0S Provisioning renames

the file during upload with the file name required by the vendor installation pro-
gram.

5. Click Upload.

SA creates the Linux/UNIX OS Installation Profile and uploads the configuration file (and
parses packages for Oracle Solaris/Sun SPARC, Red Hat, SUSE Linux, and VMware ESX). A
progress bar shows the progress of the operating system preparation process.

6. Click Close when the upload is completed.

Defining an 0S Installation Profile — Windows

To use the Prepare Operating System Wizard to define a Windows 0S Installation Profile, perform
the following steps:

1. Access the Prepare Operating System wizard from the SA Client or the SA Web Cli-
ent:
o SA Client: from the Navigation pane, select Library > 0S Installation Pro-
files. Right click on an operating system and select New.
o SA Web Client Home Page: click the Prepare 0S link in the Tasks panel. Or,
from the Navigation pane, click Software > Operating Systems. The Oper-
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ating Systems page appears. Click Prepare 0S.

The Describe 0S page appears, see Figure 10.

Figure 10. Prepare 0S Wizard: Describe 0S

@ Deserive | Describe 0S

E Enter the following information to describe the operating system.
Define

Installation Name:

Upload File Description:

Customer: Customer Indspendsnt -
05 Version: Centos 5

2. Describe the operating system by specifying the following information:

« Name: (Required) Specify the display name for the Windows operating sys-
tem.

« Description: (Optional) Provide a text description to identify the platform
and hardware support.

« Customer: (Required) Associate the Windows operating system with a spe-
cific customer; to set up the operating system for use by all customers,
select “Customer Independent”.

« 0S Version: (Required) Specify the version of the Windows operating sys-
tem (selected from the pre-defined list of the operating systems that SA
supports).

3. Click Next. The Define Installation page appears.

Prepare 0S Wizard: Define Installation
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hitps:#/192.168.201.3 - Prepare Operating System - Mozilla Firefox

Prepare Operating System

€ Deseroe Define Installation

Specify the installation media, response file and optional pre-installation optians.

@ pefine
Installation | [y,qtallation Media )

Upload File 0S Media: | Windows 2003 M

Installation Options

Select Installation Type: ® pos O wiNPE

Build Customization

Hone | select... | |Delete

Response File

Cancel < Previous.

Done 192,168.201.3 (5

4. Define the installation by providing the following information:

The file that you upload can have any file name, however, 0S Provisioning renames the file
during upload with the valid file name required by the vendor installation program.

« 0S Media: (Required) Specify the MRL for the Windows operating system
(select one MRL from the pre-defined drop-down list of available MRLs that
you have already defined). See Creating Media Resource Locators (MRLs) for
more information on this topic.

« Installation Options: (Required) Choose the type of pre-installation envir-
onment to use when you install the Windows operating system.

Your selection determines which customization script options you can use.
Note: For Windows Server 2008/2012 provisioning, you must use WinPE.

When a server is booted with the WinPE pre-installation environment, it appears in the
Server Pool in the SA Web Client and in the Unprovisioned Servers list in the SA Client. If
you select WINPE, you can set the following parameters:

o Custom Disk Partitioning: The script you provide is passed to the Microsoft
diskpart.exe utility and is used during operating system installation.
Refer to the Microsoft Windows product documentation for more inform-
ation.

o Custom Disk Formatting: This script is executed directly onto the hard
drive during operating system installation.
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« Install Drive: Indicates the drive letter on which to install the Windows
operating system.

If you do not enter any settings in these fields, the default values used are shown in Figure
11.

Figure 11. Default Values used for WinPE Installation Options in 0S Installation Pro-
file

Installation Options

Select Installation Type: O pos & WINPE

rescarn
select dizk 0

clean

create partition primary
actiwve

assign letter=C

Custom Disk Partitioning:

format.com C: SF3:NTF3 /0 /Y /V:
Custom Disk Formatting:

Install Drive: |

« Build Customization: (Optional) Select a build script to customize the way
the build process operates for the Windows operating system.

You can customize the build process specifically for each pre-installation envir-
onment. You must follow the requirements for build customization scripts to use
this feature. Scripts appear in the popup window for your selection after you upload
them through the SA Web Client.

Click Select to choose a file from the popup window.

See Creating Build Customization Scriptsfor more information.

« Response File: (Required) Select a Windows response file to upload into the
0S Installation Profile. This can be an unattend. txt for unattended Win-
dows installations or a sysprep. inf type file for image type Windows
installations.

« Hardware Signatures: (Optional) Define the list of hardware that the oper-
ating system supports.

Click Add to open the Add Hardware Signature Setting window. The Applies To field
is pre-populated with the hardware makes and models that have been built, so that
they appear in the Managed Server list.
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You can add multiple Hardware Signature files to a Windows 0S Installation Profile.
5. Click Upload.

SA creates the 0S Installation Profile and uploads the configuration file (and examines any
packages). A progress bar shows the progress of the operating system preparation pro-
cess.

6. Click Close when the process is complete.

Hardware Signature Files for Windows

A Windows setup response File (unattend.txt) typically contains a mix of generic operating sys-
tem configuration settings and hardware-specific driver configuration settings. This mixture of
generic and hardware-specific configuration settings can make it difficult to manage a single 0S
Installation Profile that must be used by many different hardware models.

SAincludes a mechanism called Hardware Profiles that allow you to keep the generic con-
figuration settings in unattend.txt separate from the hardware-specific driver configuration set-
tings.

During OS Provisioning, SA will examine the server being provisioned and, if a matching Hardware
Profile is available for the server model, will automatically add in the appropriate hardware-spe-
cific driver configuration settings from unattend.txt.

Based on the hardware you expect to provision, you can upload hardware-specific files for each
Windows 0S Installation Profile. You can then map a signature for that hardware to the correct
hardware-specific profile. 0S Provisioning selects the correct Hardware Signature file at build
time based on the hardware signature of the server that is to be provisioned.

Utilities referenced by the Hardware Signature file must be accessible through the network during
build time.

Example Hardware Signature File

The following is an example of a Hardware Signature file that would be used for installing Win-
dows XP on a VMware ESX guest with an LSI Logic SCSI controller:

;Windows Setup Answer File
;Validated for use with HP

;Goal with this file is to leave things unspecified as much as
;possible, therefore taking all the defaults

;Only including the absolutely essential directives for full ;un-
attended operation

A Windows setup response File (unattend. txt) typically contains a mix of generic operating
system configuration settings and hardware-specific driver configuration settings. This mixture
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of generic and hardware-specific configuration settings can make it difficult to manage a single
0S Installation Profile that must be used by many different hardware models.

SAincludes a mechanism called Hardware Profiles that allow you to keep the generic con-
figuration settings in unattend.txt separate from the hardware-specific driver configuration set-
tings.

During 0S Provisioning, SA will examine the server being provisioned and, if a matching Hardware
Profile is available for the server model, will automatically add in the appropriate hardware-spe-
cific driver configuration settings from unattend.txt.

Based on the hardware you expect to provision, you can upload hardware-specific files for each
Windows 0S Installation Profile. You can then map a signature for that hardware to the correct
hardware-specific profile. 0S Provisioning selects the correct Hardware Signature file at build
time based on the hardware signature of the server that is to be provisioned.

Utilities referenced by the Hardware Signature file must be accessible through the network during
build time.

Example Hardware Signature File

The following is an example of a Hardware Signature file that would be used for installing Win-
dows XP on a VMware ESX guest with an LS| Logic SCSI controller:

;Windows Setup Answer File
;Validated for use with HP

;Goal with this file is to leave things unspecified as much as
;possible, therefore taking all the defaults

;Only including the absolutely essential directives for full ;un-
attended operation

;Windows XP Pro SP2 media
;VMware ESX 3.0.1 guest configured for Windows XP
;with a LSI Logic SCSI controller

; (Nota Bene BusLogic is the default in the ESX guest setup ;wiz-
ard)

;512 MB RAM, 1 NIC, 2 CPU
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[GuiUnattended]

AdminPassword=hp

OEMSkipRegional=1

OEMSkipWelcome=1

;004 Pacific Standard Time (GMT-08:00) Pacific Time (US and
;Canada); Tijuana

;See http://unattended.sourceforge.net/timezones.php
TimeZone=004

[Identification]

JoinWorkgroup=WORKGROUP

[LicenseFilePrintData]

AutoMode = PerSeat

[Networking]

[Unattended]
DriverSigningPolicy=Ignore
ExtendOemPartition=1
FileSystem=ConvertNTFS
OemPnPDriversPath=Drivers\NIC
OemPreinstall=Yes
OemSkipEula=Yes
TargetPath=*

UnattendMode=FullUnattended

[UserData]
ComputerName=*
;FullName=<org name>
;OrgName=<org name>

;You can/should also set this as a custom attribute
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; "ProductKey"

;on the 0SS Installation Profile

ProductKey=<product key>

Note: The use of Hardware Signatures files is not required for Oracle Solaris/Sun SPARC or
Red Hat Linux operating systems because Solaris/SPARC and Linux distributions do not need
to be specifically tailored for particular hardware models.

Modifying Existing 0S Installation Profiles

You can edit an 0S Installation Profile by:

Changing the properties for the operating system, for example which customer(s)
can use the 0S Installation Profile to provision servers.

Modifying the way that the operating system is installed on servers by changing
the configuration file or customizing the way the build process works for that 0S
Installation Profile.

Adding custom attributes to the 0S Installation Profile to override default values
in the build process. You can add custom attributes from the SA Web Client or
from the SA Client. See Defining Custom Attributes. For information on how to set
custom attributes for software policies, see Adding Custom Attributes to 0S
Installation Profile (SA Web Client).

Specifying custom disk partitioning and custom drive formatting (For Windows
servers booted with WinPE).

Changing the 0S Installation Profile Properties

To change the properties for an 0S Installation Profile:

1.

From the Navigation pane, click Software > Operating Systems. The Operating
Systems page appears.
Click the name of the operating system that you want to edit. The Edit Operating
System page appears.
Select the Properties tab. You can modify the following settings:

o Name: Sets the display name for the operating system.

« Description: Provides a text description of the operating system.

o Customer: Associates the operating system with a specific customer.

If you have 0S Sequence client permissions, you can change the Name and Descrip-
tion of OS Installation Profile in the SA Client.
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Note that, you cannot change the customer association for an OS Installation Pro-
file.

4. Click Save.

Modifying How an 0S Is Installed on a Server — Linux/UNIX

To modify the way an operating system is installed on Linux/UNIX servers:

1.

From the Navigation pane in the SA Web Client, click Software > Operating Sys-

tems. The Operating Systems page appears.

. Click the name of the Linux/UNIX operating system that you want to edit. The
Edit Operating System page appears.

. Select the Installation tab.

. Modify the following settings:

« Installation Media: (Required) Modify the MRL for the Linux/UNIX operating

system (select one MRL from the pre-populated drop-down list).

See Creating Media Resource Locators (MRLs) for more information on this topic.

Build Customization Script: (Optional) Customize the way the build process
operates for that Linux/UNIX operating system (select a file from the popup
window).

The way you can customize the build process is specific to each build script. You
must follow the requirements for build customization scripts to use this feature.
Scripts appear in the popup window after you upload them through the SA Web Cli-
ent.

See Creating Build Customization Scripts for more information.

Configuration File: (Required) Specify a JumpStart profile, Kickstart con-
figuration file, or YaST2 autoinst.xml file to upload for use by OS Pro-
visioning.

The file that you upload can have any file name, however, 0S Provisioning renames

the file during upload with a valid file name required by the vendor installation pro-
gram.

5. Click Save.

Modifying How an Operating System Is Installed on a Server — Windows

Perform the following steps to modify the way an operating system is installed on Windows serv-

ers:
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1. From the Navigation pane in the SA Web Client, click Software > Operating Sys-
tems. The Operating Systems page appears.

2. Click the name of the operating system that you want to edit. The Edit Operating
System page appears.

3. Select the Installation tab. The installation resources defined for the 0S Install-
ation Profile appear.

4. You can modify the following settings:

« Installation Media: Modify the MRL for the Windows operating system.
Click Select and select an operating system media from the list in the
popup window.

« Installation Options: If you selected WINPE when you created the Windows
installation profile, you can modify the following custom disk partitioning
parameters:

o Custom Disk Partitioning: The script you provide is passed to the
Microsoft diskpart.exe utility and is used during operating system
installation. Refer to the Microsoft Windows product documentation
for more information.

If you leave this section blank, the following default values will be
used:

rescan

select disk O
clean
create partition primary
active
assign letter=C
o Custom Disk Formatting: This script is executed directly onto the
hard drive during operating system installation. If you leave this sec-

tion blank, the default values used are:
format.com C: /FS:NTFS /Q /Y /V:

o Install Drive: Indicate which drive letter to install the Windows oper-
ating system on. The default drive letter used is C.

« Build Customization Script: Customizes the way the build process operates for
that operating system. Click Select and select a build customization package
from the list in the popup window.
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Scripts appear in the popup window after you upload them through the SA Web Client.

« Configuration File: Indicates the Windows response file to upload for use by 0S
Provisioning. Click Upload and enter the file name or browse to the file.

The file that you upload can have any file name. However, 0S Provisioning renames the
file with the correct file name for use by the vendor installation program.

« Hardware Signatures for Windows only: Defines the list of hardware that the

operating system supports. Click Add and select the hardware signature that you
want to include in the OS Installation Profile.

Hardware signatures appear in the list box after a server with that selected make and
model are successfully built, so that it appears in the Managed Server list.

5. Click Save.

Modifying the 0S Installation Profile Packages

With the release of SA 10.2, you should add packages to an 0S Installation Profile using software
policies attached to 0S Sequences. This is because SAS 6.1 and later no longer attempts to auto-
matically calculate the list of packages to attach to the OS Installation Profile.

If you have upgraded from earlier releases, your existing 0S Installation Profiles for Solar-
is/SPARC and/or Linux already have a list of packages attached. However, if you need to upload a
new configuration file (kickstart or jumpstart profile) with a different set of packages, you must
create a new profile using the Prepare 0S Wizard.

Note also, that when you provision OS Sequences that you migrated from SA 5.x via the Run 0S
Sequence wizard, the 0S Installation Profile packages are no longer remediated. If you have
manually attached packages additional to the package list that was automatically generated
when the profile was uploaded to the 0S Installation Profile, provisioning servers with an 0S
Sequence referencing that 0S Installation Profile do not install these extra packages. To insure
that these packages are installed during provisioning, you must add them to a Software Policy,
attach that policy to the 0S Sequence, and enable remediation.

See Defining and Managing 0OS Installation Profiles and Creating 0S Sequences for more inform-
ation.

The method described in this section is provided for those using versions of SA prior to 6.1

Perform the following steps to modify the packages that an 0S Installation Profile installs:

1. From the Navigation pane, click Software > Operating Systems. The Operating
Systems page appears.
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2. Click the display name of the operating system that you want to edit. The Edit
Operating System page appears.

3. Select the Packages tab. The list of packages that the OS Installation Profile
installs appears.

4. Click Edit Packages. The Software Directly Attached page appears.

5. To add a package for installation, click Add Software and specify or search for the
package that you want to add to the list.

6. Toremove packages, select them in the list and click Remove Software. The pack-
ages are deleted from the list in the page but are not actually removed from the
0S Installation Profile until you click Save Edits.

7. To change the order in which the packages are installed on servers, select the
package that you want installed in a different order and click the up or down
arrows.

8. Click Save Edits.

Viewing Change History for an 0S Installation Profile

By default, OS Provisioning maintains information about the changes to 0S Installation Profiles
for 180 days.

The following actions create an entry in the History of an 0S Installation Profile:

« The customer association is changed for the 0S Installation Profile.

o Aserver uses the 0S Installation Profile to install an operating system.

« Packages are added to or removed from the Package List in the OS Installation
Profile.

o Custom attribute changes.

You can view the history of changes to an 0S Installation profile in the SA Web Client and in the
SA Client.

To view the history of changes to an 0S Installation Profile in the SA Web Client, perform the fol-
lowing steps:

1. From the Navigation pane, click Software > Operating Systems. The Operating
Systems page appears.

2. Click on the name of the operating system to review the history of its changes.
The Edit Operating System window appears.

3. Select the History tab. The list of events and changes appears.

To view the history of changes to an 0S Installation Profile in the SA Client, perform the following
steps:
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1. Launch the SA Client using one of the following methods:
o From the Power Tools section of the SA Web Client home page
o From Start > All Programs > SA Client
2. From the Navigation pane, select Library > 0S Installation Profiles.
3. Browse an 0S Installation Profile and open it. The 0S Installation Profile window
opens.
4. From the Navigation pane, select History. The Content pane shows the history of
changes to the 0S Installation Profile, including custom attribute changes.

Deleting an 0S Installation Profile

Note: If a server is currently using an OS Installation Profile or an OS Installation Profile is
included in a template, you cannot delete it.

To delete an 0S Installation Profile, perform the following steps:

1. From the Navigation pane, click Software > Operating Systems. The Operating
Systems page appears.

2. Select the operating system that you want to delete.

3. Click Delete. (If a server has used the 0S Installation Profile or the 0S Installation
Profile is included in a template, a warning message appears).

The list of OS Installation Profiles re-appears.

Configuring RAID on HP ProlLiant Servers Before SA Provisioning

You can configure disk mirroring and striping as part of the initial setup of an HP ProLiant server
prior to provisioning an operating system.

HP ProLiant RAID configuration requires having an HP ProLiant server configured with a baseline
RAID configuration that is captured to a software policy. The captured RAID configuration is then
applied to a server using the methods described in this section.

Supported Hardware
HP ProLiant Servers

Supported Operating Systems

Baseline HP ProLiant RAID Configuration Capture
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o HP ProLiant RAID configuration capture is supported by the following SA-provided
boot images:

o Red Hat Enterprise Linux 5

o Red Hat Enterprise Linux 6

« Red Hat Enterprise Linux 6 - 0GFS-based (for additional information about cap-
turing HP ProLiant RAID configuration using an OS Build Plan, see the readme
file provided with the baseline Red Hat Enterprise Linux 6-based HP ProLiant
RAID capture 0S Build Plan)

o Microsoft Windows WinPE32, WinPE64, Winpe32-ogfs and Winpe64-ogfs (for addi-
tional information about capturing HP ProLiant RAID configurations using an 0S
Build Plan, see the readme file provided with the baseline Windows WinPE32 or
WinPE64 HP ProLiant RAID capture 0S Build Plans)

Note: Solaris (SPARC, x86) is not supported.

HP ProLiant RAID Provisioning

o Linux OS Sequences: HP ProLiant RAID provisioning can be performed on any SA-
supported Linux operating system that can be installed on HP ProLiant servers.
o Windows 0S Sequences: HP ProLiant RAID provision can be performed on any SA-
supported Windows version that can be installed on HP ProLiant servers.
« Linux OS Build Plans: HP ProLiant RAID provisioning is supported for:
o Red Hat Enterprise 5
o Red Hat Enterprise 5 x64
o Red Hat Enterprise 6
o Red Hat Enterprise 6 x64

For additional information about provisioning HP ProLiant RAID configurations
using 0S Build Plans, see the readme file provided with the baseline Red Hat Enter-
prise Linux 6-based HP ProLiant RAID capture OS Build Plans. The README is also
available in the SA online help for OS Provisioning.

o Windows 0S Build Plans: HP ProLiant RAID provisioning is supported for
o Windows Server 2003
o Windows Server 2003 x64
o Windows Server 2008
o Windows Server 2008 x64
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+ Windows Server 2008 R2 x64

For additional information about provisioning HP ProLiant RAID configurations
using 0S Build Plans, see the readme file provided with the baseline Windows
WinPE32 or WinPE64 HP ProLiant RAID capture OS Build Plans.

Note: The Red Hat Enterprise Linux 5/ Linux 6 boot images (Red Hat enterprise Linux 5.6 and
6.0 base) use a newer version of the Array Configuration Utility (ACU) tool. Therefore, HP ProLi-
ant RAID configurations captured using the Red Hat Enterprise Linux 5 boot image can be suc-
cessfully deployed only on unprovisioned servers that registered with the SA Core using the
linux5/1inux6 bootimages. Deployment of an HP ProLiant RAID configuration captured
with the 1inux5 (Red Hat Enterprise Linux 5 base) boot image to an unprovisioned server
that registered with the SA Core using a different boot image will fail due to differing ACU tool
versions

HP also occasionally updates the ACU tool which, in rare cases, can cause RAID configurations
captured by an older version of the tool to be invalid. In these cases, you should rerun the
RAID capture as described below in order to update the RAID capture.

Capture a Baseline HP ProLiant RAID Configuration

In order to configure RAID for an HP ProLiant server, you must first capture a baseline HP ProLi-
ant RAID configuration that is saved into a RAID software policy that will be applied when pro-
visioning new servers. SA uses the HP SmartStart Array Configuration Utility to perform the
capture. The utility is installed by the SA installation.

To capture the RAID configuration, you must specify the custom attribute, raid.capture=1
in the server record for the baseline HP RAID server which causes the server’s RAID configuration
to be captured into the software policy when it is booted into the SA Unprovisioned Server Pool.

You can do this in either of two ways:

1. Use the Manage Boot Client (MBC) utility to create a server record for that server
with the custom attribute raid.capture=1 specified. See Managed Boot Cli-
ents for information on creating or modifying a server record with MBC.

2. Reset the baseline HP RAID server to an SA Unprovisioned Server Pool to create
the server record, edit the server record in the SA Client to specify the custom
attribute raid.capture=1, then power the server off.

After the server record is created with the raid. capture=1 custom attribute, boot the server
into the SA Unprovisioned Server Pool so that the HP server's RAID configuration is captured in a
software policy. Before SA creates the RAID software policy, it first creates a containing folder
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which is automatically named using the model number of the server for which the policy is to be
created.

If the RAID configuration is captured successfully, you see a message similar to Figure 12 in the
console.log file:

Figure 12. RAID Configuration Capture Message

Tail for Win32 - [Hon-Workspace Files - X:\windows\ |

File Edit Yiew Settings  Window  Help

P

Captured RAID array configuration from 00:15:35:36:DC:57 %
RAID Policy 1D/Mame: 14150001,/00:16:35:38:DC:57 RAID Capture
Opsware Library Path: RAID Policies/HP-ProLiant DL380 G4

05 Build Agent registered successfully. MAC: 00:16:35:3B:DC:57

IP: 172.20.250.152 Server 1D: 110001

Lastupdated: 19:1::52 | |

By default, the software policy is given a name that consists of the server’'s MAC address appen-
ded with thewordsRAID Capture,suchas00:16:35:3B:DC:97 RAID Capture.You
can rename the file in the SA Client. After the RAID configuration is captured, the value of the cus-
tom attribute raid. capture is automatically set to “0”. This is to prevent unintended RAID
captures from occurring for subsequent booting of the server to the unprovisioned servers pool.

The value of a custom attribute, raid.version, isalso set to one of the following values:
linux, linux4, 1inux5, or winpe. During an OS Sequencejob, if the raid.policy idis
set, SA compares the raid. version value with the current server's version. If the values do
not match, or the policy does not have the raid.version custom attribute, a warning is
logged to the log file indicating the versions mismatch and that RAID deployment may fail.
However, SA will attempt to continue the job.

The software policy appears in the SA Client RAID Policies Library:
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At this point, to provision RAID servers, you must add a server record custom attribute, raid. -
policy id=<value> fortheunprovisioned server, specifying the RAID software policy Object
ID as the value. The captured baseline RAID configuration specified in the policy is then applied
during provisioning.

The RAID policy you specify for an 0S Sequence RAID deployment must be saved in the
/RAID Policies/Model Name folder. If the RAID policies are saved or moved to a dif-
ferent folder, attempting an 0S Sequence RAID deployment will fail with a Software Policy not
found error.

Note: The method described above is the only way to apply RAID policies. RAID policies must
not be attached to any objects, including unprovisioned servers, device groups, 0S
Sequences, and so on.

Note: If SA fails to configure an HP RAID controller during a "Run 0S Sequence" job, a sub-
sequent attempt to capture the HP RAID controller configuration may fail with the following
message:

RAID configuration deployment failed: Failed to deploy RAID
configuration: An error occurred while clearing current array
configuration. Exit status: 1280

Error message from ACU: ERROR: (2821) No controllers detected.
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This is due to a known issue in the HP ACU controller. In this case, you must manually con-
figure the HP RAID controller with a logical volume at server boot time.

Creating an HP ProLiant RAID Dynamic Server Group

After you have captured a baseline HP ProLiant RAID software policy, you can add a custom attrib-
ute, raid.policy id=<value> (specifying the RAID software policy Object ID as the value)
to a Dynamic Device Group. Any unprovisioned server subsequently attached to that Device

Group will have the HP ProLiant RAID configuration applied when it is provisioned.

Note: Due to the way server records are inserted into Dynamic Server Groups, RAID capture
may be skipped when the server is inheriting the RAID configuration. In this case, you should
manually specify the RAID configuration policy in the server record. If the server is not yet in
the SA Server Pool, you must reboot the server.

Manually Specifying an HP ProLiant RAID Configuration

You can write your own HP ProLiant RAID configuration file to be applied when a server is pro-
visioned. To do so, specify the raid.hpacu.script custom attribute in the server record.
You can specify a pre-written file for the script to use for configuration or open the editor in the
server record and enter the RAID configuration manually.

Note: The Windows SA Provisioning custom attribute argstring is not supported with 0S
Build Plans.

Creating Build Customization Scripts

This section discusses the following topics:

o Using Build Customization Scripts
Solaris Build Customization Scripts
Linux Build Customization Scripts
Windows Build Customization Scripts

Using Build Customization Scripts

You can use operating system-specific build scripts to control the way each operating system is
provisioned. Build scripts allow you to manage each operating system installation from the net-
work connection to SA Agent installation.
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0S Provisioning build scripts provide hooks into the build process that allow you to modify oper-
ating system installations at specific points. These hooks call a single build customization script
at the appropriate time in the operating system installation process.

Because each build script is specific to the operating system it installs, build customization and
installation vary by operating system. Before you can use a build customization script as part of
an 0S Installation Profile, you need to create the build customization script and import it into the
SA Client.

To import a build customization script into the SA Client, perform these tasks:

1. From the Navigation pane, select Library > Packages and By Folder view and
then select an operating system.

2. From the Actions menu, select Import 0S Utilities.

3. Inthe Import OS Utilities window, click Browse to select the build customization
script. Note that, dependent on the operating system, the customization script
filename is expected to follow certain conventions (for example, the Solar-
is/SPARC script must be a Bourne shell script and must be named run). See the
section for your operating system below for information about these conventions.

4. From the Customer list, select a customer to associate with the build cus-
tomization script.

5. From the Platforms list, select an operating system platform to associate with
the build customization script.

6. Click Import.

Later, when you are preparing an 0S Installation Profile you will have the opportunity to select a
build customization script to associate with the profile. Build customization scripts that you have
imported as described above appear in a list when you click Select.

See Defining an 0S Installation Profile — Linux/UNIX or Defining an 0S Installation Profile — Win-

dows for more information.

Solaris Build Customization Scripts

This section describes creating build customization scripts for Sun Solaris.

The Sun Solaris Build Process

It is important to understand the Solaris build process before you include a build customization
script for a Solaris installation profile. Table 6 details the exact steps that occur when you pro-
vision an installation client with Solaris.

A user initiates the build process with Steps 1 and 5. The rest of the build process steps occur
automatically in OS Provisioning.
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Table 6. Sun Solaris Build Process

Phase

Build Process Steps

Pre-installation

1.

A user boots the installation client over the
network by entering the following command
in a console attached to the server:

boot net:dhcp - install

2.

The installation client boots from the network
by using a Solaris 10 JumpStart miniroot
(included as part of OS Provisioning), even-
tually running a JumpStart begin script. The
begin script is used to start the 0S Build
Agent.

. The 0S Build Agent registers with the 0S

Build Manager.

The Solaris build script probes the hardware
configuration of the installation client and
registers it with SA. The installation client
then appears in the Server Pool list in the SA
Web Client.

Phase One

In the SA Web Client, a user chooses to install
an operating system on an available install-
ation client.

The Solaris build script mounts the Solaris
installation media indicated by the MRL in the
0S Installation Profile that the user selected.
The Solaris build script retrieves the profile
associated with the selected 0S Installation
Profile and copies it to $SI_PROFILE, the
standard JumpStart location for dynamic
JumpStart profiles.

The Solaris build script executes the build cus-
tomization script:

/sbin/sh run Pre-JumpStart

9.

The Solaris build script validates the profile
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Phase

Build Process Steps

10.

11.

12.

13.

by using the JumpStart installer (pfinstall) in
test mode.

The Solaris build script causes the 0S Build
Agent to run in the background, allowing the
JumpStart begin script to complete.

The JumpStart installer pfinstall com-
mand is invoked by the JumpStart installer
script and Solaris is installed. Concurrently,
the OS Build Agent monitors the installation
process. Feedback is displayed in the SA Cli-
ent.

The JumpStart installer pfinstall completes
and runs the JumpStart finish script, which
indicates to OS Provisioning that the oper-
ating system installation is complete.

The build script executes the build cus-
tomization script a second time:

/sbin/sh run Post-JumpStart

14.

The installation client reboots.

Phase Two

15.

16.

On entering multiuser mode, the 0S Build
Agent is invoked and it contacts the OS Build
Manager.

The Solaris build script executes the build cus-
tomization script:

/sbin/sh run Pre-Agent

17.
18.

The Solaris build script installs the SA Agent.
The Solaris build script executes the build cus-
tomization script:

/sbin/sh run Post-Agent

19.

20.

The Solaris build script exits and Phase Two
finishes.
0S Provisioning takes over, causing a remedi-
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Phase Build Process Steps

ation of the selected software to be installed
onto the installation client.

See the SA User Guide: Audit and Compliance for more information on how remediation installs
software on servers.

Requirements for Solaris Build Customization Scripts

Build customization script for Solaris must meet the following requirements:

o You must create the script as a Bourne shell script and name it run.

o You must include the run script in an archive file in tar . Z format and include
the script at the top level of the archive. During OS Provisioning, the tar.z
archive is unpacked on the installation client and the script is processed by
/sbin/sh.

o You must be sure that the run script is unpacked in its own directory with the
other files in the archive. This directory serves as the current working directory
when the run script is invoked. Based on this fact, correctly refer to the other
files in the archive. For example, unpacking and invoking the run script follows
this general process:

mkdir /var/tmp/inst hook
cd /var/tmp/inst hook

zcat hook.tar.z | tar xf -
/sbin/sh run <stage>

o You must create a script that cannot cause the installation client to drop its net-
work connection (for example, do not use the script to reboot the installation cli-
ent or reconfigure the active network interface). If the installation client drops its
network connection, the OS Provisioning process will fail.

o You must create the run script so that it exits normally. If the script exits with a
non-zero value, the 0S Provisioning process will end. However, the JumpStart pro-
cess will continue when a pre-installation hook fails (exits with a non-zero value).
When creating the run script, you should ensure that the JumpStart process does
not continue when a pre-installation hook fails.

The run script should not take an exceptionally long time to complete, otherwise the 0S
Provisioning process might time out.
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Solaris Provisioning from a Boot Server on a Red Hat/SLES 10 Linux Server

If you must provision a Solaris server and the Boot Server is hosted on a Red Hat Enterprise Linux
or Suse Linux Enterprise 10 server, you must disable NFS v3 on the Boot Server. If the Boot
Server is on a Solaris server, do not perform this action.

Disabling NFS v3 or NFS v4

To disable NFS v3, perform the following steps:

1. On the Boot Server host, create the following file:
/etc/sysconfig/nfs

2. Inthe newly created nfs file, add the following line:
MOUNTD NFS V3=no

3. Restart NFS:
/etc/init.d/nfs stop

/etc/init.d/nfs start
To disable NFS v4 on a Red Hat Linux Boot Server host, perform the following steps:

1. Onthe Boot Server host, create the following file:
/etc/sysconfig/nfs

2. Inthe newly created n£s file, add the following lines:
MOUNTD NFS V3=no
MOUNTD NFS V2=yes
RPCNFSDARGS='--no-nfs-version 4

3. Restart NFS:
/etc/init.d/nfs stop

/etc/init.d/nfs start
To disable NFS v4 on an SLES 10 Boot Server host:

1. On the Boot Server host, create the following file:

/etc/sysconfig/nfs

2. Inthe newly created nfs file, add the following line:

NES4 SUPPORT="no"
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3. Restart NFS:

/etc/init.d/nfsserver stop

/etc/init.d/nfsserver start

Creating a Solaris Build Customization Script

You can customize a Solaris installation at multiple points using a build customization script. The
following list shows these points:

« Pre-JumpStart: A pre-installation hook for the first stage.

During Phase One, the build customization script runs in the JumpStart environment. The
script can use all the standard JumpStart environment variables, such as

SI_ PROFILE. All the environment variables associated with the standard JumpStart
probe keywords and values are set (for example, ST DISKLIST, SI HOSTADDRESS,
and SI MEMSIZE).

When the run scriptis invoked at the Pre-JumpStart point, it can perform any actions that
aJumpStart begin script would perform. For example, the script could modify the down-
loaded profile before the operating system installation begins. At this point, the Solaris
profile is downloaded from OS Provisioning, but the profile has not been passed to the
JumpStart server.

For the complete list of the environment variables, see the Solaris 9 Installation Guide.

o Post-JumpStart: A post-installation hook for the first stage.
When the run script is invoked at the Post-JumpStart point, it can perform any actions
that a JumpStart £inish script would perform. One example would be to set custom

eeprom settings. The installation client’s file systems are available for modification at this
point and are mounted on the /a partition for the £ini sh script environment.

o Pre-Agent: A pre-installation hook for the second stage.
« Post-Agent: A post-installation hook for the second stage.

During Phase Two, the run script is executed after the installation client has rebooted.
This is the point when the system is up and running in multi-user mode with most services
started.

The last 4K of output produced by the build customization script (stdout and stderr)
appearsin the SA Web Client output details for the operating system.

Sample Solaris Build Customization Script
#!/sbin/sh

pre jumpstart () {

#
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# strip any partitioning information out of profile, and
# replace it with keywords to use default partitioning, but
# to size swap equal to the amount of physical RAM

#

cat $SI PROFILE | grep -v partitioning | grep -v filesys > /tm-
p/profile.S$S

echo "partitioning default" >> /tmp/profile.S$S$
echo "filesys any $SI MEMSIZE swap" >> /tmp/profile.$S$
cp /tmp/profile.$$ $SI PROFILE
rm -f /tmp/profile.$$
}
post jumpstart () {
#
# set local-mac-address eeprom setting
#
eeprom 'local-mac-address?=true'’
}
pre_ agent () |
# do nothing
}
post agent () {
# do nothing
}
case "S$1" in
Pre-JumpStart) pre jumpstart ;;
Post-JumpStart) post jumpstart ;;
Pre-Agent) pre agent ;;
Post-Agent) post agent ;;

esac
Linux Build Customization Scripts

A Linux build script runs a single installation hook that gives you the ability to customize the
Linux build process before Anaconda loads.
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The installation hook is run in a RAM disk right before the installation program runs, but after the
network has been brought up.

Linux/Itanium Build Process

It is important to understand the Linux/Itanium build process before you include a build cus-
tomization script in a Linux/Itanium OS Installation Profile. Table 7 describes the exact steps that
occur when you provision an installation client with Red Hat Linux, Red Hat Linux Itanium or SUSE
Linux.

A user initiates the build process with Steps 1 and 6 and the rest of the build process steps hap-
pen automatically in OS Provisioning.

Sample Solaris Build Customization Script

#!/sbin/sh

pre jumpstart() {

strip any partitioning information out of profile, and
replace it with keywords to use default partitioning, but
to size swap equal to the amount of physical RAM

H= oS o H

cat $SI PROFILE | grep -v partitioning | grep -v filesys > /tm-
p/profile.S$S

echo "partitioning default" >> /tmp/profile.S$S$
echo "filesys any $SI MEMSIZE swap" >> /tmp/profile.$S$
cp /tmp/profile.$$ $SI PROFILE

rm -f /tmp/profile.$$

}

post jumpstart () {

#

# set local-mac-address eeprom setting

#

eeprom 'local-mac-address?=true'’

}

pre_ agent () |

# do nothing

HPE Server Automation (10.22) Page 184 of 252



User Guide: Provisioning

post agent () {

# do nothing
}
case "$1" in
Pre-JumpStart) pre jumpstart ;;
Post-JumpStart) post_jumpstart ;7
Pre-Agent) pre agent ;;
Post-Agent) post agent ;;

esac

Requirements for Linux Build Customization Scripts

To use a build customization script for Linux, you must meet the following requirements:

o You must create an executable script and name it run.

o You must include the run script in an archive file in tar . gz format and include
the script at the top level of the archive. During 0OS Provisioning, the tar.gz
archive is unpacked on the installation client and the script is executed.

o You must unpack the run script in its own directory with the other files in the
archive. This directory serves as the current working directory when the run
script is invoked. Based on this fact, correctly refer to the other files in the
archive. For example, unpacking and invoking the run script follows this general
process:

mkdir /tmp/installhook
cd /tmp/installhook
tar -xzf hook.tgz
./run 2>l

o You must ensure that the run script does not take an exceptionally long time to
complete, otherwise the 0S Provisioning process might time out.

o You must ensure that the run script exits normally. If the script exits with a non-
zero value, the 0S Provisioning process ends.

o You must ensure that the run script has execute permissions to function prop-
erly.

Linux/Itanium Build Process

It is important to understand the Linux/Itanium build process before you include a build cus-
tomization script in a Linux/Itanium OS Installation Profile. Table 7 describes the exact steps that
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occur when you provision an installation client with Red Hat Linux, Red Hat Linux Itanium or SUSE
Linux.

A user initiates the build process with Steps 1 and 6 and the rest of the build process steps hap-
pen automatically in OS Provisioning.

The build process for Red Hat Linux Itanium and VMware ESX follows the same process as the
Linux build process.

Table 7. Linux Build Process

Phase Build Process Steps

1. A user boots the installation client from PXE or the
Linux Boot CD ROM.

2. The installation client loads a standard Red Hat boot
image and mounts the second stage image specified by
the kernel parameters.

Note: During a PXE boot, the Build Agent is called from the
kickstart file. When a CD install is specified, Anaconda is
replaced by a custom SA script that is used to invoke the 0S
Build Agent.

3. The OS Build Agent registers with the Build Manager.

4. The Linux build script probes the hardware configuration
of the installation client and registers it with SA, causing
the installation client to appear in the Server Pool list in
the SA Web Client.

Pre-installation

5. Inthe SA Web Client, a user selects the target version of
Linux to install on the installation client.

6. The Linux build script creates a small partition at the
beginning of the disk and copies the target boot image
from the Boot Server to this partition.

7. The Linux build script copies GRUB or ELILO onto the par-
tition and installs it into the MBR.

8. The Linux build script configures GRUB or ELILO to boot
this partition, and kernel arguments are set to do an
NFS installation on the location indicated by the MRL.

9. If the Custom Attribute kernel arguments is set
for the OS Installation Profile, these kernel arguments

Phase One
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Phase Build Process Steps

are appended.
10. The OS Build Agent exits and the server reboots.

11. The target boot image loads and runs the OS Build
Agent.

12. The Linux build script verifies that the media indicated
by the MRL is the same version as the boot image under
which it is running.

13. The Linux build script writes the configuration file
defined by the MRL to the disk.

14. If it exists, the Linux build script runs the build cus-
tomization script.

15. The Linux build script runs in the background. The 0S
Build Agent and Anaconda starts. The Linux installation
starts normally by using the configuration file written to
the disk. Concurrently, the OS Build Agent monitors the
installation process providing feedback, which is dis-
played in the SA Client.

16. After all packages have been installed, the OS Build
Agent copies the SA Agent Installer and the OS Build
Agent to the server and sets up an init script to start
the OS Build Agent after the reboot.

17. When the operating system installation completes,
Anaconda reboots the installation client, which boots
from the newly installed operating system.

Phase Two

18. On entering multi-user mode, the OS Build Agent is
invoked and contacts the 0S Build Manager.
19. The Linux build script installs the SA Agent.

Phase Three 20. The Linux build script exits.

The operating system installation section of provisioning is
complete.

VMware ESX Build Process

The VMware ESX build process follows the same general steps as the Linux build process.
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The main difference between the VMware ESX and Linux is that VMware ESX ships by default with
an iptables firewall that will block communication between the core and the mini-agent and
agent. In order for the mini-agent to work correctly, build scripts add firewall rules and these
rules allow the traffic needed for the mini-agent to function. The agent for VMware ESX is also
enhanced to manage the necessary allow rules, which enables the flow of communication
between the SA Agent and core.

Therest of the VMware ESX build process follows the same process as the Linux build process.
For more information, see Linux/Itanium Build Process.

VMware ESX Build Customization Scripts

The VMware ESX build script runs a single installation hook that gives you the ability to customize
the VMware ESX build process before Anaconda loads.

Theinstallation hook is run in a RAM disk right before the installation program runs, but after the
network has been brought up.

Windows Build Customization Scripts

This section describes creating build customization scripts for Microsoft Windows.

Windows Build Process (WinPE Boot Image)

Note: In order to perform PXE booting of a VMware ESX Windows Server 2003 x86 or x86_64
VM using WinPE, the minimum required RAM is 512MB (higher than the VMware recommended
RAM minimum).

Table 8 details the steps that occur when you provision an installation client with Windows
WinPE.

A user initiates the build process with Steps 1 and 6. The rest of the build process steps happen
automatically in OS Provisioning.

Table 8. Microsoft Windows Build Process(WinPE)

Phase Build Process Steps

1. A user boots an installation client over the
network by using a PXE network bootstrap
program or by using the WinPE.

2. The user can install either WinPE x86 32 bit
or WinPE x64 64 bit pre-installation envir-
onment.

Pre-installation
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Phase

Build Process Steps

3.

PXE boots the Windows OS Build Agent over
the network.

When using the WinPE pre-installation envir-
onment, you will not be prompted to create a disk
partition.

The OS Build Agent collects pertinent hard-

ware information and registers the inform-
ation with SA.

The server is ready to be provisioned and is avail-
able for selection from the Server Pool in the SA
Web Client.

Phase One

The user selects a Windows server from the
Server Pool list in the SA Web Client and
assigns a Windows 0S Installation Profile or a
Windows template to the server.

The Windows build script mounts the Win-
dows installation media as indicated by the
Media Resource Location (MRL).

The Windows build script initiates a Windows
unattended setup.

The Windows build script waits for a Windows
unattended setup to complete and Windows
to boot for the first time.

Phase Two

11.

Windows boots for the first time.

. If a build customization script was specified in

the OS Installation Profile, it is executed by
the Windows build script.
The Windows build script installs the Agent.

The Windows build script exits and Phase Two is
complete.

Legacy Build Customization Script run.bat

In previous releases of SA, 0S Provisioning supported a single hook script named run.bat. If
you choose to use this legacy script, it will still work, but it will only call the Pre-Agent hook.
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For example, if the cabinet file does NOT contain a runphase .bat script at theroot level, but
it DOES contain a run . bat script at the top level, it will be treated as a legacy single-hook
script. It will NOT be run at the “Pre-Copy” phase. It is run only at the Pre-Agent phase with no
command line arguments.

If the cabinet file contains both runphase .bat and run.bat, it will still be treated as multi-
phaseand run.bat will be ignored.

Creating a Windows Build Customization Script (WinPE)

Windows WinPE customization scripts support the following installation hooks:

Pre-Partition
Pre-ShareConnect
Pre-Copy
Post-Copy
Pre-Reboot
Pre-Agent
Post-Agent

The following conventions also apply:

WinPE Windows build customizations must be in the form of a zip file.

There must be a run.cmd script in the root of the zip file. See the example run-
.cmd below.

Hooks are unpacked in %systemdrive%\opswba\hook (for example,
x:\opswba\hook).

« Hooks are unpacked recursively and will overwrite existing files.

o Hooks are transferred and unpacked only once during the initial phase. Sub-
sequent runs do not require unpacking. Hooks will be transferred and
unpacked again after reboots (for example, before Pre-Agent), at which
point they are unpacked in %systemdrive%\opswba\hook (typically
c:\opswba\hook).

« When hooks are executed, the current directory will be the root directory of
the unpacked zip file.

« In order to identify which phase of the build customization is being run, the build

scripts pass a single command line argument to the run.cmd script, matching the
name of the hook phase (Pre-Copy, Post-Copy, etc.). See the example run.cmd
below.

« The build interprets a non-zero return code from a customization (hook) phase as

a fatal error. Therefore, ensure that the appropriate code is returned. In the
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event of a fatal error, the directory in which the build customization was
unpacked will be left as is (to aid in debugging). This type of error is one of the
few errors during the early phases of the provisioning process from which auto-
recovery is not possible.

Any output from the build customization (hook) phase will be recorded in the build
log. Therefore, it is important to ensure that no inappropriately sensitive inform-
ation is contained in the output.

Upon completion of the last build customization hook (Post-Agent), the hook dir-

ectory will be forcibly deleted along with all it's contents.
« After running each hook, buildscripts look for a file called %tem-

p%\skipnextstep. If this file exists, it will be deleted and the next step of the pro-

visioning will be bypassed. The following is what is bypassed for each build
customization phase if the skipnextstep file exists:
o Pre-Partition
« skips partitioning and formatting
o Pre-ShareConnect
« skips connecting Z: to the media server share

o Pre-Copy
« skips launching the build and monitoring it altogether
o Post-Copy
« skips copying the Agent and installing the boot agent (not recom-
mended)

o Pre-Reboot
« skips the reboot (not recommended)
o Pre-Agent
« skips the agent install
o Post-Agent
« skipnextstep has no effect (the file will be deleted)

Sample run.cmd File

This section shows a sample, minimal run.cmd. This sample simply echoes to the console for
each hook phase. To manually test this hook from a command shell, execute it using:

cmd /c run.cmd

which mimics the build agent environment as closely as possible (and prevents an “exit” in the
script from causing an exit from your command shell).

@echo off

if x%1 == xPre-Partition (
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call :PrePartition

) else if x%1 == xPre-ShareConnect (
call :PreShareConnect

) else if x%1 == xPre-Copy (

call :PreCopy

) else if x%1 == xPost-Copy (

call :PostCopy

) else if x%1 == xPre-Reboot (
call :PreReboot

) else if x%1 == xPre-Agent (
call :PreAgent

) else if x%1 == xPost-Agent (
call :PostAgent

)

goto :end

:PrePartition
echo We are in the Pre-Partition hook phase

exit O

:PreShareConnect
echo We are in the Pre-ShareConnect hook phase

exit O

:PreCopy
echo We are in the Pre-Copy hook phase

exit O

:PostCopy

echo We are in the Post-Copy hook phase

exit O
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:PreReboot
echo We are in the Pre-Reboot hook phase

exit O

:PreAgent
echo We are in the Pre-Agent hook phase

exit O

:PostAgent
echo We are in the Post-Agent hook phase

exit O

rend

Defining Custom Attributes

This section discusses the following topics:

o Custom Attributes for Sun Solaris 10 and 11

Custom Attributes for Linux or VMware ESX

Custom Attributes for Microsoft Windows

Adding Custom Attributes to 0S Installation Profile (SA Web Client)
« Adding Custom Attributes to OS Installation Profile (SA Client)

In addition to the customization provided by using build customization scripts, each build script
uses custom attributes.

The SA Web Client and SA Client provide a data management function by allowing users to set cus-
tom attributes for servers. These custom attributes include setting miscellaneous parameters and
named data values. Users can write scripts that use these parameters and data values when per-
forming a variety of functions, including network and server configuration, notifications, and
CRON script configuration. See Adding Custom Attributes to 0S Installation Profile (SA Web

Client).

For OS Provisioning, SA uses custom attributes to pass specific information to each build script to
configure the installation process.

You can edit an 0S Installation Profile to override the default values used by the build process.
You override these default values by setting custom attributes for the OS Installation Profile.
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See Adding Custom Attributes to 0S Installation Profile (SA Web Client) and Adding Custom Attrib-
utes to OS Installation Profile (SA Client) for specific steps required to set custom attributes for an
0S Installation Profile.

Custom Attributes for Sun Solaris 10 and 11

The build script for Solaris 0S Provisioning uses a number of custom attributes. Several of these
custom attributes correlate with an equivalent setting that would be defined normally by a
Solaris sysidcfg file.

You cannot modify the sysidcfg file that OS Provisioning uses. However, you can override spe-
cific values specified in the default sysidcfg file. You can set custom attributes for a Solaris 0S
Installation Profile in the SA Web Client.

The custom attributes correspond to the equivalent keywords in the sysidcfg file. See Table
9.

Table 9. Sun Solaris 10 and 11 Custom Attributes

Keyword Description

NFS path to a Flash Archive (f1ar) to use instead of oper-

archive loc-— ating system media.

ation Example Value: nfs://mediaserver.company.com
[flars/sunos5.10_basic.flar
Solaris kernel parameters. These can be found in
/boot/grub/menu.lst on X86, as EEPROM values on SPARC

bOOJ'C_ machine systems, or bootenv.rc.

options

Example Value: Values will vary, see your Solaris doc-
umentation.

The command the 0S Build Agent uses to issue a reboot
during Solaris SPARC reprovisioning. The custom attribute
value is not the entire command, rather it is the next boot

reboot com— | command for the Open Boot PROM. The full command is

mand [usr/sbin/reboot -1 -- 'net:dhcp - install,
only net:dhcp - install is replaced by the reboot com-
mand value.

Example Value: net2:dhcp - install

root pass- Sets the encrypted value for the password on an install-
word ation client. One way to obtain an encrypted value is by
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Keyword

Description

using
[etc/shadow.

If avalue is not set, the system will not have a root pass-
word.

Example Value: Field 2 from the /etc/shadow file

timezone

Sets the time zone for the configuration of the installation
client (sets TZ in /etc/default/init). The directories and files
in the directory /usr/share/lib/zoneinfo provide the valid
time zone values.

By default, the time zone value is UTC.

For example, the time zone value for Pacific Standard Time
in the United States is US/Pacific. You can also specify any
valid Olson time zone.

Example Value: Any value in the
Jusr/share/lib/zoneinfo directory on a solaris server.

system loc-

Sets the language for the configuration of the installation
client (sets LANG in /etc/default/init). Valid locale values are
installed in /usr/lib/locale. If you set this attribute, you
should also use the locale keyword in the operating system
profile so that the appropriate locale is installed.

ale By default, the value for this keyword is system loc-
al=cC.
Example Value: "C","en US.UTF-8","ja JP.UTF-8".
See http://developers.sun.com/dev/gadc/faq/locale.html

required No | ted

patches o longer supported.
Sets the system’s default NFS version 4 domain name. This
value is substituted into /etc/default/nfs next to

nfsva "NFSMAPID_DOMAIN-=.

domai;

If this value is not set, 0S Provisioning suppresses the
prompt to confirm the NFS version 4 domain name when
the server starts the first time.
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Keyword Description

Example Value: company.com

(Solaris 11) The MRL created by the import media
mrl script. This is useful when you want to use an external
repository.

http proxy (Solaris 11) Specify when you use HTTP repositories.

(Solaris 11) Solaris 11 allows root to be defined as arole in

enable the sc.xml file.

root_user Presence of this custom attribute will trigger the user cre-

ation, even if 'no' value is set.

hostname Specifies the hostname of the machine.

Custom Attributes for Linux or VMware ESX

You can use custom attributes to specify additional arguments to the kernel where the install-
ation isrunning.

Setting a custom attribute for the OS Installation Profile requires that you edit the 0S Installation
Profile and select the Custom Attributes tab. The custom attribute must have the name, ker-

nel arguments.

The kernel arguments are separated by spaces (like they are when you type them after the boot
prompt for the CD-ROM or DVD). For example:

name=value Jjones=barbi

To have the kernel arguments persist after the base operating system is installed, you must set
them in the uploaded configuration file. Setting kernel arguments by using custom attributes
only allows you to create a completely automated installation (as if you were installing the oper-
ating system from CD-ROM or DVD).

Note: Although custom attributes are provided with a default value, you must ensure that the
values are valid for your system before proceeding.

Table 10. Linux or VMware ESX Custom Attributes

Keyword Description

Values: A raw device name without "/ dev /" such as

boot disk
_ IISdaII’ Ilhdcll’
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Keyword Description

"cciss/c0d1l"

Values: "rhel30", "rhel40", "rhel50", "rehl 60",

"rhel3ia","rheld4ia", "rhel5ia"

boot_kernel | Note: This custom attribute is used only for repro-
visioning. The value of this custom attribute specifies the
type of kernel the server boots to during reprovisioning.

Created after using non-DHCP to boot the target server

hpsa_netconfi
pa- g into the Unprovisioned Servers list.

kernel argu- | Values:"noapci","root=LABEL=/","quiet",

ments "splash"

Values: MAC address of the NIC

Note: This custom attribute is used in the Media Boot Cli-
ent (MBC) to create a server record. The Server Browser of

this device has the following custom attribute:
ksdevice

(Linux pxe boot) kernel arguments =ksdevice=mac

address

ksdevice mac address

When powering on and PXE booting a device, you do not
need to specify the kickstart device.

Values: bootif

Default:

ksdevice ksdevice=bootif

(1inux5, linux6) | use for all Linux PXE types (including 1inux5, 1inux6)
to prevent prompting for the Kickstart device when boot-
ing a multiple NIC server into the Unprovisioned Server
pool.

Use --opts to specify NFS optionsin the ks .cfg.
(when provisioning Red Hat Enterprise Linux 5 or later).

nfs opts For example:

nfs --server <Server IP> --dir <media
dirctor> --opts
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Keyword Description

<nfs options>

For example, to contain a comma delimited set of values
the same as the NFS values allowed in /etc/fstab, cre-
atea custom attributenfs opts with thevalue"rsize-
e=32768,wsize=32768".

Values: the number of minutes to wait for Linux pro-
visioning to complete before timing out.

timeout Default: 30 minutes

If Linux provisioning fails because the job takes too long
to complete, you can specify a longer timeout period.

Using the boot_disk Custom Attribute to Specify the Boot Drive

For certain servers you may need to specify the correct boot disk using the boot disk custom
attribute. Table 10 describes the usage for the boot disk custom attribute.

SA uses the values specified with theboot disk custom attribute to determine which disk to
partition, format, and install the Assisted Installer image on.

Note: The device you select must be configured as the first internal boot device in the BIOS.
If the value of theboot disk custom attribute is not found to exist on the hardware, SA
logs a message and reverts to the original disk selection logic.

Sample ks.cfg File

Theboot disk custom attribute requires certain modifications to your Kickstart file in order to
function properly. The following is a sample ks . c £ g file for use with Red Hat Linux AS 4:

#Red Hat Kickstart Answer File
#Validated for use with Opsware

#This file supports a non-default boot disk

#VERSION: 1.1 20080804

auth

bootloader --driveorder=Q.boot disk@

clearpart --drives=@.boot disk@ --initlabel

part / --ondrive=@.boot disk@ --asprimary --size=500 --grow
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part swap --asprimary --size=250 --ondrive=@.boot disk@
keyboard us

lang en US.UTF-8

langsupport --default en US.UTF-8 en US.UTF-8
reboot #require by OPSW

rootpw password

text

timezone --utc UTC

#Required for opsware

firewall --disabled

%packages

@base

%pre
#0K, the purpose of this is to initialize all partition tables

#If anaconda finds a completely new raw disk or any disk with an
#invalid partition table, it goes interactive. This makes sure

#anaconda continues unattended

for D in “sfdisk -1 2>/dev/null | grep "unrecognized partition" |
cut -d : -f 1 | tr -d " "|xargs’
do

echo "Found an uninitialized partition table on ${D} according
to sfdisk. Adding a new empty partition table"

printf ";\n;\n;\n;\ny\n" | sfdisk --DOS --force "S${D}" >
/dev/null 2>s&l

done
Custom Attributes for Microsoft Windows

For a Windows 0S Installation Profile, you can set various Windows operating system custom
attributes that allow you to replace or insert values inside the unattend.txt file during the oper-
ating system installation process. At install-time, the resolved value of the custom attribute is
inserted into unattend.txt.
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For example, if you do not have AdminPassword=Foo in your unattend.txt file, but you do
have it added as a custom attribute, OS Provisioning will automatically add AdminPass-

word=CustAttrvalue atinstall time.

For more information on how to add custom attributes, see Adding Custom Attributes to 0S
Installation Profile (SA Web Client) or Adding Custom Attributes to OS Installation Profile (SA Cli-

ent).

Refer to Microsoft documentation for syntax and valid values. Unless otherwise noted in the
table, there are no default values for these attributes if they are not set.

Table: Windows Custom Attributes for 0S Provisioning

Corresponding
Keyword unattend.txt Description
Attribute
This option sets the Admin-
, [GuiUnattended] . P
AdminPassword istrator password for the

/AdminPassword

Admin account.

AGENT_INSTALL_
DELAY

Allows you to introduce a delay
after provisioning a system
that allows the build scripts to
wait before starting to install
the agent.

Default: 30 seconds

argstring

None

String value that is used to
compose the command line
arguments for the Agent
installer.

auto partition

Used by consoleless to indicate
that instead of requiring inter-
active user confirmation before
partitioning the disk, partition
the disk automatically.

ComputerName

[UserDatal/Com-
puterName

This value is not validated by
SA. This custom attribute
should only be set on the
Server, but SA does not pre-
vent you from setting the
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Keyword

Corresponding
unattend.txt
Attribute

Description

attribute anywhere. The
default value is an SA-gen-
erated random string.

hpsa_netconfig

None

Created after using non-DHCP
to boot the target server into
the Unprovisioned Servers list.

imageexec

None

Command to apply legacy
image-based provisioning
image. This supports tra-
ditional imaging tools such as
Symantec Ghost™. However,
using the built in support for
WIM images is strongly encour-
aged.

imagefile

None

Path to a server image file. This
supports traditional imaging
tools such as Symantec
Ghost™. However, using the
built in support for WIMimages
is strongly encouraged.

imageshare

None

Share with image file to install.
This supports traditional ima-
ging tools such as Symantec
Ghost™. However, using the
built in support for WIM images
is strongly encouraged.

ProductKey

[UserData]/Pro-
ductKey

This value is not validated by
SA.

timeout

None

An integer value in minutes
that the Windows Setup will
timeout. Default is 120
minutes. If Windows setup
does not complete in the spe-
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Corresponding
Keyword unattend.txt Description
Attribute

cified amount of time, the oper-
ating system installation fails
with a timeout error.

Adding Custom Attributes to 0S Installation Profile (SA Web Client)

Perform the following steps to add custom attributes to an 0S Installation Profile in the SA Web
Client:

1. From the Navigation pane inside the SA Web Client, click Software > Operating
Systems. The Operating Systems page appears.
2. Click the name of the operating system that you want to edit. The Edit Operating

System page appears.
3. Select the Custom Attributes tab. The list of custom attributes specified for the

0S Installation Profile appears].

Note: If the OS Installation Profile contains custom attributes, the Edit Custom Attributes
button appears on the page. Click Edit Custom Attributes to add new attributes and edit
existing ones.

4. Click Add Custom Attribute.

Enter a name and a value for the custom attribute.

6. Click Save. The list of custom attributes set for the OS Installation Profile
reappears. The new custom attribute is added to the list.

(9]

Adding Custom Attributes to 0S Installation Profile (SA Client)

To add custom attributes to an 0S Installation Profile in the SA Client, perform the following
steps:

1. 1. Launch the SA Client using one of the following methods:
o SA Web Client home page: From the Power Tools section
o SA Web Client Menu: From Start > All Programs > SA Client
2. From inside the SA Web Client, from the Navigation pane, select Library >
0S Installation Profiles. Ensure that you have selected the By Type tab.
3. Browse to an 0S Installation Profile and open it. The 0S Installation Profile win-

dow opens.
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8.

In the OS Installation Profile window, select Custom Attributes from the Views
pane.

. In the Content pane, click Add to add a custom attribute.
. In the Name column, double-click a cell in the table and type a custom attribute

name.

. In the Value column, double-click a cell in the table and type a custom attribute

value. If you would like to enter a longer value, click L] to open a window that
allows you to enter a longer value.
To delete a custom attribute, select it and click Delete.

Creating 0S Sequences

An 0S Sequence defines what to install on a server, such as operating system configuration
information taken from an 0S Installation Profile that you specify, software and patch policies,
and the target servers on which to install the operating system.

Requirement: When you create an 0S Sequence, it is saved into the Folder list in the Library.
You must have permissions to the folder where you want to save the 0S Sequence. For more
information on how folder permissions work, see “User and Group Setup and Security” in the
SA Administration Guide.

0S Sequence Contents

You can specify the following in an 0S Sequence:

« Properties: Allows you to name the 0S Sequence and choose a location to save it

in a library folder. You must have permissions to write to the folder where you
save the 0S Sequence, otherwise you will be unable to save it in the selected loc-
ationin the library.

Install 0S: Allows you to choose an 0S Installation Profile. If the OS Installation
Profile already has a customer associated with it, you will be unable to select a
customer for the 0S Sequence. If it does not have a customer associated with it,
then you can select one here. Once you choose a customer, then all servers on
which you install the operating system using this 0S Sequence will be associated
with that customer.

Attach Patch Policies is available for Windows and Solaris 0S Sequences.

For more sbout information Patch Management, see the SA User Guide: Server Patching.
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« Attach Device Group: Allows you to select a device group (group of servers) for a

the server once the 0S Sequence has been run. You can select any public static
group to attach to the 0S Sequence.

A group of servers can also have software and patch policies associated with it. If you
enable remediation in the 0S Sequence (in Remediate Policies), then all software and
patches associated with the group of servers will also be installed on the server when you
run the 0S Sequence. If you disable remediation, then none of the software or patchesin
the policies attached to the group of servers will be installed on the server.

For information on device groups, see Server Management in the SA User Guide: Server
Automation.

Remediate Polices: Allows you to choose to enable or disable remediation when
the server is provisioned with the 0S Sequence. The Default is Disabled.

When remediation is disabled, running an 0S Sequence installs the operating system how-
ever no policies in the 0S Sequence are remediated —that is, no software or patchesin any
of the policies attached to the 0S Sequence are installed when the sequence is run.

If you enable remediation, then all software and patches in all policies attached to the
server will be installed when the 0S Sequenceis run. This is also true for any policies
attached to the group of servers selected for the 0S Sequence. You can also set reboot
and pre and post installation script options.

Note: In order to perform OS Provisioning with remediation, you must have at minimum read
access to all server module policies.

Defining an 0S Sequence

To create an 0S Sequence, perform the following steps:

1.

In the SA Client, from the Navigation pane, select Library and then select 0S
Sequences.

. Choose an 0S folder.
. From the Actions menu, select New...
. In the Views pane of the 0S Sequence window, select Properties and enter a name

for the OS Sequence.

. Click Change in the Content pane to choose a location in the folder library to save

the 0S Sequence. You must have permissions to write to the folder where you
save the 0S Sequence.
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10.
11.

12.

13.

14.

15.

16.

. From the Views pane, click Tasks then Install 0S to choose an 0S Installation Pro-

file.

. If the OS Installation Profile does not have a customer associated with it, then

select a customer from the Assign Customer drop-down list. If the OS Installation
Profile already has a customer associated with it, you will be unable to select a
customer for the 0S Sequence. All servers provisioned with this 0S Installation
Profile will be associated with the specified customer (if a customer has been
assigned).

From the Views pane, select Attach Software Policy.

. At the bottom of the Content pane, click Add and select a software policy to add

to the OS Sequence.

From the Views pane, select Attach Patch Policies.

At the bottom of the Content pane, click Add and select a patch policy to add to
the OS Sequence.

From the Views pane, select Attach Device Group.

At the bottom of the Content pane, click Add. Select a device group to place the
server into, after the 0S Sequence has been run. You can only select a public
static group for this option.

From the Views pane, select Remediate Polices.

In the Content pane, choose to enable or disable remediation when the server is
provisioned with the 0S Sequence. If you select Disable Remediation, then when
you run the 0S Sequence, the operating system will be installed but no policies in
the 0S Sequence will be remediated — this means that no software in any of the
policies attached to the 0S Sequence will be installed when the sequence is run.
If you select Enable Remediation, then you will need to configure the Rebooting
and Scripts parameters. For the rebooting options, you can select one of the fol-
lowing:

Reboot servers as dictated by properties on each installed item: Selecting this option
will allow any reboot settings to run that might be set in any software or patch policies
attached to the OS Sequence.

Hold all server reboots until after all items are installed: This option will override any
pre-install reboot options that might be set in any software or patch policies attached to
the OS Sequence. If any post-install reboots have been set, then they will execute after the
operating system has been installed.

Suppress all server reboots: This option will override reboot options set in any software
or patch policies attached to the 0S Sequence.
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17. Next, in the Scripts section, select either a Pre-Install/Post-Install Script. These
tabs allow you to set a pre- or post-install script to be executed before the 0S
Sequence has been run and after the operating system has been installed. Click
Enable Script to enable a the script parameters.

From the Select drop-down list, select either Saved Script or Ad Hoc Script. Each
script type has its own settings:

18.

Saved Script

Command: Add any commands or arguments to be executed here.

Script Timeout: Enter a numerical value for the number of minutes to pass
until the script will timeout.

User: Enter a user name and password, or choose to run the script as Local
System. (If using UNIX, choose root as the user.)

Error: Select if you want the 0S Sequence job to stop if the script returns an
error.

Ad Hoc Script

Type: Choose UNIX shell for UNIX systems, or for Windows, select BAT or
VBSCRIPT.

Script: Enter the text of the script. An Ad-Hoc script runs only for this oper-
ation and is not saved in SA. In the Script box, enter the contents of the
script.

Command: If the script requires command-line flags, enter the flags here.
Script Timeout: Enter a numerical value for the number of minutes to pass
until the script will timeout.

User: Enter a user name and password, or choose to run the script as Local
System account. (If using UNIX, choose root as the user.)

Error: Select if you want the 0S Sequence job to stop if the script returns an
error.

19. When you have finished making your selections, from the File menu, select Save
to save the 0S Sequence.

The Manage Boot Clients Option

The Manage Boot Clients (MBC) option provides several services. You can:

Remotely boot a server. You do not need console access to the server.
Pre-create server records.

Create custom attributes that set server configuration during OS Provisioning.
Reconfigure services like DHCP when new servers are provisioned.
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« Initiate OS Provisioning with either an 0S Build Plan or an 0S Sequence from a
portal or an automated script where, typically, the user will not be available for
interactive responses.

For example, you can change the default PXE image that a server uses to boot, change whether a
server is assigned a DHCP lease, or specify the DHCP IP that is assigned to the server. You can also
change a server’s behavior when it enters the server pool, such as automatically invoking an 0S
Sequence when it enters the pool.

If the server is an HP ProLiant server with iLO2, 3 or 4 enabled, and you know its iLO information,
MBC can also remotely power on the server.

Any user, such as a system administrator who performs 0S Provisioning and who is responsible
for the base operating system, system utilities, patching, and the hand off of servers to internal
business units, will find MBC quite useful.

You can access MBC functionality:

o From the SA Client

o From the Global File System command line
o From a script

From a browser/portal form

Requirements

o The 0S Provisioning infrastructure relies on SA Boot Server services for the MBC
extensions.

« The 0S Provisioning boot images must be served by the TFTP server that is
shipped with SA.

« Inorder to take advantage of the DHCP reconfiguration feature, you must use the
SA DHCP server.

o Ona newly installed SA Core, a new user prior to running the MBC Web APX must
first be granted Launch Global Shell permissions and must log in to the OGSH at
least once in order to initialize the user environment (so that MBC can write tem-
porary files to the user’s home directories during use).

Required Permissions

In order to execute MBC, a user must have the Allow Execute OS Build Plan or Allow Execute 0S

Sequence, Managed Server and Groups, Manage Customers, Server Pool, Read & Write permission
to customer Not Assigned and Allow Configuration of Network Booting permissions, write access
to all pre-existing servers they will act on, and permissions to run the MBC APXs (thus, they need
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execute access on the /Opsware/Tools/0S Provisioning/Manage Boot Clients
folder).

ForiLO2, 3 or 4 integration, the user must have Manage iLo and Execute iLo operations per-
missions.

Installation

The SA Installer creates the MBC APXs during the SA Core installation. The installer creates a
folder containing the MBC APXs in the SA Web Client Library, and adds an MBC Configuration Soft-
ware Policy as part of the baseline data.

The following four APXs are installed for MBC:

o Program APX

o Web APX

« Integration Hook APX

e DHCP Cleanup Web APX

Using the Manage Boot Clients Option

When MBC runs, it creates new server record(s) in the SA database in the Planned lifecycle. These
records are displayed with a blueprinticon and can optionally have custom attributes assigned to
them. Some of these custom attributes change how SA handles a server or configuration of an
operating system installation (for example, you can set the ComputerName for a Windows unat-
tended installation).

Executing MBC typically changes the default PXE menu choice when the server PXE boots, so that
you are not required to choose a PXE image from the console of the server that is booting up.
MBC also allows you to associate an 0S Build Plan or an 0S Sequence with the server record so
that, when the server registers as an unprovisioned server with SA, a provisioning job starts auto-
matically.

Running an MBC APX
You can launch MBC Web APXs in three ways:
From the SA Client

o Select Library > Extensions > Web > Manage Boot Clients Web APX.
« or, from the Unprovisioned Servers list, right click in the server list pane (not dir-
ectly on a server) and select Manage Boot Clients.

From a Browser

You can also use a browser and navigate to:
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https://occ.example.com/webapp/osprov.manage_boot_clients_web/
where occ.example. comisthe local hostname or IP address for your SA Core.

The browser interface allows you to chose whether to use a form to input data for a singular
host, or whether to input a CSV to set up multiple server records. After clicking the Submit but-
ton, it is grayed out to prevent double-submissions and a combined Progress/Results page is dis-
played.

The MBC Form-Based Method (Web-Based)

The Web form-based interface provides a set of four pages that guide you through setting up an
MBC job. You provide the information necessary to boot and provision a server on the first three
pages/forms. The final page displays the progress/results of the job. You can act only on a single
server when using the form-based method. For multiple server setup, you must use the CSV
method.

Using the CSV Method from the Web Interface

The CSV input method can be accessed by clicking the Multiple Client Form... button on the first
page of the MBC Web Ul. The CSV input form allows acting on multiple server records at once,
where each line in the CSV represents a server record.

The MBC APX Command-Line Interface

MBC also provides a Program APX, which is available to users as an executable in the Global Shell
(OGSH). This can be useful for programmatic access to MBC while integrating with other systems.

Usage:

Users who have the appropriate permissions can run MBC from OGSH with this command:
/opsw/apx/bin/osprov/manage boot clients script

Running MBC from the command line with no arguments will provide a usage statement.
This is an example command line entry that executes MBC and uses an existing CSV file:

/opsw/apx/bin/osprov/manage boot clients script -m import <full
path to CSV file with boot clients>

Special Attributes for the CLI and CSV Input Form

There are several special attributes which are not stored as custom attributes (except
sequence id)when entered, but instead are dealt with in distinct ways. Table 12 lists these
special attributes and how they are dealt with.
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Table 12. MBC Special Attributes for the CLI and CSV Input Form

Parameter Description
If specified, will invoke an 0S Build Plan installation as the
user using MBC as soon as the server is added to the Server
buildplan Pool.
id

Note: buildplan_ idisstored asacustom attribute on
the server. This custom attribute is removed from the
server record when a Build Plan is started on the server.

pxe image

Specifies a PXE configuration files for the server. The value
should be set to one of the options seen in the default PXE
menu (such aswinpe32, winpe64, 1inux6 or
linux6-x64 when using an 0S Build Plan, or winpe32,
winpe64, 1inux5 or 1inux6 when using an 0S
Sequence.). This copies the configuration file
/opt/opsware/boot/tftpboot/pxelinux.cfg
to the MAC address file.

sequence_id

If specified, will invoke an 0S Sequence installation (as
detuser)assoon as the server is added to the Server
Pool.

Note: sequence idisstored asa custom attribute on
the server. This custom attribute is removed from the
server record before the first reboot of the server.

customer Sets the customer association for the server.
use Sets the use field for the server. The value specified should
be all caps (for example, PRODUCTION)
Stage Sets the stage field for the server. The value specified
J should be all caps (for example, IN DEPLOYMENT)
Sets the facility ID association for the server. This is neces-
L sary when you run an MBC APX from a facility other than
facility . . .
the one that the target server is associated with (necessary
when you have a satellite that defines its own facility).
ilo.* SeeilLO Integration.
dhcpcleanup | Retrieves the DHCP configuration or deletes a DHCP entry
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Parameter Description

by MAC address. Options are:

- help (-h):Displays online help

- action (-a): Options are:

get: Retrieves the DHCP configuration

delete: Deletes a DHCP server(s) from the configuration.
You must also specify either the:

The MAC addresses or

--facility (-f)=FACILITYNAME: specify which facil-
ity's DHCP servers to operate on.

--macs (-m)=MACS: a comma-separated list of MAC
addresses to remove from the DHCP configuration.

--outputdir (-0)=OUTPUTDIR: when specified, MBC
saves progress and results information in the specified dir-
ectory.

Additional non-MBC-specific custom attributes are available for the installation of Windows,
Solaris, and Linux operating systems such as hostname, ComputerName, etc.

CSV Input Files

MBC(’s ability to accept CSV input files allows you to move servers into the Managed Server Pool
and provision them with an operating system without the use of a console and an interactive ses-
sion.

For example:

00:0c:29:el1:28:2e,hostname=testvml, pxe image=linuxb6,

buildplan id=2110061

00:0c:29:£9:12:f3, hostname=testvm2, pxe image=winpe32
00:0c:29:0d:ab:b4,pxe image=winpe6t4, buildplan id=2110061

These CSV entries would cause MBC to create three Planned Server records and set them up to
boottothe 1inux6,winpe32, and winpe64 PXE images, respectively. The servers processed
by the first and third CSV entries will also have an 0S Build Plan applied when they register with
SA. The first two entries would have specific display names shown in SA (hostname=), while the

third would have an auto-generated hostname that would be similar to dhcp-client-
00:0c:29:0d:ab:b4.
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Example CSV Entries
00:13:E8:9A:93:BA, pxe image=winpe32,dhcp.ip=10.2.3.11,
dhcp.hostname=m0011, customer=WealthManagement,
sequence 1d=2030001,dns server=10.6.4.2,

kernel arguments=noacpi,root password=wealth

00:13:E8:9A:93:BC,pxe image-
e=winpe32,dhcp.ip=10.2.3.12,dhcp.hostname=m0012,

customer=WealthManagement, sequence 1d=2030001,

dns server=10.6.4.2,kernel arguments=noacpi,
root password=wealth

00-13-E8-9A-93-99,pxe image=linux

00:13:E8:9A:93:AA,pxe image=windows, custattrl=vall,

custattr2=val?2

00:13:E8:9A:93:BB,pxe_image=windows, customer=Opsware

00:0c:29:23:al:7f,pxe image=linux, sequence 1d=310005,

testca=testval

00:0c:29:af:46:6b,pxe_image=linux, sequence_ 1i1d=310005,

testca=testval

00:0c:29:be:96:6e,pxe _image=winpe32, sequence id=320005
00-13-21-DD-DD-24, pxe image=linux, sequence i1d=310001,
dhcp.hostname=danube,ilo.hostname=10.128.32.102,

ilo.username=Administrator,ilo.password=adminpass,

ilo.reboot if on=1
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The first item on each line of CSV must be a MAC address followed by a list of arbitrary, comma-
separated name/value pairs, where the names and values are separated by equal signs. Each of
these name/value pairs is stored as a custom attribute on the server record which allows the user
to set up many custom attributes simultaneously.

Special Attributes for DHCP Reconfiguration

MBC has the ability to add host definitions to SA DHCP configuration files. This is useful in envir-
onments where SA DHCP is used, but configured to deny unknown clients (that is, it will only
provide DHCP leases to approved MAC addresses). When you specify a DHCP hostname’s MAC
address on the General Form, MBC adds this MAC address to DHCP configuration. You can also spe-
cify DHCP IP address if required.

Table 13 lists the DHCP reconfiguration special attributes you can use in the CSV.
Table 13. DHCP Reconfiguration Special Attributes

Attribute Description

Specifies the MAC address for hostname(s) that are

dhcp.hostname )
authorized for DHCP leases.

Specifies the IP address(es) of hosts that are authorized

dhcp. 1
P-ip for DHCP leases.

iLO Integration

MBCincludes integration with the HP Integrated Lights-Out 2, 3 and 4 (iLO2, iLO3, iLO4) Stand-
ards. This increases the level of control that SA has over servers, down to the level where the
users no longer have to even power on the servers. When the user provides an iLO IP and cre-
dentials, MBC will connect to the iLO API and automatically power on the server. iLO also provides
more thorough hardware discovery.

Table 14 show the special attributes used for iLO Integration.
Table 14.iL0O Special Attributes

Special Attribute Description

Hostname or IP address for the iLO. This must be access-
ilo.hostname ible from the hub server. This value is stored as a cus-
tom attribute by MBC.

Username to use to authenticate to theiLO. This value
is stored as a custom attribute by MBC.

ilo.username

ilo.password Password used to authenticate to theiLO. This value is
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Special Attribute Description

not stored as a custom attribute by MBC.

Default: power the server on only if it is currently off. If
ilo.reboot you specify this argument with a non-null value, MBC

if on reboots the server, even if it's already on. This value is
not stored as a custom attribute by MBC.

The first page of the Web APX has form inputs for the iLO parameters.

The following is an example CSV that will cause MBC to boot/reboot the server:

00-13-21-DD-DD-24,pxe image=linux, sequence 1d=310001, dhcp.host-
name=danube, ilo.hostname=10.128.32.102, ilo.user-
name=Administrator,ilo.password=adminpass,

ilo.reboot if on=1

Booting a Red Hat Enterprise Linux Server in a Non-DHCP Environment

If you plan to use SA Provisioning in an environment without a DHCP server, you must assign
static IP information for the managed server and manually configure that server to resolve the SA
Core.

There are several reasons you might need to manually specify the network information for a
sever being provisioned:

o You don't use DHCP and must manually specify the static IP address and the
Agent’s IP and Port

o You must provision a server but DHCP is inactive.

o You must provision a server but DHCP is blocked by firewall rules.

(D boot images for Linux SA Provisioning in non-DHCP environments can be exported by select-
ing Library > By Folder > Opsware > Tools > 0S Provisioning.

The images are named using the following format:
HPSA linux boot cd.iso
This section provides details for provisioning in a non-DHCP environment.

When you boot an unmanaged server in a non-DHCP environment, you will see a boot screen sim-
ilar to that shown in Figure 14:

Figure 14. Red Hat Linux Boot Screen
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HP SA Linux Boot CD (45.8.8.8.21):
= localdisk - Normal boot from internal hard disk (default after 18 seconds)
= linux - RHEL 5.6 i386 based linux service 0S
* linux6 - RHEL 6.8 i386 based linux seruice 0S

boot: _

After you select the boot method, you see a dialog that allows you to choose whether you want
to boot your machine using DHCP or enter the static network configuration.

If you choose DHCP, SA uses your DHCP server for configuration. If you choose static, you will see
a Network Configuration dialogue that allows you to enter a static IP address for the server, the
subnet mask, The host gateway IP address, and the IP address and default port for the SA Agent
Gateway, Figure 15:

Figure 15. Red Hat Linux Network Configuration Dialog

IP Configuration details

Mask 55.2755.255.0
Defaultc gaTeway: nter Mectwork Router decails

DHS Server:

The erve  should be the

Mandatory fields

You can manually configure the following fields:
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« Interface: the NIC to be used

o IP Address: static IP address for the server being provisioned

o Netmask: netmask for the server being provisioned

o Default gateway: Gateway IP address the server being provisioned should use
(network level IP router)

o DNS Server: the IP address the server being provisioned should use

o DNS Search Path: the fully qualified DNS suffix the server being provisioned
should use

o SA Server IP: IP address of the SA Core host

After the information in these fields is entered and applied, the server is able to register with the
SA Core. You can now start the normal SA Provisioning process.
DHCP Custom Attribute

Servers that have been registered with the SA Core using a static IP specification will display the
hpsa netconfig custom attribute in the server record, as shown in Figure 16:
Figure 16. hpsa_netconfig Custom Attribute in Server Record

([} server: locathost.ocaldomain =

File Edit View Actions Help

O Information

[ qﬂ]’ Management Policies

%‘\ Relationshins
EJ Inventory

1 item selected mkenny | Wed Jan 13 10:58 2010 ELc/UCT

Booting a Red Hat Enterprise Linux Itanium 64-bit Server in a Non-DHCP Envir-
onment Using Elilo Boot

If you plan to use SA Provisioning in an environment without a DHCP server, you must assign
static IP information for the managed server and manually configure that server to resolve the SA
Core.
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There are several reasons you might need to manually specify the network information for a
sever being provisioned:

o You don't use DHCP and must manually specify the static IP address the Agent’s
IP and Port

o You must provision a server but DHCP is inactive.

« You must provision a server but DHCP is blocked by firewall rules.

You can export the Linux Itanium image by logging in to the SA Client and selecting
Library > By Folder > Opsware > Tools > OS Provisioning.

The images are named using the following format:
HPSA linux boot cd IA64.iso
The following section provides details for provisioning in a non-DHCP environment.

When you boot an unmanaged server in a non-DHCP environment, you will see a boot screen sim-
ilar to that shown below:

HP SA Linux Boot CD (<version):
Enter the appropriate Linux service OS

at the ‘Elilo boot:’ prompt.

linux5 - RHEL 5.7 based Linux service OS

linux5-txt - RHEL 5.7 based Linux service 0S for serial consoles

FELILO boot:

After you select the boot method, you will see a Network Configuration dialogue that allows you
to enter a static IP address for the server, the subnet mask, The host gateway IP address, and the
IP address and default port for the SA Agent Gateway:

Figure 17. Red Hat Linux Itanium 64-bit Network Configuration Dialog
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SANetGui Network Settings

Interface: =
IP Address:
Netmask:
Gateway:
DNS Server:
DNS Search Path: SiF{iisve | s
Agent Gateway IP: jReramiitajed: s
figent Gateway Port:

{Tab>~<Alt-Tab> between elements i <{3pace’> selects i <F12> next screen

Note: If the operating system you are provisioning is Red Hat Enterprise Linux 3 IA64, you
must add the custom attribute kernel arguments with thevalue console=ttyS1to
the OS Installation Profile.

You can manually configure the following fields:

« Interface: the NIC to be used

« |IP Address: static IP address for the server being provisioned

o Netmask: netmask for the server being provisioned

« Gateway: Gateway IP address the server being provisioned should use (network
level IP

« DNS Suffix: the fully qualified DNS suffix the server being provisioned should use

o Agent Gateway IP: the default SA Agent Gateway hostname or IP address

o Agent Gateway Port: the port used for the SA Agent Gateway

After the information in these fields is entered and applied, the server is able to register with the
SA Core. You can now start the normal SA Provisioning process.

DHCP Custom Attribute

After provisioning, servers that have been registered with the SA Core using a static IP spe-
cification will display the hpsa netconfig custom attribute in the server record, as shown in
Figure 18:

Figure 18. hpsa_netconfig Custom Attribute in Server Record
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([} server: locathost.ocaldomain =
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Booting a Windows Server in a Non-DHCP Environment

If you plan to use SA Provisioning in an environment without a DHCP server, you must assign
static IP information for the managed server and manually configure that server to resolve the SA
Core.

There are several reasons you might need to manually specify the network information for a

sever being provisioned:

o You don't use DHCP and must manually specify the static IP address and the Build
Manager’s IP and Port

o You must provision a server but DHCP is inactive.

« You must provision a server but DHCP is blocked by firewall rules.

When provisioning a server using WinPE, by default, WinPE looks for a DHCP server. If a DHCP
server is not found, you are prompted to enter the IP address, Subnet mask, Gateway and Name
server of the host, and the Port and Hostname/IP of the SA Core.

This section provides details for provisioning in a non-DHCP environment.

Booting an Unmanaged Windows Server in a Non-DHCP Environment

When you boot an unmanaged server into a non-DHCP environment, by default WinPE looks for
an available DHCP server. If WinPE does not find a DHCP server, you see a display similar to Fig-
ure 19.

Figure 19. WinPE Console Display when DHCP Server Not Found
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\windows\system32\cmd.exe - startnet.cmd
Initializing WinPE. Please be patient....

Windows IP Configuration

Ethernet adapter Local Area Connection:

Connection—specific DNE Suffix

Default Gateway

ERROR?

WINPE DETECTED A COMNECTED METWORK ADAPTER. BUT COULD NOT OBTAIN A DHCP IP.
PLEASE CHECK YOUR DHCP SERUER COMFIGURATION AND MAKE SURE YOU ARE
CONMECTED TO THE CORRECT METWORK.

Y0U MIGHT ALSO BE OUT

TRYING AGAIN IN 38 SECONDS.

COULD NOT GET AN IP ADRESS UIA DHCP.

TRYING AGAIN IN 38 SECONDS.

A Y/

OF LEASES IN YOUR DHCF POOL.

WinPE x64 (64 bit)
HP boot image version; 37.0.0.0.9

At this point, you will see a Network Configuration dialogue that allows you to enter the SA Agent
Gateway IP or enter a static IP address for the server, the subnet mask, The host gateway IP
address, and the IP address and default port for the Build Manager. See Figure 20:

Figure 20. WinPE Network Configuration
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Select the correct Interface and specify the Static IP.

You can manually configure the following fields:

IP Address: static IP address for the server being provisioned

Subnet: Subnet mask for the server being provisioned

Gateway: Gateway IP address the server being provisioned should use (network
level IP router)

DNS Server: the IP address the server being provisioned should use

DNS Suffix: the fully qualified DNS suffix the server being provisioned should use
Agent Gateway: SA Agent Gateway hostname or IP address

Port: The port used for the Build Manager

After the information in these fields is entered and applied, the server being provisioned will be
able to register with the SA Core.

DHCP Custom Attribute

Servers that have been registered with the SA Core using a static IP specification will display the
hpsa netconfig custom attribute in the server record, as shown in Figure 21:

Figure 21. hpsa_netconfig Custom Attribute in Server Record
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-7 HP=UX Provisioning

HP-UX Provisioning installs HP-UX on bare metal systems using custom configurations. The HP-
UX Provisioning process requires the following tasks:

« Setting up an Ignite environment on SA cores/satellites

o Creating custom configurations using the Custom Configuration Editor APX on the
SA core

« Booting the target to the Network boot prompt

« Provisioning targets using the HP-UX Provisioning APX on the SA Core

The following sections discuss these tasks.

Prerequisites

You must insure that the following prerequisites are met before you can provision HP-UX servers.
Ignite Setup on the SA Core

To provision HP-UX servers, you must set up Ignite Configurations. This includes:

« updating the configuration file
« updating the Index file
« copying the golden image archives on each SA core

For detailed information on Ignite-LUX software on a server running Linux, see

http://www.hp.com/go/ignite-ux-docs

The following tasks are required to set up the 11.31 golden archive-based configuration on the
SA Core:

« Copy over the sample golden image to the following location:
/var/opt/ignite/archives/B.11.31/

« Copy over the corresponding . c fg file to following location:
/var/opt/ignite/data/Rel B.11.31/B.11.31 archive IA.cfg

« Add an entry in /var/opt/ignite/INDEX for the configuration as follows:

cfg "HP-UX B.11.31 Opsware Archive" {
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description "This selection supplies the sample golden

archive
created by the IUX team"
"/opt/ignite/data/Rel B.11.31/config"
"/opt/ignite/data/Rel B.11.31/hw patches cfg"
"/var/opt/ignite/data/Rel B.11.31/B.11.31 archive IA.cfg"
"/var/opt/ignite/data/config.local"

}

If you use HPUX 0OS Provisioning, the following steps are required on the SA Core with Ignite
installed:

1. Edit the /etc/exports file
2. Change the line the following line:

/var/opt/ignite/clients *(ro,no root squash,async)
to

/var/opt/ignite/clients * (rw,no root squash,async)

3. Run "exportfs -a"

APXs

« SAinstalls the HP-UX Provisioning APX (Automation Platform Extensions) and Cus-
tom Configuration Editor APX which perform parts of the provisioning process.
These APXs appear in the SA Client APX Library.

o You can access APXs either through the SA Client or through an SA supported
browser. HP recommends running the Custom Configuration Editor APX with Inter-
net Explorer.

o Adobe Flash Player Version 10.0 or above must be installed on all machines on
which you plan to run HP-UX Provisioning APXs.

Customer Configuration Subfolders

SA Administrators for HP-UX Provisioning or any user who has privileges to the following folder
must create a sample configuration for every customer for whom users want to create con-
figurations:

Library > By Folder> Opsware > Tools > 0S Provisioning > HP-UX Provisioning

HPE Server Automation (10.22) Page 224 of 252



User Guide: Provisioning

The sample configuration is the same as the configuration that is created when you use the Cus-
tom Configuration Editor APX. It is called the sample configuration because it is the first con-
figuration created for each new customer. When the first configuration is created, a subfolder is
created for that new customer. If the SA Administrator wants to assign restricted access to a user-
/group based on configurations belonging to a specific customer, they must grant permission to
that customer subfolder.

The SA Administrator can see subfolders created with the customer name only after creating the
sample configuration.

When you create the sample configuration, make sure that you select the new customer so that
the subfolder with the customer name is created immediately within the configuration folder.
The SA Administrator can assign read/write access to the user/group to access configurations. For
example, say that PROV_USR needs access to HP-UX Provisioning and should have access only
to configurations belongingto CustA and CustB customers:

1. Open the Custom Configuration Editor APX using Internet Explorer.

2. Log on as SA Administrator or as any user who has access to Library > By Folder
> Opsware > Tools > OS Provisioning > HP-UX Provisioning

3. Create a sample configuration for Cust2 and CustB using the Custom Con-
figuration Editor APX.

4. Log on to the SA client as SA Administrator for HP-UX Provisioning. Create sub-
folders named CustA and CustB at the following location:

Library > By Folder > Opsware > Tools > 0S Provisioning >
HP-UX Provisioning/CustA

Library > By Folder > Opsware > Tools > OS Provisioning >
HP-UX Provisioning/CustB

Permissions

This section discusses the minimum permissions required to use the HP-UX Provisioning feature.
Your SA Administrators for HP-UX Provisioning can optionally provide additional permissions
that enable more features.

User/Group Permissions

SA Administrators for HP-UX Provisioning must grant the following permissions to the user-
/group:

« Facilities — You must have read/write access to any facility where the Integrity
servers are provisioned with the configurations created by the Custom Con-
figuration Editor APX.
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« Customers — You must have read/write access to any Not Assigned customer to
run the provisioning job successfully.

« You must also have read/write access to any customer on whose behalf the HP-
UX configurations are created.

o Features — You must have Managed Server and Groups permission so that you can
actually see the server in SA after you provision it.

Folder Permissions

SA Administrators for HP-UX Provisioning must also grant folder permissions to list APXs, soft-
ware policies, and configurations.

o APXs — You must have List Contents Of Folder and Execute Objects Within Folder
permissions to the following folder to access HP-UX Provisioning and Custom Con-
figuration Editor APXs:

Library > By Folder > Opsware > Tools > 0S Provisioning > HP-UX

o Software Policies — You must have List contents of Folder, Read Objects Within
Folder, and Execute Objects Within Folder permissions to the folders where HP-
UX software policies used to define the configurations are placed.

« Configurations — You must have Read Objects Within Folder and Write Objects
Within Folder permissions to the following folder because it contains the HP-UX
configurations:

Library > By Folder > Opsware > Tools > 0S Provisioning >
HP-UX Provisioning/<customer_name>

Installing an Operating System on HP-UX Servers

HP-UX Provisioning installs HP-UX on bare metal systems using custom configurations. The HP-
UX Provisioning process requires the following tasks:

« Setting up an Ignite environment on SA cores/satellites

o Creating custom configurations using the Custom Configuration Editor APX on the
SA core

« Booting the target to the Network boot prompt

« Provisioning targets using the HP-UX Provisioning APX on the SA Core

The following sections discuss these tasks.

Note: You must have set up Ignite before continuing. For more information, see Ignite Setup
on the SA Core.
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Creating a Custom Configuration

You can specify customized configurations to be applied to an Integrity server. You can specify
Ignite attributes that are applied on the server during HP-UX installation on top of the standard
golden image configurations. You can also select additional software policies to be remediated as
part of the HP-UX installation.

You can build customer-specific configurations by specifying the platform, base configuration,
Ignite attributes, and related software policies. You can customize the installation to meet your
specific needs.

To provision the server in a customized way, you must first create a custom configuration.
HP-UX Custom Configuration Editor APX

To access the HP-UX Custom Configuration Editor APX, perform these tasks:

1. Inthe SA Web Client: Open Internet Explorer and specify the URL:
https://<your core>/webapp/<APX Unique Name>

The unique name for the APX is displayed in the SA Web Client.

2. Inthe SA Client: Click the Library tab and select Extensions > Web > HPUX Cus-
tom Config Editor. The unique name for the APX is displayed when you select the
APX.

In this instance, the Custom Configuration Editor APX nameis com. h-

p.osprov.hpuxconfig.

HP-UX Custom Configuration Editor APX
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All existing custom configurations are listed with Name, Customer, HP-UX Platform, Ignite
Server, and Base Config details. The Refresh, Create, and Delete buttons also appear.

HP-UX Custom Configuration Editor APX - List Existing Configurations
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When you select any existing configuration from the list, you will see additional details such as
Custom Configurations and Software policies.

The Configuration listings are based on permissions assigned to you. You are able to list con-
figurations belonging to the customers for which you have been granted permission. The con-
figuration can be customer dependent or customer independent.

A customer independent configuration is accessible to all users. A customer dependant con-
figuration is accessible to only those users who have appropriate permissions assigned. You can
make the configuration dependant or independent by selecting the customer when you create
the configuration.

The HP-UX Custom Configuration Editor APX enables you to:

o Create Custom Configurations
o Delete Custom Configurations

Creating a Custom Configuration

To create a custom configuration, follow these steps:
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1. Open the HP-UX Custom Configuration Editor APX using Internet Explorer.
2. Click the Create button and specify the required details to create a new custom
configuration.

HP-UX Custom Configuration Editor - Create Custom Config
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3. You must specify the following required details to define the HP-UX custom con-
figuration:
« Config Name: This is a mandatory field. It must be unique for each cus-
tomer. The APX validates the following specifications:
o Must not exceed 255 characters in length.
o Must not begin or end with an empty space.
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« Must not begin with punctuation, including @#$%~&* () + -, ./:;~
{YL1IN\""e="
« Should not use newline, tab, flash or backslash.

« Config Description: This is an optional field that can contain explanatory
text describing the purpose and use of the configuration.

o Customer: By default, this is set to Not Assigned, which makes the con-
figuration customer independent. You can only list those customers for
which you have permission. You will not be able to list the configurations if
appropriate permissions have not been granted to you for that customer.

o Platform: This is a mandatory field. You must select either 11.31 or 11.23
from the drop-down menu. Base configuration or Related Software Policies
are dependent on platform selection. If the platform was not selected and
you try to select either Base configuration or Related Software Policies, a
warning message appears.

« Base Configuration: Content is displayed based on the HP-UX platform selec-
ted.

« Custom Config: This is an optional field that can be used to specify Ignite
attributes. Any valid Ignite attributes specified in this field overwrite the
configuration values specified in the golden image, which allows you to pro-
vision the servers in a customized manner.

The following are examples of Ignite attributes:

_hp pri swap=6291456Kb

"Create /export volume"=TRUE

_hp root disk="0/1/1/1.2.0"

_hp disk layout="Logical Volume manager (LVM) with VxFS"

For detailed information on Ignite custom attributes, see http://h20000.www?2.h-
p.com/bc/docs/support/SupportManual/c01942568/c01942568.pdf

If the attributes and values specified are valid, they are applied on the servers on
top of the standard image configurations. However, if the attributes specified are
invalid or have incorrect syntax, provisioning will not start.

In some cases, attributes and values are incompatible. For example, say that you
want to provision the server with the following Ignite attributes:

_hp pri swap=6291456Kb

"Create /export volume"=TRUE
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The Ignite attributes syntax is correct and also has valid values but your target does
not have enough disk space to implement it. As a result, a warning message is dis-
played on the targets before provisioning starts.

4. Related Software Policies: This is an optional field consisting of a drop-down
menu whose contents are displayed based on the platform selected. You can
select multiple Related Software policies by holding the CTRL key and dragging
the policies to the selected software policies list to apply them on the server
after provisioning is completed and the agent is installed.

You can change the sequence of a selected software policy by dragging it up or down.
Polices specified in Selected Software Policies are applied on top of the standard policies in
the golden Ignite image.

After the details for all mandatory fields, Config Name, Platform and Base Config are spe-
cified, the Create button is enabled.

5. Click the Create button. A confirmation message appears and the newly created
configuration is listed.

Newly Created Custom Config Profile
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Boot Target

The network booted integrity client requires selecting the desired LAN and target 0S to install. It
waits for server side install instructions to start HP-UX Provisioning. The following figure shows a

target client waiting to be installed.

Figure 26. Server Waiting to be Installed
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For more information, see:
http://h20000.www2.hp.com/bc/docs/support/SupportManual/c01868281/c01868281.pdf

Provision the Target Servers

Once the custom configuration is created, it is listed on the HP-UX Provisioning APX on the SA Cli-
ent. The target server waiting at the network boot prompt is listed under the unprovisioned serv-
ers list on the HP-UX Provisioning APX. The following section describes how to provision the
targets.

HP-UX Provisioning APX

To access HP-UX Provisioning APX, follow these steps:

1. Log on to the SA Client.
2. Click the Library tab and select Extensions > Web > HP-UX Provisioning.

Figure 27. HP-UX Provisioning APX
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The HP-UX Provisioning APX popup window showing the HP-UX configuration opens.
Figure 28. HP-UX Provisioning APX - Listing of HP-UX Configurations
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All the configurations created using the Custom Configuration Editor APX are listed on the
HP-UX Provisioning APX based on permissions granted. Configurations are listed with
Name, Customer, HP-UX Platform, Ignite Server, and Base configurations details. The
Refresh, Next, and Start buttons are also displayed. Select the HP-UX configuration you
want installed on the servers and click Next.

When you select a configuration, additional details, including Custom Configurations and
Software policies of the chosen configuration, are displayed. When you select a con-
figuration, the Next button is enabled.
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Figure 29. HP-UX Provisioning APX — Select HP-UX Configuration
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3. Click Next to select the unprovisioned servers.

All unprovisioned servers waiting at the network boot prompt matching the selected con-
figuration platform are displayed and show MAC address, install 0S, Ignite Server and
Model details. Servers in the Unprovisioned Servers list register their presence, but do not
have an operating system installed.

4. Select the server to provision. Hold down the CRTL key to select multiple servers
to provision at the same time using the same configuration.

Figure 30. Select Client to Provision Using the Config Selected Before
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Choose one or more servers from the provisioning pool. To add = server to the pool, it must be network booted.

Selected HPUX Config: @Y 11.31 vPar

B | dhcp-184-254
i | dhcp-184-

Ignite Server Model

ia64 hp server <7620

ia64 hp server rx

Refresh | < Back Jl Next > | l Start J

Once all servers are selected, provisioning starts immediately after you click the Start but-
ton.

5. To set email notification, click the Next button. The following screen appears.
Figure 31. Set the Email Notification
ELE E==[E=m >

- SO Las

Additional Job Options (Step 2 of 2)

Optionally specify people to notify when the job is completed, and whather they should be notified if an errer occurs. Also provide = tickst
1D, if required.

Selected HP-UX Config: 2f

Email Notifications

Email Address of Racipient Success

Failure
parikh@hp.com ] ]

tast@yahoo.com

B Add Remove

Ticket Integration

Ticket ID: | 123456

< Back Start
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On Email Notification, by default, your email address (the user running the job) is dis-
played. To add additional email addresses, click +Add. Select the check boxes to receive
notifications when job failure or success occurs. To remove an email address, select the

address and click Remove.

You can also specify the Job Ticket ID in the Ticket Integration section. This Ticket ID is asso-

ciated with the Job.

6. When you click Start, the job is initiated for program APX and the Job ID is

assigned to it.

Figure 32. Initializing the Provisioning Job
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Figure 33. Initializing the Provisioning Job
53! HP-UX Prov (E=1|E=m)| |
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Job Progress for Job ID 20720058
View the status of the job. Active jobs will continue to run if the window is closed.
Selected HPUX Config: \-:9_( 11.21 vPar
Status: 6 % complete
Start time: Fri Jun 11 14:22:48 GMT-0700 2010
Serwver Name MAC address Status %% Cﬁ:mplete Status Message
dhcp-184-253 00:30:6E:4B:C7:47 Active . (] Configure_Disks
dhcp-184-254 00:0F:20:2B:23:2F Active

1] 6 Configure_Disks
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If the provisioning job was initiated successfully on the servers, you will see the following
screen. This screen has a progress bar that is refreshed with updated progress status mes-
sages. The following status messages are updated during the provisioning job:

« Waiting_to_install

o Prepare_Config_File

o Configure_Disks

o Download_mini-system

« Loading_software

o Build_Kernel

o Boot_From_Client_Disk

o Run_Postconfigure_Scripts
o Agent Install

o Remediate software policy

Figure 34. Progress Bar with Status Message

Swrvns Mamse MAC sddrsss Status an Complets Status Messaas
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g L 25 DO IOF 20128 23128 Azt I L) rral
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Once the provisioning job starts, two different progress bars are displayed. The con-
solidated progress bar displays the average percentage of progress on all servers being
provisioned. It also displays the average percentage of jobs finished with the job start time.

The progress bar for each of the servers being provisioned shows the percentage of pro-
visioning complete with Server Name, MAC address, Status, and Status Message details.
The% Completeand Status Message are updated along with the progress of the
provisioning job.

Figure 35. Progress Bar with Status Message Remediate Software Policies

HPE Server Automation (10.22) Page 239 of 252



User Guide: Provisioning

S HP- L Prow [= (=
-8 00 G

3ok Progress For Job 10 20810058

e the whatus of tha job. Sctive jobs will contine 1o nen o the sindow i dosed
o
Belaitod HOUE Canfigi 7

Stabus: B0 % complate
SERM Kimems Fr Jun 83 35104539 GMT-CTO0 20310

(R P

Server Mame MAC address Status % Complats Status MosLEgs
dicp-184-253 BOI30 L 4B1CT 4T 1A Progeeas Rarradiate Softwares Bolices
APip- LBA-T54 OCIOF I 201 20 T3 2F 1A Pragress

Bemediate Boftners Polies

Once the server is provisioned, the agent is installed by default. Also, the software policies
chosen in the configuration are remediated on the servers. When the HP-UX Provisioning
job completes, an email is sent to you if you set up email notification.

Figure 36. Progress Bar with Job Completed Message
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The provisioned servers are managed by SA. The servers are listed under Devices >
All Managed Servers. Select the server, and then select Go to View > Properties. You can
see the customer value, which is the same as the configuration customer value. You can

see the servers listed as managed servers only if you have permission granted for the cus-
tomer.
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You can also verify the configuration name associated with the server. Go to View > Custom
Attributes. This can be useful to find out which configuration was used to provision the

server.

Jobs and Sessions on SA Core

HP-UX Provisioning APX assigns the job ID. You can use the job ID to verify the job status at the

following location: SA > Jobs and Sessions > Job Logs.

Figure 37. Job Status on SA Jobs and Sessions
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You can also find the specified Job Ticket ID in the notifications tab by double-clicking the job.

Deleting Custom Configurations

To delete a custom configuration, perform the following tasks:

1. Open the HP-UX Custom Configuration Editor APX using Internet Explorer.
2. Select the configuration or hold the CTRL key to select multiple configurations

and click Delete.

Figure 38. Delete Custom Config Profile
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3. Click Yes on the confirmation window. The selected configurations are deleted
and are no longer listed.

You are allowed to delete only those configurations for which you were granted privileges
to execute the delete configuration operation.

Glossary
Ignite-UX
An HP-UX administration toolset that allows:

« simultaneous installation of HP-UX on multiple clients

« creation of custom installation configurations (golden images) for multiple install-
ations on clients

o creation of recovery media

o recovery of HP-UX clients both locally and remotely

Ignite-UX server
« A server from which Ignite-UX is used to install HP-UX on client systems.
Golden Image

« A combination of a golden archive and a configuration file describing a system's
disk layout and file system. Used as a common configuration to install clients.

Ignite Attributes
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o Custom attributes that allow provisioning of a server with new customized values
that overwrite the standard attributes values defined in the golden image.

Network boot

o A system boot of the HP-UX install kernel over a network connection from an
Ignite-UX server.

Target or Target Server
o The HP Integrity server to be provisioned.
Custom Configuration Editor APX

o The APX used to create and delete the custom configurations for HP-UX Pro-
visioning.

HP-UX Provisioning APX
o The APX used to start HP-UX Provisioning on target servers.
Sample Configuration

« The first configuration created for the new customer by the SA Administrator for
HP-UX Provisioning. It is same as the custom configuration but is the first con-
figuration for a new customer. It creates a subfolder with the customer name
under the HP-UX Configs folder in the SA Client Library.

Useful Links

« 11iv3 installation information:

http://h20000.www?2.h-
p.com/bc/docs/support/SupportManual/c01916012/c01916012.pdf

o White paper: Ignite-LUX: Management and Integration of Ignite-UX Software on a
Server Running Linux at:

http://www.hp.com/go/ignite-ux-docs

« Ignite-UX custom configuration files:

http://h20000.www?2.h-
p.com/bc/docs/support/SupportManual/c01942568/c01942568.pdf
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o Ignite-UX:

http://h20000.www?2.h-
p.com/b-
izsupport/TechSupport/Documentindex.jsp?lang=en&cc=us&taskld=1018&prodClassld=10008&contentTypes=

Troubleshooting

Following are some problem scenarios and suggested solutions.
Scenario: No Servers Waiting to be Installed

If there are no servers waiting at the network boot prompt with the HP-UX version that matches
the selected configuration's HP-UX version, the following message is displayed:

Figure 39. No Servers Waiting to be Installed

There are no servers waiting to be installed in
SA with IINSTALL matching that of the config

platform: HP-UX 11.31
Please choose a different config

Ensure that you have the selected correct configuration.
Scenario: Servers Waiting to be Installed are Managed Servers

If there are servers waiting for network installation but they are already managed by SA, the fol-
lowing warning message is displayed.

Figure 40. Servers Waiting to be Installed are Managed Servers

The following servers are maneged serers in
SA, but ane in the waiting to be installed list.

Pieaie delete tham from SA if you want to re-
provision HP-UX on them.
1Dl 110058 Namie: blade=8E0

This warning message indicates that the listed servers are waiting for installation but are not can-
didates for reprovisioning because they are listed as Managed Serversin SA. To continue repro-
visioning these servers, you must manually delete them from the SA managed server list.

For more information about deactivating and deleting a server from the SA managed servers list,
see the SA User Guide: Server Automation.

Figure 41. List of Deleted Managed Servers for Reprovisioning
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Refresh < Back

Once a server is deleted, it is not listed under the SA managed server list. Click Refresh in the HP-
UX Provisioning APX window and the server should be listed under the unprovisioned server
pool. Select the server and continue provisioning it.

Scenario: Configurations Unavailable or Permissions Not Granted

This message appears when you do not have enough permission granted to list the con-
figurations or there are no configurations found.

Figure 42. No Configurations Available or Permissions Granted

Y¥ou do not have access to any HP-UX

Configurations or there are no HP-UX
Configurations created in SA. Please re-validate
then press the refresh button

Contact your SA Administrator to obtain permission or create required configurations using the
Custom Configuration Editor APX.

Scenario: Incorrect Target Listing

In certain error scenarios, you may see stale data in the APX client’s menu such as clients that are
not currently waiting to be network installed or clients with an incorrect hostname.
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o A client that is not currently waiting to be network installed is displayed in the
APX clients list.

If the target server is reset while waiting to be network installed, the Ignite-UX cannot
detect the change and does not update the client’s status.

Retry the installation or delete the directories for the target under /var/-
opt/ignite/clients/. There are two directories for each client, one of the form
<mac address> (for example, 0x00306EF37245)and the other a symbolic link to
the directory. Delete both directories.

A client is listed in the APX with an incorrect hostname.

This can happen when you modify DHCP to provide a different hostname after having pre-
viously provisioned the client. Ignite UX reuses the directoriesin /var/-
opt/ignite/clients/ itsetup foraclient (when it finds a client based on the MAC
address), so the APX reuses that information. You can delete the two directories for the cli-

ent under
/var/opt/ignite/clients and retry theinstallation.

Scenario: Installation Timed Out Error

An installation timed out error occurs when the provisioning job is not initiated on the target
server. This could be due to a network issue, the golden image not being available, or for other

reasons.

Figure 43. Provisioning Not Initiated on Server

59 HP-UX Prov

[E=5 Eos(F>c|
- 7 =
SO ao
Job Progress for Job ID 14570058
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Losz 00:20:6E:4B:1C7 147 install timed out [ -itng_To_install
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Ensure that the network connection and Ignite images are accessibility and run the APX again to
initiate provisioning.

Scenario: Loading Software Error
A loading software error can occur due to:

« Network issues

o Corresponding archive missing or not accessible
« Incorrect setup of golden images

Figure 44. Golden Image Set Up Incorrectly

53 HP-UX Prov
SO au

Job Prograss for Job ID 14750058
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View the status of the job. Active jobs will continue to run if the window is closed.

Selected HPUX Config: @ 11.31 Blade860C config

Status: Completed successfully
Start time: Wed May 19 14:58:32 GMT-0700 2010
End time: Wed May 19 15:21:44 GMT-0700 2010

Server Name MAC address Status % Complete Status Message

blade-860 00:11:0A:A5:40:07 Error I  o-cino_softvare

| Re-runJob

To resolve this, ensure that the Ignite-specific configuration file, Index file, and archives are cor-

rectly set up and pointing to correct locations. Also ensure that the network connection between
the target and the Ignite server is accessible.

Scenario: Prepare Config File Error

The provisioning job fails to initiate on the server when any syntax errors are found in the custom
attributes specified in the configuration or when the custom attributes are not compatible.

Figure 45. Provisioning Failed Due to Invalid Ignite Attributes
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You may need to reboot the system and bring it back to the network boot prompt, then create a

new configuration with corrected custom attributes. Ensure that the specified syntax is correct
and compatible.

Scenario: Agent Fails to Start

If, after successful job completion, the SA Agent fails to start on a newly provisioned target, the
golden image you used may already have an Agent installed.

For example, as part of the standard provisioning process, after HP-UX is installed on the server,
a post-install script that installs an Agent runs on the server. Because the Agent was previously
installed with the golden image, the Agent may not start.
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Send Documentation Feedback

If you have comments about this document, you can contact the documentation team by email.
If an email client is configured on this system, click the link above and an email window opens
with the following information in the subject line:

Feedback on User Guide: Provisioning (Server Automation 10.22)
Just add your feedback to the email and click send.

If no email client is available, copy the information above to a new message in a web mail client,
and send your feedback to hpe_sa_docs@hpe.com.

We appreciate your feedback!
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