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Preface

This guide describes the default reports that are packaged with the HP 0SS Fault
Analytics & Statistics software component.

Software component name: HP 0SS Fault Analytics & Statistics
Software component version: 1.1

Software kit version: V1.1

Intended audience

e This guide is for anyone who wants to understand the HP 0SS Fault Analytics &
Statistics default reports (a.k.a dashboards).

e The readers are assumed to understand the HP TeMIP concepts.

Software versions

The terms Unix and Linux are used as a generic reference to the operating system,
unless otherwise specified.

The software versions referred to in this document are as follows:

Product Version Supported Operating systems

HP 0SS Fault Analytics & Statistics 1.1.0 e Red Hat Enterprise Linux Server
release RHEL 6.5

HP 0SS Analytics Foundation 1.1.1 e Red Hat Enterprise Linux Server
release RHEL 6.5

HP Vertica Version 7.1 e Red Hat Enterprise Linux Server
release RHEL 6.5

HP UMB Server Version 1.0 e Red Hat Enterprise Linux Server
release RHEL 6.5

HP Unified 0SS Console 2.1 o Red Hat Enterprise Linux Server
release RHEL 6.5

HP TeMIP 6.2 o Red Hat Enterprise Linux Server
release RHEL 6.5

Table 1 - Software versions




Typographical conventions
Courier font:
e Source code and examples of file contents
¢ Commands that you enter on the screen
e Path names
e Keyboard key names
Italic text:
e File names, programs, and parameters
e The names of other documents referenced in this manual
Bold text:

e Tointroduce new terms and to emphasize important words

Associated documents

e HP 0SS Fault Analytics & Statistics Install & Admin Guide
e HP 0SS Fault Analytics & Statistics Release Notes
e HP 0SS Fault Analytics & Statistics Customization Guide

Support

Visit the HP Software Support Online website at https://softwaresupport.hp.com/
for contact information, and for details about HP software products, services, and
support.

The software support area of the website includes the following:
e Downloadable documentation
e Troubleshooting information
e Patches and updates
e Problemreporting
e Training information

e Support program information



https://softwaresupport.hp.com/

Chapter 1

Product overview

1.1 HP 0SS Fault Analytics & Statistics overview

HP 0SS Fault Analytics and Statistics (FAS) is a software product that enables
telecommunications service providers with the capabilities to collect and persist
fault information from fault and surveillance systems, transform the data as
needed and deliver actionable insight to operations staff to operate and manage
their network. The actionable insight is inferred using a host of statistical and
analytical techniques.

0SS FAS is positioned as an independent product, working with fault information
consolidated in HP TeMIP, as well as any other surveillance system from an
independent software vendor.

0SS FAS is based on HP Vertica, complemented by a mediation layer allowing for
collection of fault information in real time.

A brief summary of the key features:

e Transformation of vast amounts of alarm data received from HP TeMIP
into meaningful information

e Use of the HP Vertica database, optimized for data warehousing, data
analytics and data reporting

e Optional activation of default summarizations batch jobs in order to
populate new tables containing information data about alarms
(aggregation based on different time granularities and different
dimensions)

e Optional default FAS reports (built with Unified 0SS Console) based on
those summarized tables




1.2 Architecture

HP 0SS Fault Analytics and Statistics (FAS) solution is composed of three software
components:

e TeMIP Analytics
e 0SS Analytics foundation
e (OSSFAS Core

0SS Console FAS

Dashboards (UOC2)

S .
Rest API JEE Web Bean | VIR
0SSA Server
QueryGen | Select
JEE Bean
FAS Alarm Bulk Insert
Export JEE Bean Merge
Batch JEE Bean L
summ,saL = D || »
JEE Batch API C
RTE: JBERET
Sequential
file per
partition
& e Repo JEE Bean Select
6.5 metadata Updat
configuration Insert
FAS Alarm Export Bean
- Fault Datamart
Kafka Producer Alarm message - KAFKA Consumer / VERTICA writer T
-CAPI -full alarm copy batches of SQL inserts B s?'rtiiic:::;a(;niﬂﬁﬁu"”nd DIM_MO, DIM_PC...
- portable encoding (avro) - KAFKA topic (TeMIP_AQ_Event] - Configuration in repo (AlarmExportConfig) b i
. - 64 partitions (hash 0C+AOID) - supports
OCAttribute: Rest API
- Publish Event KAFKA Log: - driven by metadata stored in repo
Massive VERTICA Cluster
-t fig: Batch Bean
- _CONN ;?;nlt:lre;:::;t - Summarization: aggregating data from FCT_FAULT to SUMM_xxx _;:‘;l;;:lf([-aSTEETV
- COMPRESSION conf réssiun - Any SQL Batch, including Cleanup , COPY CSV-FILE TO VERTICA.... _Load Ba’lancin
P Fault tolerance (HA as option configuration) 9

Figure 1 - 0SS Fault Analytics & Statistics architecture




Chapter 2

Fault Analytics & Statistics reports

The Fault Analytics & Statistics reports rely on the FAS metadata which is the abstraction layer,
representing the structure of the data stored in the FAS datamart.

For more information on the FAS metadata and datamart, please refer to the HP Fault Analytics &
Statistics Customization guide.

The Fault Analytics & Statistics reports are implemented as JSON files that use a specific grammar
defined by the UOCv2 product.

Once defined, they have to be pushed into the UOCv2 configuration and added in the FAS workspace
in order to display them as views.

To better understand the UOCv2 concepts, please refer to the UOCv2 documentation quoted in the
references section.

The FAS kit is delivered with a set of default reports that are explained hereunder.

The FAS reports mainly focus on two main aspects:
e The health of the Network from a fault perspective
e And how do the Operations manage the Network faults

2.1 Network Health Reports

The Network Health reports give you visibility into how your network behaves
overtime through a number of indicators and formulas.

2.1.1 Network Health Indicators

2.1.1.1 Description
This report lists some metrics (a.k.a indicators) that help to analyse the health of
the network layer from a fault perspective.
Each indicator is calculated and displayed in a dedicated table for both a considered
and a reference time periods.
The time periods are easily configurable from time selectors to compare any period
of time together.
The variation (in %) between the periods is automatically calculated and displayed
as well in a dedicated table.
Comparing time periods helps to better understand the trend and therefore to
better plan any network activity.

2.1.1.2 Metrics

Indicators Description Metadata Identifiers used in the Formulas defined in the Deviation Table
Considered & Reference Tables
Alarm Objects Number of AOs collected ALARM_OBJECTS_COUNTER_SUM | ["percent", ["variation", ["/",
(A0) during the time period "ALARM_OBJECTS_COUNTER_SUM",

"consPeriodSize" 1, ["/",
"ALARM_OBJECTS_COUNTER_SUM_1",
"refPeriodSize" 111

Alarm Number of AOs and similar ALARM_COUNTER_SUM ["percent”, ["variation", ["/",
Occurrences alarms collected during the "ALARM_COUNTER_SUM",
(AO + SA) time period "consPeriodSize" 1, ['/",

10



"ALARM_COUNTER_SUM_1",
"refPeriodSize" 111

Alarm Reduction
Ratio

Ratio of SAs vs AOs during
the time period

["percent", ["/",
"SIMILAR_ALARM_COUNTER_SUM"

["variation”, [ "/",
"SIMILAR_ALARM_COUNTER_SUM",
"ALARM_OBJECTS_COUNTER_SUM" ], [ "/"

(SA/ AO) )
"ALARM_OBJECTS_COUNTER_SUM | , "SIMILAR_ALARM_COUNTER_SUM_1",
1] "ALARM_OBJECTS_COUNTER_SUM_1"11
Managed Objects | Number of equipments that MO_COUNT ["percent”, ["/", ["-", "MO_COUNT",
(MO) have emitted alarms during "MO_COUNT_1"],"MO_COUNT_1"1]

the time period

Cumulated In
Fault Duration

(CIFD)

The absolute time in hours
between the clearance (or the
termination if no clear) and
the original event time for all
the AOs collected during the
time period.

IN_FAULT_DURATION_HR_SUM

["percent”, ["variation”, ["/",
"IN_FAULT_DURATION_HR_SUM",
"consPeriodSize" 1, [/",
"IN_FAULT_DURATION_HR_SUM_1",
"refPeriodSize" 111

Average In Fault
Duration

(AIFD)

The average time in minutes
between the clearance (or the
termination if no clear) and
the original event time for all
the AOs collected during the
time period.

IN_FAULT_DURATION_MIN_AVG

["percent", ["variation", ["/",
"IN_FAULT_DURATION_MIN_AVG",
"consPeriodSize" 1, ["/",
"IN_FAULT_DURATION_MIN_AVG_1",
"refPeriodSize" 11]

Table 2 — Network Health Indicators Table

2.1.1.3 Screenshot

@ Unified 0SS Console Administration -~  Addons -  Packages -  Launches -  Workspaces - A Administrator - 4 -~
ik Health i r everity  Metwark 0C & D Distrib 1E i
Considered Period Reference Period
From: 07/26/2015 00:00 & | O |To: 08/01/2015 00:00 B || O --Pleaseselect-- v | none 7 || & From: 07/13/2015 00:00 B || O To:07/25/2015 00:00 & || ©||--Pleaseselect— v ||none v || o

Considered Period Size

Reference Period Size

Reference Period Size

Alarm Objects

Alarm Objects

15,230,829 15,230,829

Alarms Objects

+-388% .38

Alarm Occurronces

Alarm Occurrences

Alarm Occurrences

Network Health Indicators (Considered Period)

Alarm Reduction Ratio

Managed Objects

2,000 24,705,361.41 hr

Netwaork Health Indicators (Reference Period)

Alarm Reduction Ratio

Deviation

Alarm Reduction Ratio

Managed Objects ¢ i Averag

2,000

Managed Objects C i . g

Figure 2 - Network Health Indicators Report

In the above screenshot, we have chosen to compare a week from Sunday 26t July
2015 to Friday 15t August 2015 (the considered time period) with its previous week
from Sunday 19t July 2015 to Friday 25t July 2015 (the reference time period).

The considered time period is composed of 6 days, and the reference time period is
a 6 days period also.

As stressed by the tables, the number of faulty equipments (a.k.a MOs) is the same
for both weeks (2000) and the number of alarms (a.k.a AOs) collected in the
considered time period is 3.88% less than the previous week (the reference period).
This fact is highlighted with green arrow icons associated to the calculated
variation percentages in the Deviation table.

There are no similar alarms in this configuration as the Alarm Reduction Ratio is
equal to zero percent.

The average time for the collected alarms to be cleared or terminated (Cumulated
In Fault Duration) is higher of 57.80 % meaning that their related failures has been
solved with a longer time. This fact is highlighted with the red arrow icon.
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2.1.2 Network Health Indicators By Severity

2.1.2.1 Description
This report lists the same metrics (a.k.a indicators) as the Network Health Indicator
report described above but segregated by Perceived Severity to provide a more

complete analysis of the health of the Network.

Please refer to the previous chapter (Network Health Indicators) for a complete

description of the report.

2.1.2.2 Metrics

Indicators Description Metadata Identifiers used in the Formulas defined in the Deviation Table
Considered & Reference Tables
Severity AO Severity when AQ is SEVERITYNAME SEVERITYNAME
originally received (Dimension) (Dimension)
(Critica, Major, Minor, Warning
& Indeterminate)
Alarm Objects Number of AOs collected ALARM_OBJECTS_COUNTER_SUM | ["percent", ["variation", ["/",
(AO) during the time period "ALARM_OBJECTS_COUNTER_SUM",
segregated by perceived “consPeriodSize" 1, ["/",
severity "ALARM_OBJECTS_COUNTER_SUM_1",
"refPeriodSize" 11]
Alarm Number of AOs and similar ALARM_COUNTER_SUM ["percent”, ["variation", ["/",
Occurrences alarms collected during the "ALARM_COUNTER_SUM",
(AO + SA) time period segregated by "consPeriodSize" 1, ['/",

perceived severity

"ALARM_COUNTER_SUM_1",
"refPeriodSize" 11]

Alarm Reduction
Ratio

Ratio of SAs vs AOs during
the time period segregated

["percent", ["/",
"SIMILAR_ALARM_COUNTER_SUM"

["variation", [ "/",
"SIMILAR_ALARM_COUNTER_SUM",

(SA/ AO) by perceived severity , "ALARM_OBJECTS_COUNTER_SUM" 1, [ /"
"ALARM_OBJECTS_COUNTER_SUM | , "SIMILAR_ALARM_COUNTER_SUM_1",
"1] "ALARM_OBJECTS_COUNTER_SUM_1"1]

Managed Objects | Number of equipments that MO_COUNT ["percent”, ["/", ["-", "MO_COUNT",

(MO) have emitted alarms during "MO_COUNT_1"], "MO_COUNT_1"11

the time period segregated
by perceived severity

Cumulated In
Fault Duration

(CIFD)

The absolute time in hours
between the clearance (or the
termination if no clear) and
the original event time for all
the AOs collected during the
time period segregated by
perceived severity

IN_FAULT_DURATION_HR_SUM

["percent”, ["variation”, ["/",
"IN_FAULT_DURATION_HR_SUM",
"consPeriodSize" 1, ["/",
"IN_FAULT_DURATION_HR_SUM_1",
"refPeriodSize" 11]

Average In Fault
Duration

(AIFD)

The average time in minutes
between the clearance (or the
termination if no clear) and
the original event time for all
the AOs collected during the
time period segregated by
perceived severity

IN_FAULT_DURATION_MIN_AVG

["percent”, ["variation", ["/",
"IN_FAULT_DURATION_MIN_AVG",
"consPeriodSize" 1, ['/",
"IN_FAULT_DURATION_MIN_AVG_1",
"refPeriodSize" 11]

Table 3 — Network Health Indicators By Severity Table
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2.1.2.3 Screenshot

@ Unified 0SS Console Administration - Addons - Packages -  Launches -  Workspaces~ A Administrator- A -

From: [Sun May 24 zmzm:ca:t\il\gﬁu: Sun May 31 201503:@3:[@@ —Pleaseselect— ¥ || none ¥ |i| From: FriMay1520150@:0c:u:|i|\g/m: [sat May 23 amsoo:ac:u|i||g| - ¥ |[none |i/
[N - =
Network Health Indicators (Considered Period)
Considered Period Size Severity v Alarm Objects v Alarm Occurrences ~ | AamReductionRatio Managed Objects ~ | CumulatedinFaultDwation ~  Average In Fault Duration ~ | =
7.00d Citical 5,041,324 5001324 718 108371 hr 151.82min
7.00d ndecerminate a3 34 4912100 151.82min
7.00d Major 4,454,074 636 1,038.15 hr 151.82min
7.00d Miner 1671305 38 151.82min
7.00d Warning 449,637 64 151.982min
G o X &
Network Health Indicators (Reference Period)
Reference Period Size ~ Severity ~ Marm Objects ~ Alarm Occurrences ~ Alarm Reduction Ratio ~ Managed Objects ~ ~ | Average InFault Duration - =
8.00d Critical 80,115 10,180,115 718 195.85min
8.00d ndetermingte 9 384 195,84 min
8.00d Mo 9 636 195,86 min
8.00d Miner 38 185,85 min
8.00d Warning £ 208.91 e 195,85 min
T S B ®
Deviation
Reference PeriodSize Sevaiity ~ Alarms Objects ~ Alarm Occurrences ~ | AlamReductionRatio Managed Objects ~ | CumulatedinFaultDwation ~  Average In Fault Duration « | =
8.00d Citical V-43.00% NA 0.00% w-1135%
8.00d ndeteminote +-43.00% A 0.00% +-1134%
8.00d Major N-43.02% NA 0.00% +-1135%
8.00d Miner v-43100% NA 0.00% w-1135%
8.00d Warning V-43.40% NA 0.00% +-1135%

Figure 3 - Network Health Indicators By Severity Report

In the above screenshot, we compare a week (the considered time period) with its
previous week (the reference time period).

The considered time period is composed of 7 days where the reference time period
is here a 8 days period.

The computed metrics are the same than the Network Health Indicator report but
there are now segregated by perceived severity.

As stressed by the tables, the number of faulty equipments (a.k.a MOs) is the same
for both weeks whatever the severity but the number of alarms (a.k.a AOs)
collected in the considered time period is more than 40% less than the previous
week (the reference period). This fact is highlighted with green arrow icons
associated to the calculated variation percentages in the Deviation table.

There are no similar alarms in this configuration as the Alarm Reduction Ratio is
equal to zero percent.

The average time for the collected alarms to be cleared or terminated is lower of
11% whatever the alarms severity meaning that their related failures has been
solved faster.
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2.1.3 Network Operation Context and Domain Distribution

2.1.3.1 Description
This report highlights for each 0C and for each Domain:
e The number of Alarm Objects (AOs) collected during a time period.
e The cumulated number of hours (CIFD) where the AOs were/are considered
as not fixed (meaning neither terminated nor cleared)
e And the variation (a.k.a Deviation) in percentage of the two above quoted
metrics compare to the selected reference time period
This content helps to better understand the trends by profiles of collection (e.g. by
type of equipment, by technology, etc. depending on the meaning given to the 0Cs
and the Domains) and therefore to better plan future network activities.

2.1.3.2 Operation Context Distribution Metrics

Indicators Description Metadata Identifiers and formulas used in the Table
Operation Name of the OC OPERATIONCONTEXTNAME
Context (Dimension)
(00)
Alarm Objects Number of AOs collected ALARM_OBJECTS_COUNTER_SUM
(AO) during the considered time

period segregated by OC

AOs Deviation
(%)

Variation in % of AOs
between the reference and
the considered time periods
segregated by OC

["percent”, ["variation"”, [/, "ALARM_OBJECTS_COUNTER_SUM",
"consPeriodSize" ], ["/", "ALARM_OBJECTS_COUNTER_SUM_1", "refPeriodSize" 11]

Cumulated In
Fault Duration

(CIFD)

The absolute time in hours
between the clearance (or the
termination if no clear) and
the original event time for all
the AOs collected during the
considered time period
segregated by OC

IN_FAULT_DURATION_HR_SUM

CIFD Deviation
(%)

Variation in % of CIFD
between the reference and
the considered time periods
segregated by OC

["percent”, ["variation", [*/*, " IN_LFAULT_DURATION_HR_SUM ", "consPeriodSize"
1, ["/", " IN_FAULT_DURATION_HR_SUM _1", "refPeriodSize" 1]

Table 4 — Network OC Distribution Indicators Table

2.1.3.3 Domain Distribution Metrics

Indicators Description Metadata Identifiers and formulas used in the Table
Domain Name of the Domain DOMAINNAME
(Dimension)
Alarm Objects Number of AOs collected ALARM_OBJECTS_COUNTER_SUM
(A0) during the considered time

period segregated by Domain

AOs Deviation
(%)

Variation in % of AOs
between the reference and
the considered time periods
segregated by Domain

["percent”, ["variation", ["/", "ALARM_OBJECTS_COUNTER_SUM",
"consPeriodSize" 1, ["/", "ALARM_OBJECTS_COUNTER_SUM_1", "refPeriodSize" 111

Cumulated In
Fault Duration

(CIFD)

The absolute time in hours
between the clearance (or the
termination if no clear) and
the original event time for all
the AOs collected during the
considered time period
segregated by Domain

IN_FAULT_DURATION_HR_SUM

CIFD Deviation
(%)

Variation in % of CIFD
between the reference and
the considered time periods
segregated by Domain

["percent”, ["variation", ["/*, " IN_FAULT_DURATION_HR_SUM ", "consPeriodSize"
1,1/, " IN_FAULT_DURATION_HR_SUM _1", "refPeriodSize" 111

Table 5 — Network Domain Distribution Indicators Table
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2.1.3.4 Screenshot

() oo

Considered Period
From: [Sun May 24 szua:na:[m@ﬂx SunNayETZDTEDﬂ:Eﬂ:[\E/\g/ --Please select— ¥ | none ¥ \i/

Administration - Addons - Packages - Laumches - Workspaces - & Administrator -

Reference Period
From: FuMaywszmsac:uu:mli"gl'lo: [5at May zazmsou:ou:n\i}\gl —Fleaszselzct— ¥ |[none v Ii/

'S

[ -]
Operation Context Distribution
Si a 2 Operation Context Alarm Objects(AD) ~ At ADs Deviation ~ | Cumulated In Fault Duration (C(IFD) (CIFD Deviation v B
7.00d 6.00d 0sSV040._ns: operd 5210693 -15.85% 3116.54hr +9.25%
7.00d &00d = L= 5210669 -1585% NiA W4
7.00d &.00d ossv041_ns:aperT 7061 % /A Wk
7.00d &00d L= +-1082% NiA WA
wu\ “l\-_“ﬂ 10 ¥ |items per page 1-40f 4items
[“I-I- R -]
Domain Distribution
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Figure 4 - Network 0C & Domain Distribution Report

In the above screenshot, we compare a week (the considered time period) with its
previous week (the reference time period).

The considered time period is composed of 7 days where the reference time period
is here a 8 days period.

The tables highligh that the number of alarms (a.k.a AOs) collected in the
considered time period is lower than the previous week (the reference period) from
15% to 70% less whatever the 0Cs or Domains we considered. This is highlighted
with green arrow icons associated to the calculated variation percentages of the
deviation indicators.

The Cumulated In Fault Duration is not available for all 0Cs and Domains. This
means that none of the alarms related to these 0Cs and Domains are neither
cleared or terminated yet. When available, we can notice that their related
variations are either worse (red arrow for OC oper9) or better (green arrow for
Domain dom9).
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2.1.4 Top N Global Classes

2.1.4.1 Description
This report highlights:

e The Top N Managed Object Global Classes for all the alarms collected
during the considered time period. Default value for N is equalto 10

e The Top N Managed Object Global Classes in term of cumulated in fault
duration period (cumulated absolute time differences between the
clearance or the termination alarms timestamps and their original event
timestamps) for the alarms collected during the considered time period.
Default value for N is equal to 10

Note that all the alarm objects related to a type of network equipment (a.k.a
Managed Object (MO) Global Class) are taken into consideration.

2.1.4.2 Top N Metrics

Indicators Description Metadata |dentifiers used in the Charts
Global Classes Name of the Managed Object Global Class GLOBALCLASSNAME
(00 (Dimension)
Number of Number of AOs collected during the considered time period segregated ALARM_OBJECTS_COUNTER_SUM
Alarms by Managed Object (MO) Global Class
(AO)
Cumulated In The absolute time in days between the clearance (or the termination if IN_FAULT_DURATION_DAY_SUM
Fault Duration no clearance timestamp) and the original event time for all the AOs
(CIFD) collected during the considered time period segregated by Managed

Object (MO) Global Class

Table 6 - Top N Global Classes Indicators Table

2.1.4.3 Screenshot

@ Unified 0S5 Console
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]
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Figure 5-Top N Global Classes Report

By highlighting the Network Equipment types (a.k.a Managed Object Global
Classes) that are the most in fault, both in terms of number of alarms and fault
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duration, this report allows you to determine the type of equipments that are the
likeliest candidates to attention and maintenance.

Note that you can easily choose the Top ‘N’ value from the Analysis tool.
For details on the usage of the Top Filter please refer to the Unified 0SS Console
User Guide at section: Widgets Management [ Analysis tools [ Top Filter section.
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2.1.5 Top N Global Entities

2.1.5.1 Description
This report highlights:

e The Top N Managed Object Global Entities (a.k.a instances) for all alarms
collected during the considered time period. Default value for N is equal to
10

e The Top N Managed Object Global Entities (a.k.a instances) in term of
cumulated in fault duration (cumulated absolute time differences between
the clearance or the termination alarms timestamps and their original
event timestamps) for all the alarms (a.k.a AOs) collected during the
considered time period. Default value for N is equal to 10

Note that all the alarm objects related to a network equipment (a.k.a Managed
Object (MO) Global Entity) are taken into consideration.

2.1.5.2 Top N Metrics

Indicators Description Metadata Identifiers used in the Charts
Global Entities Name of the Managed Object Global Entity GLOBALMONAME
(00) (Dimension)
Number of Number of AOs collected during the considered time period segregated | ALARM_OBJECTS_COUNTER_SUM
Alarms by Managed Object (MO) Global entity
(AO)
Cumulated In The absolute time in hours between the clearance (or the terminationif | IN_FAULT_DURATION_HR_SUM
Fault Duration no clearance timestamp) and the original event time for all the AOs
(CIFD) collected during the considered time period segregated by Managed

Object (MO) Global Entity

Table 7 - Top N Global Entities Indicators Table

2.1.5.3 Screenshot

@ Unified 055 Console - - A Administrator -
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By highlighting the Network Elements (a.k.a Managed Object Global Entities) that

are the most in fault, both in terms of number of alarms and fault duration, this
report allows you to determine the set of resources that are the likeliest candidates
to maintenance and preventive root cause analysis.
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Figure 6 - Top N Global Entities Report
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2.1.6 Alarm Characteristics Distribution Report

2.1.6.1 Description

This report highlights:

e The alarm severity distribution in percentage for all the alarms collected

during the considered time period

e The alarm type distribution in percentage for all the alarms collected

during the considered time period

e The Top N Probable Causes for all the alarms collected during the
considered time period. Default value for N is equal to 10

Note that all the alarms (a.k.a AOs) are taken into consideration.

2.1.6.2 Alarm Severity Distribution Metrics

Metadata Identifiers used in the

Indicators Description
Chart
Alarm Name of the Alarm Severity and its related distribution percentage (ratio between SEVERITYNAME
Severity the number of alarms with such a severity and the total number of alarms) (Dimension)
Number Number of AOs collected during the considered time period segregated by Alarm ALARM_OBJECTS_COUNTER_SUM
of Alarms | Severity

Table 8 — Alarm Severity Distribution Indicators Table

2.1.6.3 Alarm Type Distribution Metrics

Indicators Description Metadata Identifiers used in the
Chart

Alarm Name of the Alarm Type and its related distribution percentage percentage (ratio ALARMTYPENAME

Type between the number of alarms with such a severity and the total number alarms) (Dimension)

Number Number of AOs collected during the considered time period segregated by Alarm ALARM_OBJECTS_COUNTER_SUM

of Alarms | Type

Table 9 - Alarm Type Distribution Indicators Table

2.1.6.4 Top N Probable Causes Metrics

Metadata Identifiers used in the

Indicators Description
Chart
Probable Name of the Probable Cause PROBABLECAUSENAME
Cause (Dimension)
Number Number of AOs collected during the considered time period segregated by Probable | ALARM_OBJECTS_COUNTER_SUM
of Alarms | Cause

Table 10 - Top N Probable Causes Indicators Table
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2.1.6.5 Screenshot

@ Unified 0SS Console Mdministration - Addons -  Packages -  Launches -  Workspaces - A Administrator -
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Figure 7 - Top N Global Entities Report

This report highlights at-a-glance the overall network state. In the above example,
you can quickly notice you received a majority of Critical and Major alarms mainly
split into 3 types: CommunicationsAlarm (29%), QoSAlarm (25%) and
EnvironmentalAlarm (22%). Looking at the top N probable causes help then to
relate the type of problems to the type of alarms and therefore support the
Network planning team.
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2.2 Network Management Health Reports

The Network Management Health reports give you visibility into how do the

2.2.1 Network Management Health Indicators

Operations manage the Network faults overtime.

2.2.1.1 Description
This report lists some metrics (a.k.a indicators) that help to analyse the overall
network management activity.
Each indicator is calculated and displayed in a dedicated table for both a considered
and a reference time periods.
The time periods are easily configurable from time selectors to compare any period

of time together.

The variation (in %) between the periods is automatically calculated and displayed
as well in a dedicated table.
Comparing time periods helps to better understand the trend and therefore to
better plan any network activity.

2.2.1.2 Metrics

Indicators Description Metadata Identifiers and Formulas defined in the Deviation Table
Formuals used in the Considered
& Reference Tables
Alarm Number of alarms (a.k.a AOs) | ALARM_OBJECTS_COUNTER_SU ["percent”, ["variation", ["/",
Objects collected during the time M "ALARM_OBJECTS_COUNTER_SUM",
(A0) period "consPeriodSize" ], ['/",
"ALARM_OBJECTS_COUNTER_SUM_1",
"refPeriodSize" 11]
Average How long in average did it ["/","ACK_DURATION_AVG", ["percent",["/", ["-", "ACK_DURATION_AVG",
Acknowledge | take to acknowledge alarms 60000 ] "ACK_DURATION_AVG_1"],
Duration during the time period "ACK_DURATION_AVG_1"1]]
(minutes)
Average How long in average did it ["/","HANDLE_DURATION_AVG" | ["percent",["/",["-",
Handle take to handle created alarms | , 60000 ] "HANDLE_DURATION_AVG",
Duration during the time period "HANDLE_DURATION_AVG_1"1,
(minutes) "HANDLE_DURATION_AVG_1"1]
Average How long in average did it ["/","CLOSE_DURATION_AVG", ["percent",["/", ["-", "CLOSE_DURATION_AVG",
Close take to close handled alarms 60000 ] "CLOSE_DURATION_AVG_1"],
Duration during the time period "CLOSE_DURATION_AVG_1"1]
(minutes)
Average How long in average did it ["/","TERM_DURATION_AVG", ["percent",["/",["-", "TERM_DURATION_AVG",
Termination take to terminate created 60000 ] "TERM_DURATION_AVG_1"],
Duration alarms during the time period “TERM_DURATION_AVG_1"1]
(minutes)
Average In How long in average did it IN_MANAGEMENT_DURATION_MI | ["percent"["/",["-",
Management | take to clear (or close) created | N_AVG "IN_MANAGEMENT_DURATION_MIN_AVG",
Duration alarms “IN_MANAGEMENT_DURATION_MIN_AVG_1"],
(minutes) "IN_MANAGEMENT_DURATION_MIN_AVG_1"1]
Number Of How many alarms have been ESCALATED_COUNTER_SUM ["percent”, ["variation”, ["/",
Escalated escalated during the time "ESCALATED_COUNTER_SUM",
Alarms period "consPeriodSize" 1, ['/",

"ESCALATED_COUNTER_SUM_1",
"refPeriodSize" 111

Table 11 - Network Management Health Indicators Table

21




2.2.1.3 Screenshot

@ Unified 0S5 Console Administration -~ Addons - Packages -  Launches - Workspaces - R Administrator - B -
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Figure 8 - Network Management Health Indicators Report

The report highlights a decrease of the overall alarms handling from a
management perspective between month N and month N-1.

Indeed, the number of collected alarms decreased by 43% but the mean time to
take a management action decreased only by 4% in average and even worse, the
variation of the overall “in management duration” indicator has increased by 13%
stressing that in average it took longer to solve the network failures (i.e. terminate
the alarms) once acknowledged.
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2.2.2 Network Management Operation Context Distribution

2.2.2.1 Description
This report highlights for all Operation Contexts
e The proportion of managed AOs compare to the total AOs segregated by
management action for a considered time period
¢ And aset of counters that reflects the average duration of each alarm
management action and their variation in percentage from the reference

period

2.2.2.2 Operation Context Counters Distribution Metrics

Indicators Description Metadata Identifiers and formulas used in the Table
Operation Name of the OC OPERATIONCONTEXTNAME
Context (Dimension)
(00)
Alarm Objects | Number of AOs collected during the considered time ALARM_OBJECTS_COUNTER_SUM
(AD) period segregated by OC

AOs Deviation
(%)

Variation in % of AOs between the reference and the
considered time periods segregated by OC

["percent", ["variation", ["/",
"ALARM_OBJECTS_COUNTER_SUM", "consPeriodSize" ],
[*/", "ALARM_OBJECTS_COUNTER_SUM_1",
"refPeriodSize" 11]

Acknowledged | Proportion of acknowledged AOs compare to the total ["percent”, ["/", "ACK_COUNTER_SUM",
number of AOs for the considered time period "ALARM_OBJECTS_COUNTER_SUM']
Handled Proportion of handled AOs compare to the total ["percent”, ["/", "HANDLED_COUNTER_SUM",
number of AOs for the considered time period "ALARM_OBJECTS_COUNTER_SUM"]]
Closed Proportion of closed AOs compare to the total number ["percent”, ["/", "CLOSED_COUNTER_SUM",
of AOs for the considered time period "ALARM_OBJECTS_COUNTER_SUM']
Terminated Proportion of terminated AOs compare to the total ["percent”, ["/", "TERMINATED_FLAG_SUM",

number of AOs for the considered time period

"ALARM_OBJECTS_COUNTER_SUM"]]

Table 12 - Network Management OC Counters Distribution Table

2.2.2.3 Operation Context Average Duration Distribution Metrics

Indicators Description Metadata Identifiers and formulas used in the Table
Operation Name of the OC OPERATIONCONTEXTNAME
Context (Dimension)
(00
Alarm Objects | Number of AOs collected during the considered time ALARM_OBJECTS_COUNTER_SUM
(AO) period segregated by OC
Average How long in average did it take to acknowledge created | ["/","ACK_DURATION_AVG", 60000 ]
Acknowledge alarms during the time period segregated by OC
Duration
(minutes)
Acknowledged | Variation in % of of Average Acknowledge Duration ["percent”, ["variation”, ["/*,"[ /", "ACK_DURATION_AVG",
Average between the reference and the considered time periods | 60000 I", "consPeriodSize" 1, ["/","["/",
Duration segregated by OC "ACK_DURATION_AVG_1", 60000 1", "refPeriodSize" 11]
Deviation
(%)
Average How long in average did it take to handle created ["/","HANDLE_DURATION_AVG", 60000 ]
Handle alarms during the time period segregated by 0C
Duration
(minutes)
Handled Variation in % of of Average Handle Duration between ["percent”, ["variation”, ["/","["/",
Average the reference and the considered time periods "HANDLE_DURATION_AVG", 60000 1", “consPeriodSize" ],
Duration segregated by OC ["/","["/", "HANDLE_DURATION_AVG_1", 60000 1",
Deviation "refPeriodSize" 111

(%)

Average Close
Duration

(minutes)

How long in average did it take to close handled alarms
during the time period segregated by OC

["/","CLOSE_DURATION_AVG", 60000 ]
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Closed Variation in % of of Average Close Duration between ["percent", ["variation", ["/*, "["/",

Average the reference and the considered time periods "CLOSE_DURATION_AVG", 60000 1", "consPeriodSize" ],
Duration segregated by OC /", ["/","CLOSE_DURATION_AVG_1", 60000 1",
Deviation "refPeriodSize" 11]

(%)

Average How long in average did it take to terminate created ["/","TERM_DURATION_AVG", 60000 ]

Termination alarms during the time period segregated by OC

Duration

(minutes)

Terminated Variation in % of of Average Terminate Duration ["percent”, ["variation”, ["/", "[ /",

Average between the reference and the considered time periods | "TERM_DURATION_AVG", 60000 1", "consPeriodSize" 1, ["/"
Duration segregated by OC C'Lt" "TERM_DURATION_AVG_1", 60000 J",

Deviation "refPeriodSize" 11]

(%)

Table 13 - Network Management OC Average Duration Distribution Table

2.2.2.4 Screenshot

@ Unified 0SS Console Administration - Addons - Packages - Launches -  Workspaces~ % Administrator- M-
Network Management Health Indicators Network Management OC Distribution Network Management User Distribution Top Ten Global Classes Top Ten Global Entities Alarm Characteristics Distribution
Considered Period Reference Period

From: Sun May 24 2015 00:00:] [ [ @ | To: Sun May 31 2015 00:00:] [ [@ ]| —Plesse select — ¥ |[non

From: FriMay 15 2015 00:00:00 i ][ @ | To: [Sat May 23 2015 00:00:0| & | © || — Piesse setect ~ v |[nane v |[7]

@ | T X @

Operation Context Counters Distribution

Operation Context = = Alarm Objects (A0) = AOs Deviation - Prop Ack. (Consi iodh  Propotion of i Closed ~ Terminated =
ossv04D_ns:.oper10 5210,663 +-15.85% 58.76% 99.43% 9962% -

T — 5210693 +-15.85% 98.78% 99.45% 99.62%

1_ns: oper? 1629.263 5874% 9837% 98.58%

T 1828670 98.76% 99.41% 9961%
(]l Jia[e o] (20w Jcemsperpage 1-dofaitems

Operation Context Average Duration Distribution

Operation Context « Ack. Avg. Durati > Adc A i iati Handle. Avg. Durati ~ Handle. Avg. i i Close Avg. Durati ~  CloseA e Tenm. Avg. Durati | Tem. Avg. Duration Deviati... =

7 60.38 min +1.90% 60.68 min 195 61.25min $243% 61.12min A243% -
0ssvD40_ns:aperd 60.11min 4056% 60.43 min 4105% 6139 min +257% 61.96 min 327% N
ossvD41_nstaper? 58,93 min A101% 60.24 min 105 60.88min A10.35% 60.68 min +1095%
ossv41_nscoperd 58.93 min +101% 60.24min 41088% 60.88min 410.86% 60.68 min +1089%

Figure 9 - Network Management OC Distribution Report
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2.2.3 Network Management User Distribution

2.2.3.1 Description

This report highlights important statistics on the alarm management actions that
have been taken by the Operations’ users to enhance the management processes

overtime.

There are four tables displayed, each of them is related to specific type of alarm
management action: Acknowledge an alarm, Terminate an alarm, Handle an alarm,

Close an alarm.

For each type of management action, some indicators per user are displayed for
the considered time period and the variation in percentage from the reference time

period.

This allows to easily understand the trend of management actions on alarms.

2.2.3.2 Ack Users Counters Distribution

(% Handled)

Indicators Description Metadata Identifiers used in the Charts
User Name Name of the user who acknowledged alarms ackusername (Dimension)
Alarm Objects Number of AOs acknowledged by the user during the considered time ALARM_OBJECTS_COUNTER_SUM
Acknowledged period
(AOs)
Proportion of Among those alarms, the percentage of acknowledged alarms ["percent”, ["/", "ACK_BY_COUNT",
Acknowledged "ALARM_OBJECTS_COUNTER_SUM"]
alarms
(% Ack.)
Proportion of Among those alarms, the percentage of handled alarms ["percent", ["/",
Handled alarms "HANDLED_BY_COUNT",

"ALARM_OBJECTS_COUNTER_SUM"]]

AOs Deviation
(%)

Variation in % of AOs between the reference and the considered time
periods for the user acknowledging alarms

["percent”, ["variation", ["/",
"ALARM_OBJECTS_COUNTER_SUM",
"consPeriodSize" 1, ['/",
"ALARM_OBJECTS_COUNTER_SUM_1",
"refPeriodSize" 11]

Average
Acknowledge
Duration (in mn)

How long in average did it take to acknowledge created alarms during
the time period for those alarms

["/","ACK_DURATION_AVG", 60000]

(Avg. Ack)

Acknowledged Variation in % of of Average Acknowledge Duration between the ["percent”, ["variation", ["/",

Average Duration | reference and the considered time periods for those alarms "AckAvgDurationMin®,

Deviation "consPeriodSize" ], ['/",

(Variation Avg. "AckAvgDurationMinRefPeriod",

Ack. %) "refPeriodSize" 111

Average How long in average did it take to terminate created alarms during the ["/*,"TERM_DURATION_AVG", 60000
Termination time period for those alarms ]

Duration

(Avg. Term. in

mn)

Terminated Variation in % of of Average Terminate Duration between the reference | ["percent”, ["variation", ["/","["/",
Average Duration | and the considered time periods for those alarms “TERM_DURATION_AVG", 60000 1",
Deviation "consPeriodSize" 1, ['/*, "["/",
(Variation Avg. "TERM_DURATION_AVG_1", 60000 1",
Term. %) “refPeriodSize" 1]

Table 14 - Network Management Ack User Distribution Indicators Table

2.2.3.3 Terminate Users Counters Distribution

Indicators

Description

Metadata Identifiers used in the Charts

User Name

Name of the user who terminated alarms

termusername (Dimension)
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Alarm Objects
Teminated

(AOs)

Number of AOs terminated by the user during the considered time
period

ALARM_OBJECTS_COUNTER_SUM

Proportion of
Acknowledged
alarms

(% Ack.)

Among those alarms, the percentage of acknowledged alarms

["percent”, ["/", "ACK_BY_COUNT",
"ALARM_OBJECTS_COUNTER_SUM"]]

Proportion of
Handled alarms

(% Handled)

Among those alarms, the percentage of handled alarms

["percent”, ["/",
"HANDLED_BY_COUNT",
"ALARM_OBJECTS_COUNTER_SUM"]]

AQs Deviation
(%)

Variation in % of AOs between the reference and the considered time
periods for the user terminating alarms

["percent”, ["variation”, ["/",
"ALARM_OBJECTS_COUNTER_SUM",
"consPeriodSize" 1, ["/",
"ALARM_OBJECTS_COUNTER_SUM_1",
"refPeriodSize" 111

Average
Acknowledge
Duration (in mn)

How long in average did it take to acknowledge created alarms during
the time period for those alarms

["/", "ACK_DURATION_AVG", 60000]

(Avg. Ack)

Acknowledged Variation in % of of Average Acknowledge Duration between the ["percent”, ["variation”, ["/",

Average Duration | reference and the considered time periods for those alarms "AckAvgDurationMin",

Deviation “consPeriodSize" 1, ["/",

(Variation Avg. "AckAvgDurationMinRefPeriod",

Ack. %) "refPeriodSize" 111

Average How long in average did it take to terminate created alarms during the ["/","TERM_DURATION_AVG", 60000
Termination time period for those alarms ]

Duration

(Avg. Term. in

mn)

Terminated Variation in % of of Average Terminate Duration between the reference | ["percent", ["variation”, ["/*,"["/",
Average Duration | and the considered time periods for those alarms “TERM_DURATION_AVG", 60000 1",
Deviation "consPeriodSize" 1, ["/", "[ /",
(Variation Avg. "TERM_DURATION_AVG_1", 60000 1",
Term. %) "refPeriodSize" 11]

Table 15 - Network Management Terminate User Distribution Indicators Table

2.2.3.4 Handle Users Counters Distribution

Indicators Description Metadata Identifiers used in the Charts
User Name Name of the user who handled alarms handleusername (Dimension)
Alarm Objects Number of AOs handled by the user during the considered time period ALARM_OBJECTS_COUNTER_SUM
Handled
(AOs)
Propartion of Among those alarms, the percentage of acknowledged alarms ["percent”, ["/", "ACK_BY_COUNT",
Acknowledged "ALARM_OBJECTS_COUNTER_SUM"]]
alarms
(% Ack.)

Proportion of
Handled alarms

(% Handled)

Among those alarms, the percentage of handled alarms

["percent”, ["/",
"HANDLED_BY_COUNT",
"ALARM_OBJECTS_COUNTER_SUM"]]

AOs Deviation
(%)

Variation in % of AOs between the reference and the considered time
periods for the user handling alarms

["percent", ["variation", ["/",
"ALARM_OBJECTS_COUNTER_SUM",
"consPeriodSize" 1, ["/",
"ALARM_OBJECTS_COUNTER_SUM_1",
"refPeriodSize" 111

Average
Acknowledge
Duration (in mn)

How long in average did it take to acknowledge created alarms during
the time period for those alarms

["/", "ACK_DURATION_AVG", 60000]

(Avg. Ack)

Acknowledged Variation in % of of Average Acknowledge Duration between the ["percent”, ["variation", [/",
Average Duration | reference and the considered time periods for those alarms "AckAvgDurationMin",
Deviation "consPeriodSize" ], ["/",
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(Variation Avg. "AckAvgDurationMinRefPeriod",

Ack. %) "refPeriodSize" 111

Average How long in average did it take to terminate created alarms during the ["/","TERM_DURATION_AVG", 60000
Termination time period for those alarms 1

Duration

(Avg. Term. in

mn)

Terminated Variation in % of of Average Terminate Duration between the reference | ["percent”, ["variation”, ["/","["/",
Average Duration | and the considered time periods for those alarms “TERM_DURATION_AVG", 60000 ",
Deviation "consPeriodSize" 1, ["/", "[ /",
(Variation Avg. “TERM_DURATION_AVG_1", 60000 1",
Term. %) "refPeriodSize" 111

Table 16 — Network Management Handle User Distribution Indicators Table

2.2.3.5 Close Users Counters Distribution

Indicators Description Metadata Identifiers used in the Charts
User Name Name of the user who closed alarms closeusername (Dimension)
Alarm Objects Number of AOs closed by the user during the considered time period ALARM_OBJECTS_COUNTER_SUM
Closed
(AOs)
Proportion of Among those alarms, the percentage of acknowledged alarms ["percent”, ["/", "ACK_BY_COUNT",
Acknowledged "ALARM_OBJECTS_COUNTER_SUM"]
alarms
(% Ack.)

Proportion of
Handled alarms

(% Handled)

Among those alarms, the percentage of handled alarms

["percent”, ["/",
"HANDLED_BY_COUNT",
"ALARM_OBJECTS_COUNTER_SUM"]]

AOs Deviation
(%)

Variation in % of AOs between the reference and the considered time
periods for the user closing alarms

["percent”, ["variation", ["/",
"ALARM_OBJECTS_COUNTER_SUM",
"consPeriodSize" 1, ['/",
"ALARM_OBJECTS_COUNTER_SUM_1",
"refPeriodSize" 11]

Average
Acknowledge
Duration (in mn)

How long in average did it take to acknowledge created alarms during
the time period for those alarms

["/","ACK_DURATION_AVG", 60000]

(Avg. Ack)

Acknowledged Variation in % of of Average Acknowledge Duration between the ["percent”, ["variation", ["/",

Average Duration | reference and the considered time periods for those alarms "AckAvgDurationMin®,

Deviation "consPeriodSize" 1, ['/",

(Variation Avg. "AckAvgDurationMinRefPeriod",

Ack. %) "refPeriodSize" 11]

Average How long in average did it take to terminate created alarms during the ["/","TERM_DURATION_AVG", 60000
Termination time period for those alarms ]

Duration

(Avg. Term. in

mn)

Terminated Variation in % of of Average Terminate Duration between the reference | ["percent", ["variation®, ["/*,"["/",
Average Duration | and the considered time periods for those alarms “TERM_DURATION_AVG", 60000 1",
Deviation "consPeriodSize" 1, ["/", "["/",
(Variation Avg. "TERM_DURATION_AVG_1", 60000 ",
Term. %) “refPeriodSize" 1]

Table 17 — Network Management Close User Distribution Indicators Table
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2.2.3.6 Screenshot

@ Unified 0SS Console Administration -  Addons -  Packages -  Launches -  Workspaces - L Administrator ~ A~
Network Management Health Indicators Network Management OC Distribution Network Management User Distribution Top Ten Global Classes Top Ten Global Entities Alarm Characteristics Distribution
Considered Period Reference Period

From: 05/24/20150200 || @ || © JTo: 05/31/20150200 [ ][ @ |[—Prease setect— v

From: 05/15/2015 02:00 |

To: |us/2]lzm§ 02:00

Ack Users Counters Distribution

User Name v Aos > % Ack. - % Handled - AOs Deviation - Avg. Ack. v Variation Avg. Ack. ¥ Avg.Term. ~ | Variation Avg. Term> =
temip-15 987,425 100.00 % 100.00 % ¥-39.45% 814.10 min A51137% 815.23min A50463% =
temip-13 1,223,531 100.00% 100.00 % ¥-39.46% 803.01 min 4569.29% 804.14 min 24561.01%
temip-07 1,459,660 100.00 % 100.00 % ¥-39.45% 804.62 min A56230% 805.76 min A554.25%
temip-16 665,431 100.00% 100.00 % ¥-39.46% 801.19 min 4564.73% 802.34 min 4556.54%
temip-12 1,674,318 100.00 % 100.00 % ¥-39.46% 804.38 min A555.53% 805.51 min A547.61%
temip-09 1,781,648 100.00% 100.00 % ¥-39.46% 805.01 min 4555.46% 806.15 min A 547.56 %
temip-05 1,223,539 100.00 % 100.00 % ¥-39.46% 795.02 min A61205% 796.14 min A602.50%
temip-17 558,108 100.00% 100.00% ¥-39.46% 802.93 min 4588.86% 804.06 min 4 580.05%
temip-19 815,694 100.00 % 100.00 % ¥-39.46% 812.70 min A500.39% 813.84min A50267%
temip-06 1,352,338 100.00% 100.00% ¥-39.46% 803.19 min 4573.09% 804.34 min 4564.70% -

[eJiedh e ]l]

1-100f 20items o

¢ £ X @

Terminate Users Counters Distribution
User Name v Aos - % Ack. e % Handled - AOs Deviation i Avg. Ack. el Variation Avg. Ack. i Avg.Term. hd Variation Avg. Term> =
temip-15 987,348 100.00 % 100.00 % ¥-39.45% 814.08 min 4+511.35% 815.22 min 4504.62% -
temip-13 1,223,453 100.00 % 100.00 % ¥ -39.45% 803.01 min #4569.28% 804.16 min A561.02%
temip-07 1,459,555 100.00 % 100.00 % ¥-39.45% 804.60 min 456232% 805.75 min 4554.25%
temip-16 665,385 100.00 % 100.00 % ¥ -39.45% 801.18 min A564.71% 802.33 min A 556.54%
temip-12 1,674,135 100.00 % 100.00 % ¥-39.45% 804.36 min 455551 % 805.51 min 4547.61%
temip-09 1,781,515 100.00 % 100.00 % ¥ -39.45% 804.98 min A555.44% 806.13 min A547.55%
temin.ng 1,223,456 100.00 % 100.00 % ¥-39.45% 795.01 min 4+612.05% 796.16 min 4 602.56 %

Figure 10 - Network Management User Distribution Report
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2.2.4 Network Management Top N Global Classes

2.2.4.1 Description
This report highlights:

e The Top N Managed Object Global Classes in term of cumulated in
management duration period (cumulated absolute time difference
between the close (or clear) timestamp and the creation timestamp of an
alarm) for the alarms collected during the considered time period. Default
value for N is equal to 10

e The Top N Managed Object Global Classes in term of average in
management duration period (average time difference between the close
(or clear) timestamp and the creation timestamp of an alarm) for the
alarms collected during the considered time period. Default value for N is
equalto 10

Note that all the alarm objects related to a type of network equipment (a.k.a
Managed Object (MO) Global Class) are taken into consideration.

2.2.4.2 Top N Metrics

Indicators Description Metadata Identifiers used in the Charts
Global Classes Name of the Managed Object Global Class GLOBALCLASSNAME
(00 (Dimension)
Cumulated The cumulated absolute time in days between the creation and the IN_MANAGEMENT_DURATION_DAY_SUM
In Management | clear (or close) timestamps for all the AOs collected during the
Duration considered time period segregated by Managed Object Global Class
Average The mean time in minutes between the creation and the clear (or IN_MANAGEMENT_DURATION_MIN_AVG
In Management | close) timestamps for all the AOs collected during the considered time
Duration period segregated by Managed Object (MO) Global Class

Table 18 — Network Management Top N Global Classes Indicators Table

2.2.4.3 Screenshot

@ Unified 05S Console Administration - Addons Packages ~  Laumches -  Workspaces - A Administrator -

Network Management Health Indicators ~ Netwo ement OC Distribution  Network Management User Distribution | Top Ten Global Classes | Top TenGlobal Entities  Alarm Characteristics Distribution
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Global Classes - Top N Average In Management Duration
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Figure 11— Network Management Top N Global Classes Report

This report highlights which Network Equipment types (a.k.a Managed Object
Global Classes) are the most demanding in term of alarms management.
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2.2.5 Network Management Top N Global Entities

2.2.5.1 Description
This report highlights:

e The Top N Managed Object Global Entities (a.k.a instances) in term of
cumulated in management duration period (cumulated absolute time
difference between the close (or clear) timestamp and the creation
timestamp of an alarm) for the alarms collected during the considered
time period. Default value for N is equal to 10

e The Top N Managed Object Global Entities (a.k.a instances) in term of
average in management duration (average time difference between the
close (or clear) timestamp and the creation timestamp of an alarm) for all
the alarms collected during the considered time period. Default value for N
isequalto 10

Note that all the alarm objects related to a network equipment (a.k.a Managed
Object (MO) Global Entity) are taken into consideration.

2.2.5.2 Top N Metrics

Indicators Description Metadata Identifiers used in the Charts
Global Entities Name of the Managed Object Global Entity GLOBALMONAME
(00 (Dimension)
Cumulated The cumulated absolute time in hours between the creation and the IN_MANAGEMENT_DURATION_HR_SUM
In Management | clear (or close) timestamps for all the AOs collected during the
Duration considered time period segregated by Managed Object Global Entity
Average The mean time in minutes between the creation and the clear (or close) IN_MANAGEMENT_DURATION_MIN_AVG
In Management | timestamps for all the AOs collected during the considered time period
Duration segregated by Managed Object (MO) Global Entity

Table 19 - Network Management Top N Global Entities Indicators Table

2.2.5.3 Screenshot

@ Unified 055 Console Administration - Addons - Packages ~  Laumches -  Workspaces - & Administrator ~

Network Management Health Indicators  Network Management OC Distribution  Network Management User Distribution ~ Top Ten Global Classes | Top Ten Global Entities | Alarm Characteristics Distribution
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Figure 12 - Network Management Top N Global Entities Report

This report highlights which Network Elements (a.k.a Managed Object Global
Entities) are the most demanding in term of alarms management.
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2.2.6 Network Management Alarm Characteristics Distribution
Report

2.2.6.1 Description

This report highlights:

e The alarm state distribution in percentage for all the alarms collected

during the considered time period

e The problem status distribution in percentage for all the alarms collected

during the considered time period

e Thealarms distribution overtime based on the selected granularity (for

instance, by day) for the considered time period

2.2.6.2 Alarm State Distribution Metrics

Note that all managed alarms (a.k.a AOs) are taken into consideration.

Indicators

Description

Metadata Identifiers used in the Chart

Alarm State

Name of the Alarm State and its related distribution percentage (ratio
between the number of managed alarms with such a state and the total
number of managed alarms)

STATENAME
(Dimension)

Number of
Alarms

Number of managed alarms collected during the considered time period
segregated by Alarm State

ALARM_COUNTER_SUM

Table 20 - Alarm State Distribution Indicators Table

2.2.6.3 Problem Status Distribution Metrics

Indicators

Description

Metadata Identifiers used in the Chart

Problem Status

Name of the Problem Status and its related distribution percentage
percentage (ratio between the number of managed alarms with such a
problem status and the total number of managed alarms)

PROBLEMSTATUSNAME
(Dimension)

Number of
Alarms

Number of managed alarms collected during the considered time period
segregated by Problem Status

ALARM_COUNTER_SUM

Table 21 - Problem Status Distribution Indicators Table

2.2.6.4 Alarms Distribution Overtime Metrics

Indicators Description Metadata Identifiers used in the Chart
Number of Number alarms collected during the considered time period ALARM_COUNTER_SUM
Alarms

Table 22 — Alarms Distribution Overtime Indicators Table
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2.2.6.5 Screenshot

Unified 0SS Console

Administration -

L Administrator - .~

Packages -  Launches -  Workspaces -

Network Management Health Indicators  Network Management 0C Distribution

Network Management User Distribution

|| & J[© |ro:osn71z015 00:00

From: 09/02/2015 00:00

[[@][©][Lastwoweeks =

Top Ten Global Classes

Top Ten Global Entities

Alarm Characteristics Distribution

z 2 = ¢z 2 R
Alarm State Distribution = Problem Status Distribution =
Acknowledged Handled
Outstanding Not-Handled
0.01% 0.01%
Terminated Closed
99.98% 99.98%
z 2 X &
Alarms Overtime Distribution Clear chart =
3 000k
2 500k
2 000K
z
1500k
1 000k
s00k
5. Sep 6. Sep 7.5 8.5ep 9.5 10.5¢p .5ep 12500 15.5ep 14.5ep 15.5ep 16.5ep
% ALARM_COUNTER_SUM

Figure 13 — Network Management Alarms Characteristics Distribution Report

This report highlights at-a-glance the overall network state from a management
perspective.
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2.3 Alarm Health Reports

The standard FAS Alarm Health Reports gives you visibility about the evolution of
the number of alarms overtime.

Two types of graphs are displayed in order to show the information differently:
atable and a chart line.

2.3.1 Standard report

2.3.1.1 Description

@ Unified 0SS Console Administration -  Addons - Packages -  Launches -  Workspaces - & Administrator -~ 4 -
Reference Time Selection
From: 09/06/2015 00:00 & || O |1e: 10/0772015 00:00 8 O][tstmontnv|[24n0urs v][
E T K @ ¢z & x @
Alarm count per day e Clearchon =

DayMumber In Movin.x  DayMame daysago - Atarm Caunt

ALARM_COUNTER_SUM

Saturtay

i O

Figure 14 - Alarm Health Report

The time period is easily configurable from the time selector combobox and
affects both the table and the chart line.

You can choose to analyze the evolution of alarms from 'Last Month', ' Today’, 'Last
week', 'Last two weeks' or 'Yesterday' (default is ‘Last Month').

From the combobox which is at the right of the time selector, you can also choose
the granularity of the information that is displayed within the chart line: 24 hours
or 1 hour (default is 24 hours).

In the chart line (at the right), you can clearly see the evolution of the number of
alarms during the time period you have chosen (see figure above)

In the table (at the left), each row represents a day with its corresponding total
number of alarms as a number (ararM_counTer sum column) and as a bar (21arm
count column). This allows to clearly see the evolution of the number of alarms
during a week for example.

Moreover, the rows can be filtered thanks to the filter fields below the header of
the columns.

For example, by filtering pay Number In Moving Week, you can compare the
number of alarms for each Friday of the month, as shown below:
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Alarm count per day

Day Number In Movin. Day Name v days ago - v Alarm Count v Timestamp ~ | ALARM_COUNTER>SL =
:4| %

4 Friday 4 2015-10-02 00:00:00 908,361
4 Friday 11 2015-09-25 00:00:00 1,462,488
4 Friday 18 2015-09-18 00:00:00 518,919

|
-
__l
4 Friday 25 — 2015-03-11 00:00:00 2,387,705
EEDf 1 BE ‘20 M |items per page 1-40of 4items

Figure 15 - Number of alarms for a given day within each week over a month

2.3.1.2 Metrics

For both widgets the only Fact Id used is: ALARM COUNTER suUM.
All other indicators displayed in the widgets are declared within the json views
thanks to formulas relying on this fact and on the time.

2.3.2 Enhanced usage of standard FAS Alarm Health Reports

Here are some examples of possible dynamic configurations of those graphs.

2.3.2.1 Evolution of critical alarm number overtime

In this example, you can first configure the table by adding the Severity dimension
to the ‘Data Selection’, as shown below:

Analysis Tools A -
Reference Time Selection Data Selection
From: [03/06/2015 00:00 ‘To:‘mmfzmsnu:un | = “Last Month  v|[2anours ¥ \ 055 Anaytics — Faut . a
z|x o ¢ e x| & , °
= Dimensions b
3 000k
Alarm count per day Clear chare =
. — o W Fault [ 115 ]
DayNumbey. DayName © daysago ~ AlarmCount Timestamp” ALARM:C(= T — =
2 000k ~ ) .
& Dimension Severit)
2 sunday 2 2015-10-04 96,222 ) D
3 Saturday 3 ) 5-10 893,761 PR @ SEVERITYNAME v |:|
— E
4 Friday 4 ! 08,361 - B Dimension State
5 Thursday 5 | 925,629 _
B Dimension Problem Status
5 Wednesday 3 ) 861,291 500k,
0 Tuesday 7 . 2015-09-29 1,275,911 o &= nimensinn Fart Fault
1 Monday 8 - 2015-00-28 | 1,451,344 + Facts [ auunies T 1729 ]
2 Sunday 9 1,462,549 ~300k
7.5 1alsep atsep 25 50p 3
3 saturday 10 1,458,671
~#- ALARM_COUNTER_SUM
a Friday 1 1,462,488
5 Thursday 12 1471057 Dimension Filter
6 Wednesday 13 1,479,976
A SEVERITYNAME v
0 Tuesday 14 2015-09-22 | 1,463,442
Ananan
1 Monday 15 . 2015-09-21 1,164,878 5 v o
Ananan
2 Sunday 16 ) 2015-03-20 | 748,000
- P O Cear
3 saturday 17 ) 2015-03-19 | 748,996
N ey an @ Citical
4 Friday 18 ) 2015-03-18 | 518919
5 Thursday 19 ) 2015-09-17 | 882,559 W Indeterminate
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Figure 16 — Data Selection: add a dimension

Then, refresh the table, and thus, you can use the dynamic filtering within the
SEVERITYNAME table header, as shown below.

Alarm count per day

Day Number In Mo::. Day Name e daysago - ~ Alarm Count  ~ Timestamp ~ | SEVERITYNAME “~  ALARM_COUNTER. =

Critical x
2 sunday 2 2015-10-04 00:00:00 Critical 34,641
3 Saturday 3 2015-10-03 00:00:00 Critical 320,862
4 Friday 4 2015-10-02 00:00:00 Critical 326,108
5 Thursday 5 . 2015-10-01 00:00:00 Critical 332,308
6 Wednesday 6 b) 2015-09-30 00:00:00 Critical 309,199
0 Tuesday 7 2015-03-29 00:00:00 Critical 472,387
1 Monday 8 ' 2015-03-28 00:00:00 Critical 521,056
2 Sunday 9 2015-03-27 00:00:00 Critical 525,033
3 Saturday 10 ' 2015-03-26 00:00:00 Critical 523,663
4 Friday 1 2015-03-25 00:00:00 Critical 525,027
5 Thursday 12 ' 2015-03-24 00:00:00 Critical 528,104
6 Wednesday 13 2015-09-23 00:00:00 Critical 531,321
0 Tuesday 14 ' 2015-03-22 00:00:00 Critical 525,350
1 Monday 15 - 2015-09-21 00:00:00 Critical 417,797
2 sunday 16 | 2015-03-20 00:00:00 Critical 268,532
—

3 Saturday 17 J 2015-09-19 00:00:00 Critical 268,891
4 Friday 18 | 2015-03-18 00:00:00 Critical 186,006
5 Thursday 19 B 2015-03-17 00:00:00 Critical 313,492
6 Wednesday 20 % 2015-03-16 00:00:00 Critical 397,798

Tuesday 21 - 2015-09-15 00:00:00 Critical 397,332

0
EED; ZB@ items per page 1-20of 29 items

Figure 17 - Evolution of critical alarm number overtime

This gives the evolution of the number of Critical alarms during the past days.

2.3.2.2 Evolution of critical and major alarms compared to the total number of
alarms

In this example, as shown below, you can first configure the chart line by adding to
the 'Data Selection' new facts: major_occurrences_sum, critical_occurrences_sum,
alarm_counter_sum.
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Analysis Tools .
1e Selection Data Selection
¥ ||e4hours ¥ \i/ 055 Analytics - Fault v o
G =R R . )
- ook _ = Dimensions (% ] 22]
Clear chart =
2 500k = Facts D €D
2 000k W Alarm Summarizations
¥  ALARM_COUNTER_SUM -
. 1 500k
E ALARM_0BJECTS_COUNTER_SUM ~
~ 1 000k
SIMILAR_ALARM_COUNTER_SUM ~
500k ESCALATED_COUNTER_SUM -
o ¥  C(RITICAL_OCCURRENCES_SUM  ~
¥  MAJOR_OCCURRENCES_SUM - -
-500k
7. 5ep 14. Sep 21. Sep 28. Sep
ALARM_COUNTER_SUM
Figure 18 — Data Selection: add facts
After refreshing the chart, you will get the evolution of the three facts: number of
alarms, number of critical alarms and number of major alarms into one single
graph, as shown below.
¢lz|x o
3 D00k —
Clear chart =
2 500k
2 000k
1 500k
> 1 000k

500k

Ok

-500k

MW

6. Sep

8. Sep 10. Sep 12. Sep 14. Sep 16. Sep 158.5ep 20.5%p 22.5%p 24 5ep 26.5p 28 5ep 30 Sep 2. 0ct

-+ ALARM_COUNTER_SUM  -e MAJOR_OCCURRENCES_SUM CRITICAL_OCCURRENCES_SUM

Figure 19 - Evolution of critical and major alarms compared to the total number
of alarms

This gives the evolution of the number of Major and Critical alarms compared to the
total number of alarms during the past days.

In this example, we clearly see that the evolution is nearly the same and that the
major and critical alarms are the main ones compared to the total number of
alarms.
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2.4 Schedulereports

The FAS solution can be customized in order to schedule standard or user specific
reports.

For details, please refer to the HP Fault Analytics and Statistics - Customization
Guide at section FAS Customization [ Reports scheduling.
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