HP RUM 9.25
for Mobile Apps

The importance of measuring application end user
experience is significant when it comes to mobile
usage. Mobile users are much less tolerant to
application errors, slow response times, or poor
usability. RUM answers this need by providing
performance and availability status and crash reports
for your mobile application.

Motivation: Monitor What Matters

Importance of Network Performance, Availability and

Application Crashes

Applications are often required to exchange information with back-end servers. For
example, getting the status of a user’s bank account, receiving updates from friends,
or posting a new picture to a blog. In all cases, the response time of such network
communication has a direct effect on the overall user experience and satisfaction
with the application. Various parameters can affect these response times, from the
network load of the mobile carrier to hardware problems on back-end servers.

Availability is also an important characteristic of a network, since even a 30 minute
outage can have a significant impact on revenue and productivity of your business.

Application crashes impact the confidence of users in the application and reduces
overall satisfaction from the vendor.

Identifying slow response times and the cause of the lack of availability and
application crashes are the first step in improving users’ satisfaction and increasing
brand loyalty.

Measuring on Device

Measuring a mobile application’s latency accurately requires measuring the latency
on the device itself in the same way a user experiences it.

Eliminate the blind spots by getting visibility to the performance of third party
services such as CDN and ads, which cannot be monitored otherwise as well as to the
characteristics of the user device.

In order to determine the exact impact performance and availability problems have
on users, RUM collects various user statistics such as device type, operating system,
mobile carrier, installed application version, and crash data. See the New “Mabile
Health” report section below.
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Improve user experience for mobile app
One of the most important factors
affecting user experience of mobile
applications is the responsiveness of
back-end servers. The Network for Mobile
Apps solution enables you to measure this
time from the device, breaking it down to
mobile network and server performance
components.

See how different devices perform
Mobile applications are installed on
various devices, each one running on
certain operating systems, equipped with
different hardware resources, and
connected via one of many network
carriers. Application performance and
availability may vary on each device and
RUM can help you identify where
performance or availability needs to be
improved.
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On top of the above, application crashes are captured along with the mobile user
statistics allowing a mobile developer the ability to pinpoint problematic code on a
specific device, operating system, etc.

Introduction

Simple Instrumentation Process

RUM Mobile monitors native applications on an end user’s device. The application is usually installed from the Apple/Google Stores and
comes with embedded RUM Mobile capabilities, being pre-instrumented prior to publishing in the store. For Android applications, we
developed a simple utility that embeds instrumentation in the application in a very intuitive way. The main advantage is that no code
changes are required and the development process is not affected. With iOS applications, a special library needs to be added to the
project, but no code change is required.

Native and Hybrid Support

Mobile applications that are developed using both Native (i0S/Android) and HTML/JavaScript technologies (Hybrid) can also be monitored
by RUM. Moreover, the same instrument-once process is used for all types of applications and you do not need to perform a different
process for Hybrid applications.

Deployment

Mobile devices running an instrumented application report relevant information to a RUM Client Monitor Probe. This requires a network
configuration that enables Mobile users to connect to a predefined RUM Client Monitor Probe URL for data reporting. The RUM Engine also
connects to the Client Monitor Probe to pull data; no connections are opened from the Probe to the Engine. You can also locate the Client
Monitor Probe outside an organization (for example, on a cloud hosted machine). The following diagram shows both deployment options:
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Web Server
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No Impact on the Application

The instrumentation added by RUM to an application does not change the way the application functions and performs; it only measures
the duration of certain operations and HTTP errors and crashes. The data is sent to the RUM Client Monitor Probe in chunks by a
background process, so user experience is not affected. Moreover, there are fuses on the amount of memory used by the RUM
background process, as well as network usage for the data channel between the mobile device and the Client Monitor Probe. These
parameters can be configured during instrumentation.
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Security

Monitoring the user experience from a mobile device requires sending data to the RUM Client Monitor Probe. Only the URLs that the
application has accessed are reported, no personal information is collected. The data from the mobile device is sent over an HTTPS
(secured) channel. By default, the RUM Engine communicates with the RUM Client Monitor Probe over HTTPS connections with bi-
directional authentication using server and client certificates.

Mobile Health Report

The RUM Mobile data is available in all RUM reports in BSM. For a quick and intuitive overview of the status of a mobile app, a new Mobile
Health report slices the information by different dimensions: user’s location, operating system, application version, device type, mobile
network carrier and mobile crashes.

Mobile Health Report - Performance

The Mobile Health Performance overview displays locations with the slowest response time.

The geo map provides an indication of the mobile application users along with a volume and status indication.
Ared icon indicates users experiencing performance problems.

Atooltip on a selected location shows the overall number of sessions along with the average response time.
The table on the right displays the 10 worst locations according to performance.

RUM Mobie Heath 01/12/2015 120000 AM-01/19/2015 12:00:00 AM (GMT-07:00) Mountain Time (US & Canada)
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The lower pane of the Mobile Health report shows requests, domains and session breakdown.

The Requests and Domains — HTTP Requests table lists the 10 slowest requests. This list reveals a specific request that suffers from high

response time. You can drill down from here to display the Action Summary report.

Requests and Domains |Kansas, Wichita

_i HTTP Requests | Domains e
HTTP Requests < Avg. Response Time Total
25% ads.tokens 10.04 sec 1151 hits  E@
[hetp:ir*[activeadds. php?method=ads.tokensa®|
79% getPages 6.06 sec 4604 hits
85% getComments 5.72 sec 6906 hits
95% getOptions 5.06 sec 2302 hits
96% getUsersBlogs 5.05 sec 2302 hits
96% Home Page 5.06 sec 2302 hits
96% getPostFormats 5.06 sec 4604 hits
96% deletePost 5.06 sec 2302 hits
96% getRecentPosts 5.06 sec 4604 hits
9100% ads.getads 3.03 sec 1151 hits

(D The worst results for the sort criteria are displayed (up to 10)

The Action Summary report displays the root cause of the long response time.

RUM Action Summary 01/12/2015 12:00:00 AM-01/18/2015 12:00:00 AM (GMT-07:00) Nountain Time (US & Canada)

% - %o Bre8c A B R
[ tighights || Avaiabity and Events | Performance |
YW e s 3 = T RS
Action ‘ Tier Total Action Hits | Performance | Total Time (sec) | Server Time. Server Timeto | NetworkTime | ConmectTime | SSLHandshake Retransmit | Client Time. ‘
(%) (sec) First Buffer (sec) (sec) Time (sec) Time (sec) (sec)
(sec)
e obie Appication 1151 253 1004 [ a0 sa om om 00 000
tp:Piact tokens8* 1,151 25.37 10.04 4.60 4.60 5.44 0.00 0.00 0.00 0.00
W Critical W oK Minor W No data Downtime | Unknown «
The action’s raw data reveals the slow response time occurrences.
e : T
T 8 B R B A~ & T
s e e | PR e o] 5
Action = Start Time Application Server Running Software Client Events TotalTime | Server Time. Network ‘ Client Time | Total Traffic. ‘ Snapshot ‘
(sec) (sec) Time (sec) (sec) (KB)
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ads tokens Amp 1220814 2 — 708 000 13 o
ads fokens 11422015 011320 Al App 2443 7244 RS 4331 o000 13 o
S e = 7 g o T
ads tokens A A 1220446 [ — 250 vom 0s No
e 11272015 01:34.42 AV Ap o comady 1220443 | 7808 2000 0 No
ads tokens 11212015 01:44'55 A Fiance Center App o] comiady 122044.1 | —) 4376 000 3 o
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iz App 444 [ 5608 o000 13 o
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e A 1220445 [ —] s 00 0 No
ads tokens 11212015 02.49.02 AV Aop o) comiady 1220443 [ 333 753 0000 02 Yo
e 11212015 02:59:45 AM Finance Center App o comiady 1220445 | —) — 57 000 0 o
ads tokens 11212015 03:09:55 A Finance Center App o comady 1220442 | sa76 vou 0s o
e 11212015 031012 A Finance Canter App e comady 1220445 | — ] s 000 07 Mo
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The Requests and Domains — Domains table lists the domains used from a specific location. This list can reveal if a third-party component
is impacting the overall response time. The table also displays the total number of requests for this specific domain which can provide a
hint about the magnitude of the effect of the slow domain.

Requests and Domains | Kansas, Wichita B
HTTP Requests Domains I_
Domains Avg. Response Time Total
63% advertisingprovidor.com 6.54 sec 2302 hits
90% www.financecenter.org 5.37 sec 29926 hits

The Sessions Breakdown — Carriers graph provides a view of the distribution of all sessions coming from a specific location. This reveals a
list of the slowest cellular carriers along with the volume of sessions from each carrier. You can also slice by application versions,
operating systems, and devices.

Sessions Breakdown IKansas, Wichita B
App Versions Carriers Operating Systems Devices
Avg Response Time (sec) Number of sessions
6.0 600
—
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565 sec

2.0 83 Tolal sessions i 200
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[ AvgResponse Time (sec) e Number of sessions (D) The 5 slowest results for each category are displayed

Sessions Breakdown — App Versions graph

Sessions Breakdown IKansas, Wichita E]
App Versions Carriers Operating Systems Devices.
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Sessions Breakdown — Operating Systems graph

Sessions Breakdown 1kansas, wichita B
App Versions Carriers Devices
Avg Response Time (sec) Number of sessions
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Sessions Breakdown — Devices graph
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The Session Analyzer report displays a list of sessions from a specific location and a specific carrier.
This list reveals all sessions with an indication of the number of total actions and number of slow actions.
You can drill down on each of the sessions to view additional details.

RUM Session Analyzer 01/12/2015 06:37:59 AM-01/19/2015 06:37:59 AM (GMT-07:00) Mountain Time (US & Canada)

T % Brin B &> @ B

'RUM Session Analyzer

&l | 5= m

Start Time = Tier End User Subgroup Client. User Name Location Active Duration Latency (ms) Error Events. Informational Slow Actions: Actions Has Data for VuGen
e :

7 v D90z 20443 on i = o'y . 3 7 z o

11812015 207 AM Nobie Appication Others [0.0.0:0-255.255, 12.20.44.1 robina Wichita No 00.00:17 [} [ 0 1 2 Mo (@}

11972015 12:10 AM. Mobie Application Others [0.0.0.0-255.255. 1220443 cassieh Wichita No 00:00:09 0 o o 4 28 No

111872015 11:59 PM. Mobie Application Others [0.0.0.0-255.255. 1220446 maryh Wichita No 00:00:13 0 o o 7 28 No

11872015 11:38 PM. Mobie Application Others [0.0.0.0-255255. 1220445 dennisc Wichita No 00:00:16 0 o o ] 28 No

111812015 11:06 PM. Mobie Application Others [0.0.0.0-255.255. 1220443 cassieh Wichita No 00:00:18 0 o o ) 28 No

111872015 10:55 PM. Mobie Application Others [0.0.0.0-255.255. 1220.44.1 maryh Wichita No 00:00:11 0 o o o 28 No

11872015 7:45 PM Mobie Application Others [0.0.0.0-255255. 122044 4 randym Wichita No 00:00:18 0 o o 3 28 No

11812015 7:34 PM Mobie Application Others [0.0.0.0-255.255. 12.20.44.4 dennisc Wichita No 00:00:12 0 L] o o 28 No

0 o e e o e = e g 5 5 B =l

11812015 2:43 PM Mobie Application Others [0.0.0.0-255.255. 1220442 Ioje Wichita No 00:00:14 0 o o 4 28 No

111872015 1:01 PM Mobie Application Others [0.0.0.0-255.255. 12.20.44.1 maryh Wichita No 00:00:13 0 o o o 28 No

11872015 10:33 AM. Mobie Application Others [0.0.0.0-255.255. 12.20.44.6 cassieh Wichita No 00:00:15 0 (] o 5 28 No

‘Others [0.0.0.0-255.255. 1220446 randym Wichita No 00:00:16 0 o o 2 28 No

1, e oo e el o e - g 5 o o : s

11872015 2:46 AM. Mobie Application Others [0.0.0.0-255.255. 12.20.44.1 robina Wichita No 00:00:17 0 L] o S 28 No

11872015 1:10 AM Mobie Application Others [0.0.0.0-255.255. 12.20.44 4 randym Wichita No 00:00:15 0 o o o 28 No

AU1TI2015 11:45 PM. Mobie Application Others [0.0.0.0-255.255. 12.20.44.3 dennisc Wichita No 00:00:16 0 o o 3 28 No

1712015 6:37 PM Mobie Application Others [0.0.0.0-255.255. 12.20.44.3 randym Wichita No 00:00:14 0 o o " 28 No

1712015 1:40 PM Mobie Application Others [0.0.0.0-255255. 12.20.442 cassieh Wichita No 00:00:12 0 o o 2 28 No

72015 11:12 AM. Mobie Application Others [0.0.0.0-255.255. 12.20.446 robina Wichita No 00:00:16 0 (] o 15 28 No

1772015 10:18 AM. Mobie Application Others [0.0.0.0-255255. 12.20.445 Joio Wichita No 00:00:17 0 o o 2 28 No
The Session Details report displays the user name and all mobile attributes (App version, connection type, device, 0S and carrier).
total time, server time, and network time breakdown.
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Mobile Health Report - Availability

The Mobile Health Availability report overview displays locations with the worst availability.

The geo map provides an indication of the mobile application users along with a volume and status indication.
Aredicon indicates users experiencing availability problems.

Atooltip on a selected location shows the overall number of sessions along with the total availability from the location.
The table on the right displays the 10 worst locations according to availability.

RUM Nobie Health 01/12/2015 12.00.00 ANED1/19/2015 12.00:00 AM (G- Time (US & Canada)
T % B B> Run @
Performance 98% B availability 97% Finance Center App | User Sessions: 25970 | Crashes: 639 | Past week 1/12/15-1/19/15
Worst Locations Number of Sessions
E3 86% Tiaquepaque 699 ~
y B 86%6
olestan 715
9 9 9 g B3 88%Egypt 828
%9 9 VW 29Q
v v B 94%UsA 3991
B Taquepaque | 699 sessions i/
Avaiabiity 85% v P ediand 5
o 99% Buenos Ares 120 v
(D The 10worst locations are displayed
) m
9 @ 9
) more thanS%of total ) 1%to5% of total Lessthan 1% of total
| sessions sessions Sessions

The lower pane of the Mobile Health report shows requests, domains and session breakdown.
The Requests and Domains — HTTP Requests table lists the slowest requests. This list reveals a specific request that suffers from errors.

Requests and Domains | Tlaquepaque E]
HTTP Requests Domains
HTTP Requests - Pages with errors Total
Bl 0% ads.tokens 787 787 hits i@
97% qEtcolhttp:ﬂf*factiveadds.php?methud=ads‘tokens&*| 51 1926 hits
[7100% getUsersBlogs 0 697 hits
[100% getPages 0 1394 hits
[100% deletePost 0 697 hits
9100% getRecentPosts 0 1394 hits
[9100% getPostFormats 0 1394 hits
100% getOptions 0 697 hits
[100% Home Page 0 697 hits
F100% ads.getads 0 787 hits

(i) The worst results for the sort criteria are displyed (up to 10)
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The RUM Action Summary displays a request that is not available along with the number of error events. You can drilldown from this
report to an action’s raw data to view more information.

011212015 12.00,00 ANOT1912015 :00) Mountain Tine (US & Canada)
g % B R B A & F
Highights ‘Avaiabitty and Events || _Performance

Bl 2 = NN i
[

Action Tier Total Action Hits Availabilty (%) Error Events Info Events Stopped Action Hits ]
a0 tokens Mobie Appication 7o [ i i D
. e 787 .00 787 ° o

m el W oK Winor W Mo data Dovntime [ Unknown «

‘Action Raw. :
% 75 Brin B> A & B

R R T

Action = Start Time. Application Server Running Software Client Events Total Time | Server Time. ‘ Hetwork Client Time. | Total Traffic. ‘ Snapshot ‘
(sec) (sec) Time (sec) (sec) (KB)
ads fokens 122015 12:4221 A App 148201.1.55 . Request not found o 3am No
ads tokens Tokens |5 12422340 App tisi i tisi i 1482014 55 Request not found. 2276 1079 1497 0.000 13 No )
a0 okens el 125041 AM App 148.201.1.58 Request not found 2505 1307 1108 0.000 08 ™
ads tokens 11242015 12:59:.02 AM App 143.201.1.55 Request not found 4.960 1306 3.654 0.000 1.1 No
ads tokens 11202015 01:07:17 AM App com com (adv 143.201.1.50 Request not found 5.528 1835 3593 0.000 09 No
ads okens 11202015 01.40:45 Al Finance Center App com com(ady 148201150 % Request not found 6417 1819 45% 0.000 13 o
a0 okens 111202015 01.49.06 AM Finance Center App com com(ady 145201150  Request not found 4137 1707 2430 0.000 14 o
ads.okens 11202015 02:39.03 Al Finance Center App com com(ady 148201155  Request not found 5373 2505 2778 0.000 1 o

The Requests and Domains — Domains table lists the domains used from a specific location. This list can reveal if a third- party component
is impacting the overall availability.

The table also displays the total number of requests for this specific domain which can provide a hint about the magnitude of the effect of
the overall availability from this location.

Requests and Domains | Tiaquepague B
HTTP Requests Domains

Domains Pages with errors Total

B3 50% advertisingprovidor.com 787 1574 hits

99% www.financecenter.org 61 8896 hits
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The Sessions Breakdown graph shows only sessions with availability problems.

A tooltip reveals the number of sessions with errors compared to the overall number of sessions with a specific application version.

Sessions Breakdown |Tiaquepaque E

App Versions (Carriers Operating Systems Devices

Sessions with errors

140

120

i I
80

123 Sessions with errors

147 Total sessions

60 Click fo view Session Analyzer report
40
20
0 d
27 20 227 251
[l sessions witherrors (@) The 5worst resus for eath category are displayed

The Session Analyzer displays a list of sessions from a specific location and a specific carrier.
This list reveals all sessions with an indication of the number of total actions and number of slow actions.

RUM Session Analyzer 01/12/2015 07:00: 13 AN-01/19/2015 07:00:13 AM {GMT-07:00) Mountain Time (US & Canada)
T %, BRe B A @ R
RN Sos sion Analyzer
& | 52| m|
StartTime = Tier End User Subgroup Client User Hame Location Acive Duration Latoncy (ms) i Actions Has Data for VuGen
(hh:mm:ss) Events Seripts.
1192015 457 Al Mobie Appicaton | Others [0.00.0-265.355, 143201150 robina Taquepaque Mo 000008 o 1 o 0 15 Ho
1 i 285255 148201155 dennisc Taquepaque o 00.00:05 [} 1 o ] 15 Ho ()
11192015227 A Mobie Applcaton | Others [0.00,0-255.255, 145.201.1.58 randym Taquepaque o 00008 o ' o o " e
119/2015 1:03 AM Mobie Appication Others [0.0.0.0-255.255. 148.201.1.50 oje Tiaquepaque. Ne. 00:00:04 R 1 o o 15 Ne
119/2015 12:05 AM. Mobie Appication Others [0.0.0.0-255.255. 148.201.1.55 maryh Tiaquepaque. Ne. 00:00:03 b 1 o o 14 Ne
1872015 11:43 PM. Mobie Appication Others [0.0.0.0-255.255. 148.201.1.50 robina Taquepaque: No. 00:00:03 o 1 0 0 15 No
111812015 9:27 PM Mobie Appication Others [0.0.0.0-255.255. 148.201.1.50 jojo Tiaquepaque: No 00:00:03 0 1 0 0 15 No
182015713 PV Mobie Appication Others [0.0.0.0-255.255. 148.201.1.55 fojo: Tiaquepaque: No 00:00:06 0 2 0 0 15 No
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The Session Details report displays the user name and all mobile attributes (App version, connection type, device, OS and carrier).
The bottom pane displays a list of requests that the device sent to the backend server with an indication of the requests with Request not
found availability problem.

Details 1/18/2015 7:12 P\-7:14 PM (GMT-07:00) Mountain Time (US & Canada)
B Refresn B A B B
Fropetes
starttme: Tnwzns o
I Client host name: A
End user Others [0.0.0.0- User name: oo
‘subgroup: 255.255.255.255] Server IP: NA
\zeton: Temsiae Totalactionhits: 15
TopLTiame(Kny: 187 Application Versie 27
Duraton .
Duaton  ossocs ConnectonType:  Caar
Operating Device: samsung gti9205

" Ancros
system: Mobile Carrier: Leapard Go
Latency (ms): 0.00 0S Version: ‘Androd 1.5
Clentie: e 155

@ o data was found.

Actons
v o2 8§l RE 6 a
Action Start Time Application Events Total Time (sec) Server Time (sec) | Network Time Client Time (sec) Think Time (sech Total Traffic (KB
Home o 825 07584 \cinance corteraee | iz ness 2460 o000 000 M
p—— e 07543 |Finance cemeraon | i a0 12 1040 oo oo 1
sectins e 0734 |Francecemerazn | 26m nsan 1o non0 T 1
seonmerts naons o7ses L Foance cemerapn | " 2am 1095 10 oom oo 10
sepastrormits 1825 07304 | Fnencocemerapn | asm| 1478 2t non0 oo 0
seRecentosts e 07508 P |Foancecemeragn | i a1 nses 2591 oo oo 0
sePages B 07348 |Francecemerazn | 20 nsan 2155 n0n0 T 1
detepost as 07544 P | Fiancs CemerApn | i arm 0312 228 oo oom I
setcomnerts e 0789 |Fnsncocemerapn____| 2] 1875 1232 oom 000 14
semecertposts e 07583 P |Foenceceneram | i ass e 2055 oo oo 0
J— nams 07504 | Fosncacemeram | 22 narr 131 non0 Pres 19
sePages es 07543 | Fiance Cemer A | : a0 153 155 oo oom 1
setcanmerts 182015 07344 | Frsnce Gemteragn | ® Rawest ot ound 270 1520 a7 oom 0000 10
[ — e 07545 P |Foenceceneram | a s 118 2009 oo o0 0
sostokens s 0754S | Eiaen e AL ] © Reavsst o fund ssm| 203 a5 non0 T 1

The Session Summary report gives you the ability to slice and dice your sessions according to different attributes (Carrier, connection type,
Application version, device, operating system, and user name)

AUMSession
T Y% 0 BB A B B
Groups
| | croup session by: [Resiiation versen V] | 2| ]
Value | Mumber of sessions. Humber of Subgroups Error Events = Info Events Performance Events Total Actions Unavailable Actions Latency (ms) Total Traffic (KB)

Undefined Value s o s12 0 0 8305 a8 ) 8735

27 a7 10 175 0 [ 2197 175 oo 23615

20 2 10 159 ] o 1925 189 oo 20505

251 1 1 1 o s P . oo s

227 1 1 1 ) [} 4 1 o0 461

240 1 1 ) 0 0 3 ] 00 404
o7 248 o B 10,550 1,184 0.00 11,3263

| Group session by:[Dsvies

Bl

Value. [ Humber of Sessions Ervor Events ~ Info Events. Total Actions Unavailable Acti Latency (ms) Total Tratfic (KB)

19 nexus-e60 130 185 0 0 1952 155 000 20750
samsung 019205 n % 0 8 1149 % 0.00 12254
lgH-ea10 1 2 0 0 112 2 0.00 11878
lgBed0n 5 0 ] o2 5 000 10280
samsung gt9300 ) # ] ] 103 a1 0.00 1,100
lg5-c460 [ 75 [ [ £ 75 000 10624
samsung gti9150 ki 0 0 853 il 000 ors
19 ied30 5 & 0 0 849 o7 000 258
g 2¢-p390. 57 64 0 0 847 64 0.00 9175
samsung gt 9152 55 0 [ [ 813 0 0.00 23

07 sas o 0 10,550 sas 0.00 11,3262
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Mobile Health Report - Application Crashes
In the Mobile Health report, you can see the number of crashes that occurred during a defined time frame.

122015 12:00:00 AM (GT-07:00) Nountain Time (US & Ganada)
TR 8% ®
Performance 98% B Availability 97% Finance Center App | User Sessions: 25970 ||Crashes: 639]| Past week 1/12/15-1/19/15
Worst Locations Response Time (pages)  Number of Sessions
B 83%ndia 5.39 sec 555 ~

W v B 83% Tequcigalpa 5.38 580 600
L] - Py ~

B3 83%Kansas, Wichita 5.45 sec 1152
w0 @ B Kansas, Witital 1152 sessions /) 999
a Performance 83% 5,45 sec resporse tme v 9 93 B 83% Morocco 5.41sec 543
v 100% Johannesburg 3.31 sec a9
& 100% Tlaquepaque 3.80 sec 699 v

9 9 Q v (D) The 10 worst ocations are dispiayed

@

) more thansssor total (7 1htoSsof total , Lessthan19%of total
. sessons sescions sessions

In the Event Log, you can view a list of mobile crashes in a defined time frame. For each crash the exception name, message, and the
beginning of the stack trace including the line number in the code is displayed. From each line you can drill to Session Details report

ErentL 07.00) Wountain Tne (US & Ganada)
w 1, B rn By Ar & B
= [T 2 paes & 21
Time = T — sm, T PR Euent betats
e i by zere” Mainaciiy snaciviy jova-105)
rithmatic java:ss) ~
1122015 7:11 AM Appication Crash Mobie Applic ation Finance Center App_Crashes Others bty
favalang AritretiBccopti
- e jnActiiy favas1)
1122015 7:11 AM App_Crashes. Others at android.app.Activity . performCreate(Activity java:5104)
“divide by zero™ sinActivity java: 108)
422015 7:41 AM App_Crashes Others e Javaiss)
java lang ArithmeticExcepti
javaang NutFos E SR T T fnactviy javars1)
1112/2015 8:12 AM Appication Crash Mobie Appiic ation Finance Center App_Crashes Others at android.app. Activity performCreate(Activity java:5104)
jovalang g by zerd’ atat jovartas)
11272015 8:12 AM ‘Appication Crash Mobile Applic ation Finance Center App_Crashes. Others at «draw able. NinePatc hDr \Dr e 196)
at andro graphis araw abl NingPatohDra

In the Session Details report, you can view a user session that experienced a crash. This report includes the user name and all mobile
attributes (application version, connection type, device, operating system, and carrier).

Below this information, you can see the crash details including the exception name, message, and the beginning of the stack trace
including the line of the code where the exception was thrown.

This information is followed by a list of requests that the device sent to the backend server before the crash occurred.

100
B> Refresn Hr A @ B
Properties
Start time: 122015711 AM
Appiication: Finance Center App Glient hostname:  NA
Enduser Others [0.0.0.0- User name: oo
subgroup: 255.255.255.255] <orver p: WA
tRicion: oo Total action hits: 13
TOIMITRRCHDE] (134 Application Version: 3.1
Duration
i 00003 Connection Type:  Celuar
Device: samsung 9150
Operating PR
system: Mobile Carrier:  AhemLNG
Latency (ms): 000 OsVersion: Android 3.0
Client 1P: 220.146.7.198
=]
Event Name Deseription
< Appication Crash ‘at android app.Activity performCreate(Activity java5104)
Actions
v & S & &
Action Start Time Appiication Events Total Time (sec) | Server Time (sec) | Hetwork Time Client Time (sec) | Think Time (cecy | Total Traffic (KB)
(sec)
Home Page 11272015 07:11:22 | Foarce Center épp| - 1883 1075 0808 000 o0 04
oetlsersBlogs 111272018 07:11:22 AM | Foance Certer &g 5 2603 1523 1080 000 o0 1
getoptions: 1272015 07:11:22 Al i o 5 1354 0557 0817 000 o0 14
getcomments 11272015 07:11:23 AN i o 5 2327 038 1382 0000 g0 a8
oetPostFormats 11272015 07:11:22 A | Foarce Certer épp - 2508 1607 089 000 o0 03
getResertPacts 1272018 07:11:22 A | Fnance Center &b 5 2127 0708 1418 000 o0 08
getPages 1202015 07:41:22 AM i o 5 212 0846 1475 0.000 000 14
deletePost 1272015 07:11:22 A i o 5 2131 1427 0704 000 o0 08
getcomments 1272015 07:11:22 At | Frarce Center s 5 2078 1308 o768 000 o0 6
getResertPocts 1272015 07:11:22 A | Frnance Center égp_| 5 2482 1088 230 000 o0 13
getPastFarmats 11272015 07:11:22 Al 5 1563 058 oss7 0000 000 08
oetPages 1272015 07:11:22 A | Foance Genter e 5 2805 1308 1498 000 o0 15
oetcomments 111272018 07:11:22 M | Frarce Certer épp 5 3360 0708 2651 000 o0 152
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Common User Flow
The Common User Flow analyzes all traffic and displays the most used flows. You can use this information to create business
transactions for your applications that have already been tested and proven effective.

dervisontvdhmars
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How to Configure RUM Monitoring for Your Mobile App

Install

Install BSM, RUM Engine, or RUM Client Monitor Probe. We recommend you allocate different hardware for each probe and a separate
hardware for the RUM Engine. Refer to the Deployment paragraph above when choosing the location for the Client Monitor Probe.
Consider both “In house” and “Cloud” options.

Note: Do not install both the Client Monitor Probe and the Sniffer Probe on the same server. You can install one of the probe types on the
same server as the RUM Engine if limited capacity is required (for POC purposes, for example). However, you should expect lower capacity
on all modules that are installed on the same server. If you do encounter capacity issues, do not install the probes on the same server as
the RUM Engine.

Create Applications in BSM

Create a new RUM application in BSM End User Management (EUM) Administration, using the new “Mobile Application” template. As part
of an application creation, a unique Application Key is generated, which is used when instrumenting the mobile applications. Do not forget
to assign a RUM Engine and RUM Client Monitor Praobe for the new application in the BSM EUM Administration.

Instrument Mobile Applications - Android

In order to instrument Android applications, open the Mobile Application Instrumentation tool, from the Tools menu in the RUM Engine
web console. Provide the APK (compiled Android application) you want to instrument.

Mobile ion Instr ion for Android

Use this tool to instrument Android applications
For iOS instrumentation instructions refer to the Real User Monitor Installation and Upgrade Guide.

* APK file: | Choose File | No file chosen

® Instrument for Production (use this option to enable you to upload the instrumented applic ation to the Play Store)

* Application: Tamir Mobile Test v
. RUM Client Monitor Probe
URL:
Example:

Application Signing (leave blank if you want to sign the application later using Javas jarsigner.exe utility)
Keystore file: | Choose File | No file chosen
Keystore password:
Key alias:

Key password:
Add "Access Network State™ permission to the application (required for RUM to determine the user connection type: WiFi or Mobile)

Allow access to http content (parameters extraction, user name extraction, unhide query parameters)
Do not allow content extraction

® Apply content extraction configuration change at instrumentation time only

Apply any configuration changes to the mobile device even after instrumentation

Instrument for Testing (use this option to test monitoring functionality without uploading the application to the Play Store)

* Application: Tamir Mobile Test v
. RUM Ciient Monitor Probe
URL:

Example
Instrument for Offline Testing and Data Collection (In this mode the instrumented application wil not report data to the RUM Client Monitor probe)
Store monitored data locally  Monitored data will be saved to "Android/data’app_package_name'/data” folder on the mobile device

This data includes POST content of requests, which can assist you in defining Extracted Parameters in
BSM.
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The URL you specify in the “RUM Client Monitor Probe URL" field is the URL that will be accessed by the users’ mobile devices. It may be
different from the internal host name/URL that is used for communication with the RUM Engine. It is recommended to use the “https://”
connection scheme.

Select the application that you previously defined in BSM. The Application Key is fetched automatically and embedded in the instrumented
application.

If you select Instrument for Testing, the instrumented application is signed with a temporary certificate that can be used for testing
purposes.

Note: RUM Mobile uses a third-party tool called ACRA for Crash Reports for Android. This third-party tool is embedded as part of the
instrumentation process. However, if the application already uses a crash reporting module that uses ACRA, a warning message will
appear during instrumentation and crash reporting for android will be disabled.

Instrument Mobile Applications -i0S

For i0S application instrumentation, you need to add the RUM Monitoring library to your project, along with couple of dependency
frameworks. You also need to add a PLIST file to your project, which will configure the URL of the Probe, Application Key, and other
optional parameters. Refer to the RUM Installation and Upgrade guide for complete information.

Test

As with any change to your application, it is recommended that you verify the user experience of the application after the instrumentation
process. You can see how the data is reflected in BSM reports and enhance the configuration if needed.

Extract Additional Content

By default, RUM will only report the URLs of HTTP requests made by the application. In some cases you may want to extract additional
information from the HTTP headers or POST content in order to identify the requests and understand the user flow in the application. You
can define content extraction in the Extracted Parameters section, and add rules to extract the Username.

The configuration is dynamically pushed to all monitored devices, so you can continue making changes to the configuration of the
extracted parameters after shipping the application to the Play/App Store. For security and privacy considerations, while instrumenting
the app, you can instruct the application to ignore such dynamic configuration.

In order to define the Extracted Parameters, you should be familiar with the internal format of the POST content that your application
sends to the server, as well as with special HTTP headers. In order to get this information, you can use the special instrumentation mode,
which stores content of all requests in a local file instead of sending data to the Client Monitor Probe. For Android, you select “Instrument
for Offline Testing” mode and check “Store monitored data locally”. For iOS you add a special flag to the PLIST file in your project. You
install the instrumented application on a testing device, perform the usual business process within the application, and collect the
resulting textual file (Android\data\<app package name>\files\hp-app-network-data.txt) for content analysis. Note that in this mode
whole content is saved, including sensitive data if such was sent by the application to the server. Do not distribute the application
instrumented in this mode to your users.

Distribute

The last step is uploading the instrumented version of the application to the Store. For Android, you use the “Instrument for Production”
mode, providing the certificate to sign the APK file (alternatively, you can sign it later). With iOS applications, you need to build the project
in production configuration.
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Mobile Resources Utilization

As mentioned above, RUM monitored data is collected and reported by a background process, without affecting the user experience.
There are a number of types of mobile device resources used by the RUM data collection of which you should be aware.

Network bandwidth. The volume of the network used by RUM to transfer the collected data to the Client Monitor Probe depends on the
type of monitored application. For a typical mobile application, RUM monitoring adds up to 7% overhead to the total network usage. For
applications that make a relatively low number of network requests, the overhead is up to 15KB for a 10-minute session. You can
configure the maximal network bandwidth that RUM is allowed to consume during the instrumentation process.

Battery. The main parameter that affects battery usage by RUM monitoring is the frequency of HTTP communication to the RUM Client
Monitor Probe. When the application is not generating any network activity, RUM has no data to report to the Client Monitor Probe. In
order to reduce the number of HTTP requests made by RUM monitoring, we delay the information on the device, and send it to the Client
Monitor Probe in larger chunks. By default, the maximal delay is 2 minutes. In case a large amount of data is accumulated, it is delivered
earlier, but the minimal interval between two subsequent reports is 30 seconds. Both minimal and maximal time intervals can be
changed during the instrumentation.

Performance. There is no visible performance degradation in an instrumented application (or in an application with RUM embedded)
relative to the original application.

Memory. Memory usage is less than 100k.

End-to-End Monitoring

Monitoring the application on device is important for validating end user experience and isolation problems. In order to gain visibility to
the health of the backend of the application, we recommend combining mobile client monitoring with monitoring application backend
components.

Application Tiers

Combined with the RUM Network/Sniffer functionality, you can define Web and Backend tiers for your mobile application, as you do for
any application monitored by RUM. Additional application tiers can be configured in the Application Tiers tab of the application in End User
Management Administration.

With Web Tiers, you can follow the same HTTP request through multiple components:

Action Tier = Total Action Hits Availability (%) Total Time (sec) Server Time (sec) Requesis per Action
Hit
Confirm Payment 1-RUM Browser 3,166 100.00 462 0.09 22.00
Confirm Payment 2-Reverse Proxy 3154 100.00 483 3.66 34.99
Confirm Payment 3-Load Balancer 3,520 100.00 469 459 1.00
Confirm Payment 4-Ajax Application Servers 1,740 1oc00 [ 1.00
11,580 100.00 5.20 3.64 16.00 |

Backend Tiers can provide visibility to additional application components:

Running Softwares
2 ] UQ s E!; [ & [@ Groupby: [Running Software | v
Name Host IP Address ilability (%) R Time Total Actions Hits

s | {asch |
Ajax Application Server (mydvm0&39) mydvm0639 16.59.56.85 1|)O,|)0\I 0.09| 7,668
Ajax Application Server (vmamrnd3s) vmamrnd3Ss 16.55.244.192 99.83\ 0.32 77,093
mysql_database (vmamrnd38.deviab.ad) vmamrnd38.deviab.ad 16.59.63.17 l 100.00 0.03| 2,810,671
Web Server (labm3rum05.deviab.ad) labm3rum05.deviab.ad 16.59.57.43 99.93 023 153,892 |
Web Server (LABM3RUMOE devlab.ad) LABM3RUMOS. deviab.ad 16.59.56.209 99.92 0.42| 153,783
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Integration with HP Diagnostics
To enable quick isolation and pinpointing of the cause of a performance problem, you can drill down from a request monitored by RUM
into Diagnostics to understand the application server behavior at the time, or view a full call profile to identify a problematic method.

Privacy and Security
The information collected on the mobile device is transferred to the RUM Client Monitor Probe over a secure HTTPS channel.

By default, RUM only collects URLs of HTTP requests and general device information, such as the 0S version, device model, and mobile
carrier.

The Extracted Parameters that are manually configured for the application may potentially include a user’s sensitive information, so be
extra careful when defining these parameters. In BSM, only a Secure User has permissions to modify sensitive configurations including
Extracted Parameters and Username extraction. In addition, as part of the instrumentation process, you can instruct the application to
ignore any extracted parameters that are defined in BSM, and not to do any POST content extraction.

The location of the users is determined by the Client Monitor Probe based on the visible IP address of the reporting device. GPS or other
location services available on a device are not used by RUM.
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