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Preface

In this Guide

This guide describes the NFV Director for users of the solutions that are based on the
product, operators focused on the NFV Director Processes as well as system
administrators.

Chapter 1 and 2 are a general overview of the NFV Director for the audience of this
guide. Rest of the manual focuses on the operational and troubleshooting aspects of
NFV Director.

Chapter 3 provides the overview of the data modeling of the NFV Director and how
the relationships are defined between the various model objects.

Chapter 4 describes the various data modeling operations that need to be performed
using the NFV Director Inventory. This chapter explains how the NFV Director data
model can be created, viewed, edited, deleted, uploaded, and downloaded.

Chapter 5 describes the South Bound Interfaces implemented to perform the NFV
Director operations on VIMS and Hypervisors.

Chapter 6 describes the North Bound Interfaces available in order to send a request
for creation of Virtual Machines (VM) and Virtual Network Functions (VNF), Scale in
and out operations.

Chapter 7, 8 and 9 describes the Virtual Network Functions; Policies applied on the
VNFs and VNF Scaling operations.

Chapter 10 and 11 describes in detail the activation processes and workflows.

Chapter 12 describes the administration of various NFV Director Components in the
solution.

Chapter 13 describes the VNF monitoring aspects of the NFV Directory. It involves
configuring and administrating the HP SiteScope product to achieve the VNF
monitoring.

Chapter 14 describes the NFV Director process on the alerts triggered by the KPI
breach on the VMs and VNFs, including the correlation and the action taken to
remedy the root cause of the alert.

Chapter 15 describes the various troubleshooting instructions that may be useful to
refer if the user of the NFV Director runs into issues.

Note

Read this document before installing or using this software.

Audience

This is the only manual in the document set for NFV Director intended for the solution
users and system administrators. All the other manuals are intended for system
integrators who build solutions based on the NFV Director Core product. However, it
is recommended for any user of the NFV Director to begin with this document before
proceeding with installation or any other aspects of the solution.
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Typographical Conventions

Courier Font:

e Source code and examples of file contents.

e Commands that you enter on the screen.
e Pathnames

e Keyboard key names

Italic Text:

e Filenames, programs and parameters.

e The names of other documents referenced in this manual.

Bold Text:

e Tointroduce new terms and to emphasize important words.

Install Location Descriptors

Following names are used to define the install locations throughout this guide.

Descriptor

What the Descriptor represents

${OM_INSTANCE}

/var/opt/openmediation-
V62/containers/<instance-#>

${UCA_AUTOMATION_CONSOLE_HOME}

This directory contains the UCA Automation
Ul deployment. The path refers to
/opt/UCA-ATM

${UCA_EBC_HOME}

The root directory of UCA-EBC. The default
value is /opt /UCA-EBC

${UCA_EBC_INSTANCES}

This directory may contain multiple
instances of UCA-EBC where the value
packs are deployed. The path refers to
S{UCA EBC DATA}/instances/default

${ACTIVATOR_OPT}

The base install of Service Activator is
/opt/0OV/ServiceActivator

${SITESCOPE_HOME}

/opt/HP/SiteScope

Table 1 Install Location descriptors
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Chapter 1

Introduction

HP Network Functions Virtualization (NFV) Director is an ETSI MANO compliant NFV
orchestrator that is responsible for lifecycle management of network services (NS)
across the entire operator's domain, like multiple datacenters. The NFV Director
performs the following functions:

e Manages network services.

¢ Manages NS and VNF packages (functions such as on-boarding new NS and
VNF packages).

e Creates new NS during run-time.

o Lifecycle management of NS instantiation and NS instance—includes functions
such as update, scale-out/in, event collection and correlation, and termination.

e Manages integrity and visibility of NS instances through their lifecycle and also
manages the relationship between the NS instances and the VNF instances.

e Manages NS instance topology across the entire operator domain.
e Monitors NS instances.
e Manages NS instance automation across the entire Operator domain.

e Manages policies and enforces them for the NS instances.

1.1 HP OpenNFV Program

The NFV Director is part of the HP OpenNFV Program, operationalizing NFV through
an NFV orchestrator with embedded VNF manager capabilities.
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Figure 1 HP NFV Director

1.2 HP NFV Director Functionality

At a high level the HP NFV Director performs the following functions:

e Orchestrates the allocation and release of resources to be used by Network
Service and VNF along with VNF forwarding graphs.

e Applies policies for orchestration and resource allocation.

e Handles pre-creation and post-creation activities of VNF.

e Installs and instantiates VNF software images on virtual and physical machines.
e Host or Availability zone selection for VNF creation

e Creates or Configures virtual or physical networks to connect instantiated
machines.

e Assumes the role of a VNF Manager in the absence for a VNF.

e Monitors and accounts NFVI resources for a specific VNF and network service.
e Manages the usage of a resource against policies.

e Collects performance data for NFVI compute, storage, and network resources.
e Detects and handles faults in NFVI.

e Proactively monitors NFVI resources and generates fault in the absence of fault
reporting from NFVI.

e Provides interface for VNF Manager to handle VNF, and NFVI.

e Provides a VNF and NS Catalog for the operator to instantiate and manage VNF
and NS.

e Provides a framework for fault correlation and root-cause analysis process to
determine the reason for fault conditions and their impact on VNFs and network
services.

e Provides a framework to determine corrective actions. It triggers such actions at
one or more action points within the NFV framework or to the OSS.
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1.2.1

Supports State Propagation across relationships.
Supports self-management for NFV Director Components.
Supports high availability configuration for NFV Director.

Defines and provides an interface to external entities (such as OSS and NMS) for

the following functions:

@]

@]

O

O

VNF on-boarding

Lifecycle management of VNF instances (in co-ordination with VNF
Managers)

Lifecycle notifications
NFV Policy Management
Performance Data of VNF and NS

NFVI resource usage accounting

For features supported in version 2.0, refer to the NFV Director Release Notes.

NFV Director Components

UCA EBC Compeonent

Correlation plane Monitoring plane

003  UONEILI0D

Fulfillment Component Threshold monitari

Real-time
status 0SS/EM i
o J

L

Coordination and control plane
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Monitors Analytic i
UNF- Virtual Physical
specific Infrastructure) | Infrastructure,

itescope Monitori
Component

Bupoyuoy -
m A

Federated data Process engine

Operational data
Changelog data :
External da Adapters

—_— @@ @ Ana ytics

2
A

Component

Figure 2 HP NFV Director Component Architecture

NFV Director consists of the following components:

e Co-ordination and Control plane

Monitoring plane
Correlation plane

Autonomous action plan

Co-ordination and Control plane

The NFV Director fulfillment is based on four components as described in the
following table.
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Interfaces GUI Data model Automation

Northbound

Generic (Web service)

OpenStack (REST) HPSA standard | HPSA Standard HPSA standard
JSPs Beans workflows

Custom (project based
through Protocol

adaptors)
HPSA
Southbound XPMAPS Generic
HPSA plug-in (using Artifact/ReIationsh GPM Process
Templates) Ips Beans

Dynamic forms

Table 2 Fulfillment Components

It is based on the HPSA platform.

1.2.2 Monitoring plane
The monitoring plane consists of three parts:
¢ An integration component called Assurance Gateway
e Monitoring that is agentless

e Mediation to collect events from external sources

1.2.2.1 Assurance Gateway

The Assurance Gateway receives and processes the VNF topology information from
fulfillment, and updates UCA-EBC graph database for correlation.

It also receives and processes monitoring notifications from fulfilment and delegates
appropriate action with all the data to agentless monitoring component.

1.2.2.2 Monitoring

The NFV Director includes the agentless monitoring component. Built using HP
SiteScope, this component can monitor a wide variety of monitoring points, issuing
events or executing commands when pre-defined thresholds are crossed. As different
VNFs have different monitoring needs, the monitoring points and thresholds are
automatically configured by NFV Director as the VNF is provisioned or modified. As
an agentless solution, the NFV Director does not require installation of monitoring
agents on the target systems.

The individual VNF managers are responsible for monitoring their own internal faults
and performance, possibly augmented with traps and KPIs provided by the NFV
Director. When VNF management functionality is provided out of the NFV Director,
through an embedded VNF manager, it might be necessary to collect application-
specific monitoring information. HP SiteScope provides the capability to develop
custom monitors for VNF resources and VNF applications.

SiteScope templates are used to standardize a set of monitor types and
configurations into a single structure. This structure can then be repeatedly deployed
as a group of monitors targeting multiple elements of the monitored environments.

Templates accelerate the deployment of monitors across the enterprise through a
single-operation deployment of groups, monitors, alerts, remote servers, and
configuration settings.
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1.2.2.3 Mediation

HP NFV Director includes HP Open Mediation, which provides the following
capabilities:

Allows the integration of multiple products.
Defines common communication patterns:
o Alarm flow
o Resynchronization
o Action invocation
o Topology notification
Provides numerous connectivity features:
o Web Services—SOAP/HTML, SOAP/IJMS, HTML/REST
o Files—Local file access, FTP/FTPS/SFTP
o Database—JDBC
o Enterprise Java—JIMS , IMX , RMI

o Other—TCP/UDP, HTTP/HTTPS, IRC, LDAP, SMTP/POP3/IMAP, RSS,
SMPP, SNMP, XMPP

In the context of the NFV Director, OpenMediation is used to integrate with
SiteScope, EMS, VNF Manager, or any other source of events.

1.2.3 Correlation plane

The Unified Correlation Analyzer for Event Based Correlation product (also known as
UCA Expert by analogy with the legacy TeMIP Expert software) offers a new and
generalized event based correlation solution.

Based on the JBoss Drools 5.5.0.Final, rule engine, UCA for EBC offers the capability
to create comprehensive functional correlation sets called Value packs that
implement the correlation logic. This correlation is performed by running certain rules
(the rules are written in a Java-based language). Any Value Pack can support or use
predefined functionalities such as Alarm collection, filtering, lifecycle, as well as
Generic Actions.

The UCA for EBC can perform the following functions:

Collect alarms and map them into Operator Alarm model (Alarm).

The Alarm model is based on a mix of X733 and OSS/J Fault Management
Model.

Run several scenarios (rule engines) in parallel and in sequence to implement
complex correlation algorithms. Each set of scenarios implementing a single
correlation solution is grouped inside a UCA for EBC Value Pack.

Dispatch Alarm objects for different scenarios.

Execute rules based on the scenario input stream and generate suitable output.
For example, actions to external systems.

Control the scenario input stream using an alarm-based filtering layer.

Execute actions such as storing in a database, creating a Trouble Ticket, creating
a new Alarm, group alarms, forward an alarm to another scenario, or execute a
Generic Action through the OSS Open Mediation v7.0 (OM v7.0) layer.
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Rule files are JBoss Rule files. Hence, both JBoss Expert and Fusion rules are
supported in the UCA for EBC rule files. JBoss Drools Expert and JBoss Drools
Fusion are JBoss Drools basic modules.

Over this basic functionality, UCA for EBC also provides a software development kit
(SDK) that allows solution developers to easily build UCA for EBC Value Packs
(Functional Correlation block). Administration tools (both command line and a GUI)
are also available to manage, monitor, and troubleshoot the product.

UCA for EBC can be connected with a mediation bus (OSS Open Mediation v6.2),
providing the capability to collect alarms from any source (NMS) and performing
actions in return.

1.2.4 Autonomous Action plane

UCA Automation software, which is a combination of both business rule engine and
workflow engine, enables a clear separation of what to automate and how to
automate. All complexities of automation, such as how to access a network resource
(can be a network element, an element component, an EMS, or NMS), what its
credentials are, which specific transport mechanism should be used to connect to the
resource, what specific OS versions of the device should be supported, what specific
commands need to be sent, are abstracted from the business rules.

This software enables administrators to create, update, and read the business rules
with utmost clarity and to maintain them efficiently. It also empowers the
administrators to store the knowledge gained regarding the automation in the form of
business rules focusing on what part without bothering about the how part.

Another advantage of UCA Automation software is that for most of the resolution
automations, the operator should know only the business rules and not the business
rules technologies to implement day-to-day operational changes to the decisions.

Thus, UCA Automation System is a platform for building value added resolution
automations based on a judicious combination of business rules and workflows.
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Chapter 2

Overview of NFV Director
This chapter provides an overview of the architecture of the NFV Director.

2.1 Four pillars of NFV Director

NFV Director is based on four basic pillars that support all features within the product.

Automation

Datamodel

Figure 3 Four pillars of NFV-D

2.2 Interfaces

The NFV Director provides the following two types of interfaces:
e Northbound interfaces

e Southbound interfaces

2.2.1 Northbound interfaces

The Northbound interfaces of NFV director are based on a module called SOSA
(Service Order Smart Adapter) that allows to map (Smart Adapter) any request sent
to the NFV Director to the internal operations defined on the catalog of the product
(Service Orders).

Any request can be queued allowing to protect the system from errors and to set
appropriate priority for each request based on their origin or type of operation.
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This mapping function allows to expose the same operations (for example, create
VNF) using different protocols or syntaxes (for example using REST APl and Web

Webservice REST
Protocol Protocol
adapter adapter

Priority Low Priority Datamodel

queue po queue queue
MWFM Service Action Datamodel Service
Executor Action Executor

W

Service activator MWFM
(java process)

W

NFVD
Database

Action catalog

Figure 4 SOSA Mapping behaviour

services).

The product provides out-of-the-box generic web service interface that allows calling
any operation in the catalog using the dynamic service orders.

Each service order is basically identified using three parameters--Name, Type, and

Action. For example:

NFVD | CREATE | VNF (for creating a VNF)
NFVD | DELETE| VNF(for deleting a VNF)
NFVD | SCALE_IN| VM (for scale in a VNF)
NFVD | SCALE_OUT| VM (for scale out a VNF)

Each service order might be required as a set of characteristics or parameters for
running it successfully.

For more information on SOSA module, refer to the SOSA related documentation.

<dyn:characteristics>
<!--1 or more repetitions:-->
<dyn:characteristic>
<dyn:name>?</dyn:name>
<dyn:value>?</dyn:value>
</dyn:characteristic>
</dyn:characteristics>

25




2.2.2 Southbound interfaces

2.3

2.4

2.5

The NFV Director can connect to any system using an extensible engine that uses
plug-ins.

Each plug-in allows to connect in a certain way (web services, SSH, Telnet, REST,
and so on) and execute a set of instructions/commands.

The instructions/commands are stored in the database in the form of templates and
allow variables for providing the reusability of those templates.

Each template can be organized in sections and can optionally have rollback
instructions for each section.

Data model

The NFV Director data model is a technology based on XML objects and allows
modeling any kind of entity and any kind of relationship between those entities.

For more details, see the NFV Director Data model Overview section.

GUI

NFVD provides an administration portal and an operational portal.

The operational portal is called Solution Container and allows you to deploy new
solutions on the portal to enrich the out-of-the-box functionality of the product.

Also, the product provides a new HTML5 display technology called Xmap that allows
representing network diagram artifact models and huge amount of visualization to
improve the GUI experience.

Automation

NFVD automation is based on HP Service Activator workflow engine. For more
details of the workflow engine, refer to the HP Service Activator Workflows and the
Workflow Manager Guide.
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Chapter 3

Overview of NFV Director Data

Model

3.1 NFV Director modeling philosophy

The NFV Director does not follow the regular database modeling rules. Instead, it
uses artifacts that can be related between them using relationships.

The NFV director model is an XML based model that changes the current way of

working with HPSA.

Each operation (GUI, Northbound, or automation) is translated into XML data after it
is stored in the corresponding persistent technology.

The model is not tied to any specific persistent technology.

Memory (Java) Persilsted
|
[ ) )
Ul Traditional
000060 .. Databases
- — Webservice
Northbound
b ] Logfile
Automation
00000 .. -
= C..

Figure 5 XML data model architecture

The NFV Director uses two master extended beans to model most of the systems.

3.1.1 Artifact

An artifact is an entity of any type that can have any number of attributes.
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3.1.2 Relationship

A relationship is a parent-child relationship from one artifact to another. It can be of
different types and contain any number of attributes.

ype: Server
Category GENERAL:
Att1 = Name

Att2 = Date

Relationship type:
PHYSICALLY_CONTAINS

Type: CARD
Category DETAILS:
Att1 = Card_ID
Att2 = Vendor

Relationship type:

PHYSICALLY_CONTAINS PHYSICALLY_CONTAINS

[ Relationship type: L l

Type: PORT
Category GENERAL:
Att1 = Port name
Att2 = Speed
Category VENDOR:
Att3 = Name

Figure 6 Example of artifact relationship

3.2 Flavors of artifacts and relationships

The three different flavors of artifacts and relationships are the following:
e Definitions
e Template

e [nstance

3.2.1 Definition

The possible types of artifacts and their attributes along with the possible types of
relationships and their attributes are defined in the DEFINITION tables.

The table also defines the artifacts that can be parents of different types of
relationships to other artifacts.

The DEFINITION tables define what is possible. A set of definitions are shipped with

the product. However, you can easily add new artifacts and relationships, or modify
the existing ones.
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Figure 7 Example of artifact relationship definition

3.2.2 Template

A template is an instance that might contain policies and rules to fix the way it
performs, when creating an instance based on a template. Templates can contain the
catalog of the VNF and NS that are known by the NFV Director.

VNF:
TEMPLATE

——

Polices Numbe _
pf Components VNFC:001
0..5

I_I_I

Polices name .
VM.O{}‘I
I_I_I
Policy Number|
of core 0...10 B
I_ Policy: speed
range 1..1

Figure 8 Example of artifact relationship template

3.2.3 Instance

Each definition can have numerous instances with different or equal values for each
one of its attributes. The instance information contains the inventory of all provisioned
services and resources.
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VNF: .
 —
VNFC:001 VNFC:001 Server:001 g@Server:002

%LW o g

Group: Gold services

Figure 9 Example of artifact relationship instance

3.3 Out-of-the-box models

The product provides a set of out-of-the-box models, which allows you to model
Virtual Network Functions, Network services, and datacenters.

3.3.1 Virtual Network Function model

The VNF model is composed of a set of definitions of artifacts and their relationships
are described in the following illustration.
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LINK:GENERIC

CONNECTED
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CONNECTED
INCLUDE

POLICY:VALUE_VALIDATION }dAPPLV—
ENDPOINT:GENERIC

POLICY:OVER_SUBCRIPTION APPLY

I—INCLUDE———
POLICY:ENTITY_RANGE APPLY—————1
VNF_COMPONENT:GENERIC

NETWORK:GENERIC

—% ‘ POLICY:AFFINITY ‘ FAPP'—V— INCLUD LUD

SUBDIVIDE
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VIRTUAL_MEMORY:GENERIC
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USES
VIRTUAL_DISK:GENERIC IPADDRESS:GENERIC
VIRTUAL_LUN:GENERIC ‘ F—

‘ ALLOCATED)|
—% ‘ VIRTUAL_PORT:GENERIC ‘ ‘: 1
CONFIGURED
‘ ‘ INTERFAC ‘ }: LLOCATED:

Figure 10 VNF Model

3.3.2 Resources model

The resources model is composed of a set of definitions of artifacts and their
relationships are described in the following illustration.
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Figure 11 Resources Model
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3.3.3 Monitoring model

The monitoring model is composed of a set of definitions of artifacts and their

relationships are described in the following illustration.

MONITORCUSTOM

MONITOR_ARGUMENTS:GENERIC

COUNTER:GENERIC

Y MONITOR:GENERIC
SERVER:GENERIC LAEASUR TRANSGRESS
B WNF:GENERIC [EMEASURE CONDITION:GENERIC | [d—— TRAMSGRESS
NETWROK_SERVICE:GENERIC l—EASURE
— VNF_COMPONENT:GENERIC g MEASURE
MEABURE TRIGGERS
— WIRTUAL_MACHINE:GENERIC <
MEASLRE
PHYSICAL_MACHINE:GENERIC PE L SR
v
ASSOCIATED
» ACTION:GENERIC —H;ms—+

ASSOCIATED

ACTION_PARAMETER:GEMERIC

VIRTUAL_CORE:GENERIC

VIRTUAL_MEMORY:GENERIC

VIRTUAL_DISK:GENERIC

VIRTUAL_LUN:GENERIC

Figure 12 Monitoring Model

3.4 Particularities

3.4.1 Relationships

VIRTUAL_PORT:GENERIC

As all relationships are stored in the same database table (when using a database as
storage mechanism), create your queries by using type or ID (PK) as filters. The
tables are partitioned using types. Hence, filtering using a type is similar to querying
only a table with the data of that type and not all the relationships in the system.
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Chapter 4

Overview of NFV Director
Operations

The NFV Model solution is a framework that provides certain capabilities for modeling
network structures and elements. The use of these capabilities in data modeling is
also explained in this section.

4.1 Data modeling and operations

4.1.1 Artifacts

Artifacts are objects that you can define from every nature. They represent the main
unit of management in the NFV model. Artifacts can be interrelated through
relationships.

4.1.2 Definitions

Definitions are base structures or the skeleton of an artifact. They have variable
number of categories, attributes, and relationships. Definitions are a combination of
different values for a structure:
Family:Category:Group:Type:Subtype:Version. This uniquely identifies an
artifact and serves as the primary key. The following actions can be performed:

e Create Definitions
e Update Definitions
e View Definitions

e Delete Definitions

4.1.3 Templates

Templates are definitions with values of attributes set as required. They can be
related with another template that fits the definition specification. Templates are also
used to create instances from them. These instances contain set values of attributes
from templates instead of default values from definitions. The following actions can be
performed:

Create Templates (From definition)

Update Templates

View Templates

Delete Templates
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4.1.4 Instances

Instances are definitions with values of the attributes set as required. They can be
related to another instance that fits the definition specification. As a definition child (or
sub child), instances inherit the combination from its parent. However, in this case,
the combination can be repeated (the other way forces one definition to one
instance). The following actions can be performed:

e Create Instances (From definition, from template)
e Update Instances
¢ View Instances

e Delete Instances

4.1.5 Relationships

Relationships are connections between artifacts and can be defined by any type. A
definition (A) can be related with other definition (B), by a relationship type, and the
templates and instances created from definition A can be related with the templates
or instances (respectively) created from definition B. The following actions can be
performed:

e Create Relationship (Create Definition process)

¢ Delete Relationship (Delete Definition process)

4.2 HPSA web - NFV inventory

This tool allows you to execute all available operations in the NFV Model.

NFV DIRECTOR

Work Area Inventory Class Views Instance Views

Jobs AD/AD Configuration

MF’S.SE' ge=s ADVADProcessDefinitionTree B

Audit Meszages

Track Activations ADVADProcessinstanceTree

:fﬂrkﬂﬂws CRModel/Equipment

Inir:;iisw CRModel/Parameters

Service Instances CRModel/MMNMiDataload

Logs

Search Logs IPAM/Resources

Service Order View IPAM/Parameters

Business Calendar MSA/ParameterModel
MSA/ResourceModel

Refresh N MNFVAuto/VNFAssignmentRules

NFVAutoVMNFInstances

MFVAutoVMNFResources

NFVAuto VNFTemplates
NFVModel/NFVDView

Figure 13 Inventory view - instance views
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There are five different trees to manage operations over VNFs, Virtual Machines and
models directly.

4.2.1 NFVD View

This tree is defined to operate with model, definitions, instances and templates.

NFV DIRECTOR

Work Area + Inventory Class Views  Instance Views

Jobs NFVModel/NFVDView 4.
Messages -

Audit Messages ] = NFVDirector

Track Activations O & artifactDefinition
Worlfﬂows O & ArtifactInstance
Services N i

Inventory = g‘ ArtifactTemplate
Service Instances

Logs

Search Logs

Service Order View
Business Calendar
Xmaps

[ nFy

Change Password
User Management
Self Monitor

Pool Management
Clean Up

Reload

Statistics
Distribution
Export

View License Info
Usage Information

Figure 14 Inventory view-NFVModel/NFVDView

You can perform the following actions over the Artifact Definitions folder.
e Create Artifact Definition
e Upload Artifact Definitions: As the input file is in .xml format.

e Download Artifact Definitions: Generates an xml file with all definitions, including
relationship.

e Multiple Upload Artifact Definition: The functionality is same as that of simple
upload, but, in this case, you could select several xml files.

Over a concrete definition, perform the following actions.
e View Artifact Definition

e Edit Artifact Definition
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e Delete Artifact Definition
e Create Artifact Instance: from selected definition
e Create Artifact template: from selected definition

e Download Artifact definition: only this definition

4.2.2 NFVD Assignment Rules

This tree displays only assignment relationship instances and its children: Groups and
Target.

NFVY DIRECTOR

Work Area - J Inentory

Jobs
NFWVAutoVNFAssignmentRules %

Class Views Instance Views

Meszages

Audit Messages
Track Activations
Workflows
Services

Inventory

Service Instances
Logs

Search Logs
Service Order View
Business Calendar

[ ) Assignment Rules
= ;:] 14018960162001:POLICY : ASSIGNMENT_RELATIONSHIP:::::
[ ) Assignment Groups
= = 14018953671031:POLICY : ASSIGNMENT_GROUP:::::
[ ) Assignment Targets
A T 14018956311891:POLICY :ASSIGNMENT_TARGET
O T 14018957787561:POLICY  ASSIGNMENT_TARGET

Operations:

e Over Assignment Rules tab, you can upload or download all instances.

e Other elements display usual operations to view or edit the selected artifact.

4.2.3 NFVD Templates

This tree was created to manage the VNF Template. It displays the complete
structure of a VNF, with policies, component, virtual machines, and its resources.
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NFV DIRECTOR

Work Area Inventory 55 Views Instance Views
Jobs

MFVAuto VNFTemplates %

Messages a
Audit Messages [E ) VNF templates
Track Activations 0
WMF_GENERIC_O
Workflows ﬁ = -
Carvices [ ) WNF Components
Inventory B 3 VNF_COMPONENT_GEMERIC_1
Service Inst - . .
L:Erl';rlce nstances [E ) virtual Machines
Search Logs O (8 VIRTUAL_MACHINE_GENERIC_2

Service Order View
Business Calendar

Tools

Refresh On

O ﬁ VIRTUAL_PORT - VIRTUAL_PCORT_GENERIC_4
Self Management
] & VIRTUAL _MEMORY - VIRTUAL_MEMORY_GENE

O n VIRTUAL_DISK - WIRTUAL_DISK_GENERIC_S
O ) Policies
O 3 Policies
O ) Policies
[ £ TEST_2_Server

[ ) virtual Resources
[0 # VIRTUAL_CORE - VIRTUAL_CORE_GENERIC_
[J & VIRTUAL_PORT - VIRTUAL_PORT_GENERIC_4

Operations over VNF template that you can launch are as follows.

e View VNF artifact: only information of selected VNF

e Update VNF Artifact

e View VNF Map: Show a map with all elements of a selected VNF template
e Delete VNF tree: for complete deletion of VNF template (including children)
e Create an instance from template: only create the instances on database

e Create and activate instances from template: complete orchestration operation,
including creation on database, assignment and activation

Create & Activate Instances from template %

B 2 wnF templates
O & WNF_GENER [l view VNF Artifact Create
O & v Con [B update UNF Artifact Hama Value
B v u WView VIE Map
E O Y % palete viFTree Serace Name VNF
g ] B create Instance from Template Sendce Type NFVD
B coote & Activate instances from temelate | | oo aom REATE
D .q VIRTUAL _PORT - VIRTUAL PORT_GENERLIC 4 Tempiste © s
[0 b VIRTUAL PORT - VIRTUAL PORT_GENERIC 4
[0 e VIRTUAL MEMORY - VIATUAL MEMORY_GENg | ResourcsTres D
O @ VIRTUAL DISK - VIRTUAL_DISK_GENERIC_S | sssignment Reimonship Tree ©
O & Polices
O & rolicies PG Arsact i | |
O [ Palicies Parant alstonship Typs CONTAINS
[ @ TEST 2 Sarver m m‘
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4.2.4 NFVD Resources

With this view you can manage a usual datacenter, with its networks, and servers.

Inventory Class Views Instance Views

NFWVAUtoVNFResources %
[E] | Re=zources
[ | by Datacenter...
B @ pc_1
[ ) servers
B @ oc_1_SERVER_4
B ) Disks
[0 § DC_1_SERVER_4_DISK_1
0 ) crus
] # DC_1_SERVER_4_CPU_1
[0 # 14019920598831:CORE:GENERI
[] & 14019920604191:MEMORY:GENE
[ #® DC_1_SERVER_4_CPU_2
[ ) Hypervisor
B B} HYPERVISOR_GENERIC_2
O § vIM_HELION_D
EH @ DC_1_SERVER_Z
[ @ DC_1_SERVER_2
H @ oc 1 _sSERVER_1
[ ) Networks
[0 | by Location...

Operations over each Datacenter:
e View Datacenter

e Edit Datacenter

e Manage Datacenter: displays a map with all elements of the selected datacenter

4.2.5 NFVD instances

This view is very useful to manage VNF instances. You can navigate as Tenants or
Virtual Datacenters over VNF when instantiated, and get the details of resources
along with the location where it is allocated (servers/VIM or networks).
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| NFVAuto/VNFinstances %. v

[E ) Instances

[E ) Tenants
O & NFvDs
= @ WNF Name of the artifac
El ) VNF Components
[l ) Name of the artifac
B @ vwFmanacER
[ ) virtual Resources
OO0 § VIRTUAL DISK - 4 GB
[ & VIRTUAL_PORT - VIRTUAL_PORT_GENERIC_24
[ # VIRTUAL_CORE - 1 core
[] & VIRTUAL_MEMORY - 1024 MB
[2] | Physical Resources
[ ) servers
B @ serverDC_1_RACK 2
= gj Hypervisor Test HYPERVISOR
O § wviMnFDs
[E ) Metworking
[] & VIRTUAL PORT - VIRTUAL PORT GENERIC_24
3 IP 10.0.5.6
[] s SUBNETWORK - NFWDS_network
O § NETWORK - sandeep-net
B @& vNF Name
[0 | virtual DataCenters

Over a VNF instance, you can launch the following operations.

e Assign VNF: for assignment process only

e Activate VNF: for instantiation of Virtual Machines over VIM

e Scale out

e Scalein

e Scale up

e Scale down

e Start Virtual Machines: this operation tries to start all VMs of a selected VNF.

e Stop Virtual Machines: this operation tries to stop all VMs of a selected VNF.

e Delete VNF on DB: only artifact on NFV Database will be deleted. The entire VNF

tree will be deleted.

e Deactivate VNF: execution of deactivation of virtual machines over VIM. Don't
delete artifact on the database.

e Deactivate and Delete VNF: completes process to terminate instances on VIM
and deletes VNF tree on database.

¢ View VNF instance: displays information about a selected VNF only.
e Update VNF
e View VNF Map: displays a map with all artifacts within the VNF.
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4.3 Definitions operations

The following image shows the various operations allowed for Definitions.

NFVModel/NFVDView

O ) MFvDirector
El T Definitions

1 i -

[Bl create Artifact Definition
B EF Upload Artifact Definitions

CJ EI’ Download Artifact Definitions
|:| EfF Multiple Upload Artifact Defimition

0 & MONITOR_HANDLER:VMWARI
[0 & MONITOR_HANDLER:KVM::::
C] g COUNTER:GEMERIC:::::

O] & MONITOR:GENERIC:::::

[ g IPADDRESS_POOL:GENERIC:
[ ﬁ” BANDWIDTH:GENERIC: ::::
[ g PHYSICAL_MACHIME: GENERI

Figure 15 NFD Definition operations

NRVModel/NFVDView #

E 3 NFVDirector
B I Definitions
El 3 Artifact Definitions
[0 & poLz & View Artifact Definition
[0 & HYPE & Edit Artifact Definition
O & won # Delete Artifact Definition
O & Mo
O & mMon;

O & mon]
0 5’ cour E[' Download Artifact Definition

E Create Artifact Instance
EF Create Artifact Template

O & MONITOR:GENERIC:::::
[0 & IPADDRESS_POOL:GENERIC:

Figure 16 NFD artifact definition operations

4.3.1 Create Definition

This process creates an artifact definition and if specified, it creates a relationship
with another definition that was previously created.
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Fill the combination values, especially for the Family field, which is mandatory. The
combination cannot be repeated. After creating some definitions, you can select
values from the combo boxes.

You can set available statuses for each definition. These statuses are displayed as a
list of eligible elements when creating and modifying instances/templates.

To add a new status into the list, enter the status description and click the Add
button.

Available statuses entered:

ENABLED
DISABLED
CHECKED
DESIGNED
RESERVED
PROVISIONED
ACTIVE
TERMINATED
INSTANTIATED
LOCKED

You can define categories and sub categories of attributes. For each category or sub
category, you can create as many attributes as required.

You can also select a relationship type and artifact related to the creation. Following
is an example:

1. Enter the following details in the Create Artifact Definition pane.

Create Artifact Definition %

[ enatish ||
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Figure 17 Create Artifact Definition

Field Description
Family Set the value. For example, VNF.
Category Set the value. For example, GENERIC.

Available Status Entered:

Enter oN and click Add.
Enter OFF and click Add.

Add Category

1. Enter a category name. For example, General.
2. Click Add.
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2.

Table 3 Create Artifact Definition fields — an example
A category panel that contains Add Attribute and Add Category
commands is generated. This Add Category inside the category panel

creates a sub category from the General category.
...

rarily: LR ..o EECEEE .. I . =
suvtype: NN ... I i [m] | enabled:| O ]

OFF
Y . Th e ——

. ON
* OFF

B ~ad parent retationship: Type: [ NG - icoc rooroo.
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B 20 awibue ™ mandatory: | | Type: [TEXT v unie:[TEXT |
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Figure 18 Create Artifact Category panel

In the General pane, the category panel, enter the following details:

Field Description

Enter an attribute name.

Enter the default value for attribute.

Add Attribute Click Add. (Repeat this process for creating more

attributes).

Enter the Subcategory Name.

Click Add.
Mandatory Select the checkbox.
Type Select a type from the drop-down list.
Unit Select a unit from the drop-down list.

Enter a name for the attribute and click Add.
Name

Table 4 General category fields

Enter the sub category name and click Add.

In the General_subcategory pane, enter the required values similar to the
values way in the General category pane fields.

Click the Create Artifact button.

To add parent-child relationship, select a Parent Relationship: Type.
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Figure 19 Parent Child Relationship

Select the artifact related from the list of all artifacts.
Click the Add Parent / Child Relationship Type.

For the parent relationship set as father, the artifact definition is being created
and the artifact selected from the list of artifact definition is set as child.

Enter the category description and click Add Category.

In the Category pane, enter the required details.

These categories and attributes defined in this window belong exclusively
to the Relationship module.
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Figure 20 Parent child relationship category

You can do the following tasks as well. It is possible to:

Add new statuses.

Add new categories.
Add new attributes in a category.
Add new subcategories in a category.

Add new relationships.

44



e Update the default values of attributes in a category / subcategory.

e Update is Physical and Enabled values.

4.3.2 View Definitions

You can view all artifact properties by following this procedure:
1. Click the definition in the tree.
2. (Optional) Right-click the tree and select View Artifact Definition.

4.3.3 Delete Definitions

You can delete an artifact definition:

Perform a right-click on the definition in the tree and then select Delete Definition.

4.3.4 Download Definitions

Use the following procedure to download the definitions.
1. Right-click the definition object and select the Download definition.
2. (Optional) Right-click the definitions branch and select Download definitions.

The NFVD generates an XML file with definitions which can be uploaded later.

4.3.5 Upload Definitions

Use the following procedure to upload the definitions.
Right-click the definitions branch and select Upload definitions.

You can upload definitions into NFV Model using the XML file, which you have
downloaded or created.

4.3.6 Upload multiple Definitions

Use the following procedure to upload multiple definitions.
Right-click the definitions branch and select Upload definitions.

You can upload definitions into NFV Model using the XML file, which you have
downloaded or created.

4.3.7 Other operations in Definitions

4.4

You can perform the following operations in addition to the ones mentioned above.
e Create Artifact Template.
e Create Artifact Instance.

These operations generate such Instances or Templates, setting the combination for
primary values (family, category, group, type, subtype, and version) according to the
original definition.

Templates operations
The following are the operations allowed on an artifact template:
e Upload artifact templates

e Download artifact templates
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Figure 21 Download Artifact Templates

The following are the operations allowed on an artifact template:

View artifact templates
Edit artifact templates
Delete artifact templates
Create artifact instance
Download artifact template

Create instance from template

NFVModel/NFVDView

& ) NFVDirector
T3 Definitions
I Instances
El ) Templates
E 3 Artifact Templates

& View Artifact Templates

Edit Artifact Template

#| Delete Artifact Template

Eﬁ Create Artifact Instance

E Download Artifact Template
E Create Instance from Template

Doooood

Figure 22 Create Instance from Template

4.4.1 Create Template

You should right-click the Definition and select the Create Artifact Template option
to create an artifact template.

This operation can only be done from definitions branch of the tree. The template will
inherit all properties (artifact values, relationships) from definition. The default values
for attributes, properties "is physical”, "status" (choose from definition list of statuses)
and "Enabled" can simply be changed forming a new base for future instances.
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Figure 23 Create Artifact Template from Definition

4.4.2 Edit Template
This process allows the user to change default values of the template.

Edit Artifact Template %

sze@ ‘TEST_Z_Server

TVP@:‘

Parent Artifact Relationships.
Child Artifact Relationships
Update Artifact

Figure 24 Edit Template

4.4.3 View Template
It is possible to view all artifact properties by left-clicking the instance in the tree or
right-clicking it and selecting View Artifact Template.

4.4.4 Delete Template
It is possible to delete an artifact template by right-clicking the instance in the tree and
selecting delete instance.

4.4.5 Upload and Download Artifact Templates
This is exactly the same process as Upload and Download Artifact Definitions.
Obviously here are downloaded / uploaded templates.

4.4.6 Create artifact instance

This action will create an artifact instance with the values of current template.

(Instance will take default values for attributes, primary combination, and relationships
from template)

4.4.7 Create instance from template
To create an instance from a template, use the following procedure.
1. Select Templates > Artifact Templates.
2. Check the templates and their relationships.

3. Right-click the parent template and select Create Instance from Template.
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Figure 25 Create Instance from Template

4. Check the Instances, Artifact Instances.

All instances should be created with the same attributes and relationship

as the templates.

N
Language
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Figure 26 Verify the Artifact instance created

b ] suryve: ([

Status: [ENABLED

T VAL
ey |

SubType

If the flow did not work properly, errors might appear on the screen with the 1XXX ID

format.

To check different kind of errors, refer to the NFV Director documentation.

4.5 Instances operations

The following are the artifact instance operations:
e Create artifact instance
e Upload artifact instances

e Download artifact instances
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NFYModel/NFVDView %
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Figure 27 Download Artifact Instances

The following are the operations available for a specific instance:

View artifact instances

Edit artifact instances

Delete artifact instances
Create instance child

Child of...

Download artifact instance
New view of artifact instance
Delete artifact instance tree
Scale-out

Scale-in

Scale up/down

Dooooooooooooo

DDR-11
140240
140244
140244
140240
14024(
14024(
14024(
140240
140240
140240

Pserver

@ View Artifact Instanu::e:s
Edit Artifact Instance
# Delete Artifact Instance
EF Create Instance Child

Child of...

EF Download Artifact Instance
@ New View Artifact Instance

# Delete Artifact Instance Tree
EF Scale Qut

E Scale In

E Scale Up/Down

14024
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14024068223741:WIRTUAL_F

Figure 28 Artifact Instance operations

45.1 Create instance

Two ways of create an instance: from itself and defining one by one the values of the
"primary combination" or from a definition (mentioned before) in which the values are
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preselected. Creation of an instance is mainly the same process as creation of a
definition and does not require further explanation.

45.2 Edit instance

Editing an instance is similar to editing a definition, but you can edit only the values of
the attributes in the instance.

45.3 View instance

It is possible to view all artifact properties by left-clicking the instance in the tree or
right-clicking it and selecting View Artifact Instance.

4.5.4 Upload and download artifact instances

This is exactly the same process as Upload and Download Artifact Definitions.
Obviously here are downloaded / uploaded Instances.

4.5.5 Delete artifact instance

It is possible to delete an artifact instance by right-clicking the instance in the tree and
select delete instance.

4.5.6 Create instance child

Create an instance child is to instantiate a relationship definition, where the selected
instance takes the role of the parent.

1. Select one instance from the tree and right-click the Create Instance Child.

2. The user should select the type of relationship among all types of relationships for
which the selected instance can be the parent.

The possible families are reloaded at family combo. The user-selected family and
combos are refreshed with updated available categories.

3. Select the categories.
The refreshing occurs again when the definition combination of values is completed.

4. Click the Create Relationship button.

45.7 Scale-out

This operation dynamically creates as many instances of one type (definition) as
entity-range policy determines. You should define required relationships. For more
details on the scale-Out operation, refer to the section 9.2 Scale-out.

1. Right-click the instance and select the Scale-Out option.
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NFVModel/NFVDView % Scale Out
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Figure 29 Scale out artifact instance

2. Check the Instance ID.

Seale Out

Name vatus Dsscnption

Inwsnce 0

oK || Resel

Figure 30 Verify Instance Id for scale out

3. Click OK.
The workflow is launched and the scale performed.

If the flow did not work properly, errors might appear on the screen with the 4XXX
ID format.

To check different kind of errors, see the 9.2.4

Errors section.

45.8 Scale-in

This operation deletes dynamically as many instances of one type (definition) as
entity-range policy determines. It is necessary to have defined relationships that are
required. For more detailed information about Scale-In operation, refer to section 9.1
Scale-in.

1. Select Instance > Artifact Instances.

2. Right-click the instance template and select the Scale In option.
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Figure 31 Scale in artifact instance

3. Check the Instance ID.

- Scale In
B 2 pefinitions
O instances Name Value Description
B 2 aiact tnatances Instanca 1D 4025834620251
Dg 34620251 MIATUAL_CORE:GENERIC: 11
O & Trrmoermereriouicr:vaLue_vaLIDATION::2:: ok || Reset
B Q2 Templates

Figure 32 Verify Instance ID for scale in
4. Click OK to scale.

Scale in
B2 tnstances Name Value Description
S Lol Instance 1D 4025834620251
D & [4025834620251 JIRTUAL_CORE:GENERIC: 1315
D & TrorswsmwsmrerfroLICY:VALUE_VALIDATION::::: OK | Reset
B Q2 Templates

Figure 33 Confirm Scale In operation
The workflow is launched and the scale performed.

If the flow did not work properly, errors might appear on the screen with the 5XXX ID
format.

To check different kind of errors, see the 9.1.4.1 Errors section.

4.5.9 Scale up

On the instance VNF or VNF_COMPONENT, right-click and select the Scale Up
option.
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Figure 34 Scale up artifact instance

This operation enlarges attributes for an instance based on the entity-scale policy
(see 7.3 Policies). It is necessary to have defined relationships that are required. You
can set the value of "Scale All Tree" and “Force Stop of Virtual Machines” options. If
these fields are empty, the predefined values are “true” and “false” respectively.

The operation has an impact both in DB and on the OpenStack side, changing the
VM flavor, according to the attributes set in DB.

Scale Up

Name Value Description

Service Name

Semnice Type

Service Operation SCALE_UP

Instance 1D 14093170001381

Scale All Tree?

5=

Force Stop of Virtual Machines?

|

Figure 35 Scale up operations

4.5.10Scale down

On the instance VNF or VNF_COMPONENT, right-click and select the Scale Down
option.
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Figure 36 Scale down artifact instance

It is the opposite operation of Scale Up. Its function is reducing attributes for an
instance based on the entity-scale policy (see 7.3 Policies). It is necessary to have
defined relationships that are required. You can set the value of "Scale All Tree" and
“Force Stop of Virtual Machines” options. If these fields are empty, the predefined
values are “true” and “false” respectively.

The operation has an impact both in DB and on the OpenStack side, changing the
VM flavor, according to the attributes set in DB.

Scale Down
Name Value Description
Service Name: VINF
Service Type NFVD
Service Operation SCALE_DOWN
Instance ID 14093170001381
Scale Al Tree?
Force Stop of Virtual Machines?
OK || Reset

Figure 37 Scale down operations

4.5.11Start Virtual Machine

Start virtual Machine operation has been built in order to start the virtual machines
and make the assurance monitors active.

It works at VNF, VNF_COMPONENT and VIRTUAL_MACHINE, starting all the virtual
machines associated to the operation launching level.

After the operation is executed, the virtual machines are started and they can be seen
in active status in CS8/OpenStack web environment and active status in the
database, with the labels active in the status fields respectively.

1. Select Instance > Artifact Instances.

2. Right-click the instance template and select the Start Virtual Machine option.
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Figure 38 Start virtual machine

3. Check the Instance ID.
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Figure 39 Verify instance ID for Start Virtual Machine

4. Press OK button to launch the Start Virtual Machine operation.

NFEVModel/NFVDView Start Virtual Machine
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Figure 40 Confirm Start Virtual Machine operation

The workflow is launched and the Start Virtual Machine performed.

If the flow did not work properly, errors might appear on the screen with the 19XXX
format.

To check different kind of errors, see the NFV Director documentation.

4.5.12Stop Virtual Machine
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Stop virtual Machine operation has been built in order to stop the virtual machines
and the assurance monitors.

It works at VNF, VNF_COMPONENT and VIRTUAL_MACHINE, stopping all the
virtual machines associated to the operation launching level.

After the operation is executed, the virtual machines are stopped and they can be
seen in shutdown state in CS8/OpenStack web environment and stopped state in the
database, with the labels shutdown and stopped in the status fields respectively.

1. Select Instance > Artifact Instances.

2. Right-click the instance template and select the Stop Virtual Machine option.
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Figure 41 Stop virtual machine

3. Check the Instance ID.
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Figure 42 Verify instance ID for Stop virtual machine

4. Press OK button to launch the Stop Virtual Machine operation.
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Figure 43 Confirm Stop Virtual Machine operation

The workflow is launched and the Stop Virtual Machine performed.

If the flow did not work properly, errors might appear on the screen with the 191XX
format.

To check different kind of errors, see the NFV Director documentation.
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4.6 NFVDirector Endpoints

This is where you need to specify the end point details of Sitescope, Topology DB
and Fulfillmen for assurance to interact with these components. For example: host
address and credentials data.

Note: Same component can have multiple instances in case of High availability
support.

<7xml version="1.8" encoding="UTF-8" standalone="yes"?=

<S1tescope=
<Instance=
st=localhost</host>
er=admin</u
. wnrd'admin 5
<port=18088</port=
</Instance=
</S1tescope=
<TopologyDB=
=Instance=
<hosts 1uca1hoat

prctncu] http ,prctccu1
</Instance=
</TopologyDB:=
<Fulfillment:
<Instancex>
<url=http://localhost:8871/ngws/service?wsdl</url=
</Instance=
</Fulfillment=
=/EndPoints:=

Figure 44 nfvd endpoints configurations

4.7 Synchronizing NFVD Assurance and
Fulfillment

When NFVD Assurance Gateway application starts, you may have to synchronize
with NFVD Fulfillment on the infrastructure operations that Fulfillment is carried out
and which the Assurance might have missed out.

You can synchronize them using the resynchronization feature of NFVD Assurance
Gateway.

When starting, the Assurance Gateway reads the following parameters from
/var/opt/HP/nfvd/conf/nfvd.properties file to determine whether to
synchronize at start-up.

S.N
0

Parameter Comments
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A Boolean flag that controls the behavior at startup. A
1. RESYNC AT STARTUP value of true enables resynchronization at start-up.

Default: false

The fulfilment URL pointing to the northbound web

services interface.

2. FULFILLMENT URL .
- Default:

http://12.0.0.1:8071/ngws/service

An Integer value in milliseconds that determines the
FULFILLMENT CONNECTION | Connection timeout interval for the fulfilment web
3. TIMEOUT o services connection.

Default: 90000

An Integer value in milliseconds that determines the
FULFILLMENT RESPONSE T | response timeout interval for the fulfillment web
IMEQOUT - ~ | services calls.

Default: 90000

Table 5 NFVD Assurance Gateway parameters

If the RESYNC AT STARTUP flag is set to true, the Assurance Gateway makes the
Web service call exposed by Fulfillment to get the details, and it synchronizes the
topology database.

The configuration in /var/opt/HP/nfvd/conf/nfvd.properties is as follows:

# Configure RESYNC_AT_STARTUP as truelyes, for synchronization during Assurance startup
RESYNC_AT_STARTUP=false

# Fulfillment URL connection timeout limit in millisecond, default 1.5 min
FULFILLMENT_CONNECTION_TIMEOUT=90000

# Fulfillment URL response for query timeout limit in millisecond, default 1.5 min
FULFILLMENT_RESPONSE_TIMEOUT=90000

#cache related requests

#cacheEnabled = (true)/(false), to enable/disable assurance graph database cache
cacheEnabled = false

#size of the cache, maximum number of objects in the cache at a time.
maxCacheSize = 10000

#Self Monitors Run Frequency in Minutes
SELF_MONITORS_RUN_FREQUENCY=15

The configuration file /var/opt/HP/nfvd/conf/nfvd-endpoints.xml provides the
Fulfillment endpoint details

<Fulfillment>
<Instance>
<url>http://localhost:8071/ngws/service?wsdI</url>
</Instance>

</Fulfillment>

You can perform the Resync operation manually as well using the following steps:
1. Launch JConsole.

2. Selectthe jboss-modules. jar process in JConsole and click Connect.
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JConsole: New Connection :

New Connection

® Local Process:

Marne | FID
arg.cadehaus classwarlds. Launcher start 11452
arg.apache. catalina. startup, Bootstrap stan 817
cam.mercury sitescope. bhootstrap. serdce 801 . 801
arg.cadehaus classwarlds. Launcher 7144
sUn.toals. jcansale JConsale 222
jhoss-moadules. jar -mp fopt/HPnfwd ftppfiba... 20945

) Remote Process:

Usage: <hosthame =:<port> OR service:jmx:<protocol=:<sap>

Username: Password:

‘ Connect H Cancel ‘

Figure 45 JBoss-modules.jar process in JConsole
3. Click the MBean tab to get the list of available operations.
4. Select TopologyResync > startTopologyResync operation.

Java Monitoring & Management Console iy | |i|

Connection Window Help

E pid: 30949 jhoss- modules.jar -mp (opt/HP/ nfvd/tpp/jboss/modules -jaxpmodule javax.xmljaxp- provider org.jboss.as.stan... u'( |:|'( E
Overview | Memory | Threads | Classes | VM Summary | MBeans | 2=

o= 3 JMImplementation :|-Operation invocation

¢ [ TopologyResync .
veid stantTopologyResync | (0

¢ 1@ com hp.cms.nfvd. assurance.c
2| MBeanOperationinfo

¢ Operations
stanTopalogyResync

o[O3 com.sun.managerment

o= 9 jawa.lang _ Mame Yalue
o 3 jawa. util. lngging ]| Seraion: S1anT opologyREsIT

-3 Jboss.as stanT opolngyResyc

o [ jboss. jta UMM O

& [3 jboss. modules | [ReturnType wiicl

o= [3 jboss. msc 4

o= [ jhnss ws

Descriptor

Marme Walue
peration:
i [openTywpe Jawax. management. openmbean SimpleTypednarme = jawa, lang. V oid)
#| [originalType it

Figure 46 Choosing startTopologyResync in JConsole
5. Click the startTopologyResync button to start the synchronize operation.

This operation uses the FULFILLMENT URL as set in the nfvd-endpoints.xml
file.
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Chapter 5

Southbound interface

5.1 OpenStack plug-in

The OpenStack is the tool for final activation. The resource that is used to set up a
virtual machine, modifies a network, or queries a system image as other operations. It
provides the complete process for creating or modifying any operation from the
beginning.

5.1.1 OpenStack CS8 user interface

HP Cloud System has implemented a Web environment to make user’s interaction
easier with the system. Although NFVD does not interact with this tool, it helps the
user to check if NFVD OpenStack operations are performed without problems, as the
NFVD operations are made using CS8.

5.1.2 OpenStack plug-in operations
The following operations are possible.
e Create, Edit, Query, and Delete Virtual Machine.
e Query for an Image.
e Create, Query and Delete a Flavor.
e Create, Query, Edit and Delete Networks and Subnets.

All listed operations can be executed from CS8 User Interface. However, automation
is not available for these processes. The REST Northbound Interface is implemented
for that purpose.

5.1.3 OpenStack templates

OpenStack plug-in uses templates for communicating the commands to the
hypervisor. These templates should be of the same format as the JSON request for
OpenStack. These expected request formats can be found in the OpenStack API
documentation at: http://developer.OpenStack.org/api-ref-compute-v2.html.

You should create a new template for each new operation to be implemented.
Templates can be created / listed and edited through the HPSA Solution Container:
Administrator> ECP > Activation Commands Template > Template.
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http://developer.openstack.org/api-ref-compute-v2.html

e e » Administrator IR
» Users »
Wed Jun25 125057 et 2oie | » Roles »
Toodn (7181521 CESTI0N |, Teams .
0 » Applications »
» Inventory views »
» Filters »
[ . csrches »
» Audited actions »
» Report Module
» ECP » [»ECP console »
» Sosa3 » |»Pool »
» Snmp Administration » |» Subpool »
» WSC » [» Template »
» MSA » |»Common Configuration »
» Performance
» Activation Commands Templatey. |y Command Routine 5 |
» Instances » Template » |»New
» Dynamic | » Import
» List

Figure 47 HPSA Solution Container ECP command template

The following is an example of creating a server template.

[TEMPLATE : Config]
http.operation=P0OST

fhttp.url.sufix=/v2/%{tenant_id}/servers
http.url.sufiz=/servers
Lpe:stack.endpainttype=campute
[TEMPLATE : D]

[TEMPLATE: Secticn 0]
{

"server": |
"name":"E{ SERVER NAME}",
"imageRef": "5 {IMAGE}"™,
"flavorRef": " {FLAVCOR}",
"max count":1,
"min count":1,

"networks"™: [
"uuid":"${SERVER NETWORE ID}"

1,

"security groups":[

{

"name": "defaultc”

Figure 48 Example server template
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The template is organized in two sections:

Config

In the Config section, the following details are provided.
Operation:

e POST for creating

e PUT for editing

e GET for querying

e DELETE for deleting

e http.url.sufix—Refers to the path in the API

e Type of endpoint (depending on the operation):
o Compute for virtual machines and images

o Network for networks
DO—Section 0 is specified as the concrete JSON request expected by the
OpensStack APIL. The JSON is a compounded structure with pairs (variable: value).
Variables like ${SERVER_NAME} can be inserted in the template and the plug-in
replaces it with a value passed through the specific workflow.

5.1.4 OpenStack Workflows

In the current version, a unique activation workflow is deployed for each necessary
operation. The structure in the workflows is always the same:

Get values from outside

o Authentication Values

o Activation Values (Server Name, Network UUID)
Add Activation Values inside a HashMap
Invoke the plug-in with those values

o Authenticate

o Execute concrete operation
Check correct activation
If activation was OK get the OpenStack Response into an object
Send the object to the workflow caller.
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False

AddToHashMap Yariabl=Mapper 2 | | variableMapper e
AddInput¥alussToHashmap Set Authentication Data Default CS8 Set Authentication Data Defaul: DevwStack
arr Cird Ay

Json...
JsonTolava

Put... GIf
WriteJSON

any

<y e

Createlienwta,.. AddToHashMapCo. .. Adtivate a2
Create]S0NHashmap addSetValuesToHashmap At )

any any

Mulkiassion Y22
ServeradsanClass
any

Mukifssign Y21
Set errors values
any

Puthessage (T
WiriteObjectProps
any

Multifssign Y22
SetReturmCodes
aity

AddTa...
SetS_OUTRUT
any

Assign =
Assign OUTPUT_OBIECT
any

Figure 49 Example: Create Server Workflow

5.2 CS8 - REST Interface

The Rest Interface helps automate OpenStack operations. A Rest client is required to
run those operations. This section explains the procedure to call operations using the
Firefox Rest Client.

File =  Authentication + Headers v View « Favorite Requests ~  Setting = RESTClient

[-] Request

Method | GET v URL * v SEND

Body

Home | Github | Issues | Donate Back to top

Figure 50 CloudSystem Firefox Rest Client

You should indicate proper headers.
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Request Header

Name

[content-Type]

Value

applicationfjson

[] Save to favorite Cancel

Figure 51 CloudSystem Rest Client Request Header

5.2.1 Operations
5.2.1.1 Create Server

Method  pOST + | URL | nttp://iocalnost:8765/action/va/1234/servers

Headers

Content-Type: applicationfjson %

Body
{

"server":{
"name":"Northbound Created"
"imageRef" "31b424d6-4516-4411-a8ba-2656cbda50T"
"flavorrer:"1"
"networks"[

{
"uuid"4dc83be8-2529-4983-a558-e34ed1baleel

1
}

]
“fixed_ip""${FIXED_IP}"
"security_groups"[

{

"name""default”

Figure 52 CloudSystem Create Server operation

URL: http://localhost:8765/action/v2/1234/servers

v SEND

=11

o

http:$host:$Protocol Adapter port/action/$version api/S$tenant/s

ervers
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http://localhost:8765/action/v2/1234/servers

521.2 Edit Server

7iservers/1a0386f3-36e5-43ce-b055-52f904¢ & w SEND

Method PUT w | URL |nhttp://iocalhost:8765/action/v2

Headers i Remove A

Content-Type: application/json %

Body

[
{

"server': {

"name”. "new-server-test”

Home | GIthub | Issues | Donate Back to top

Figure 53 CloudSystem Edit Server operation

URL: http://localhost:8765/action/v2/987987987/servers/1a0386f3-
36e5-43ce-b055-52£994924e36

http:S$host:SProtocol Adapter port/action/$version api/Stenant/s
ervers/S$serverId

5.2.1.3 Get Server by Id

2f994C ¥ w SEND

Method | GET v URL | hitp-//localhost 8765/action/v2/987987987/servers/1a038613-3685-43ce-b05¢

Headers Wl Remove A

Content-Type: applicationjson =

Body

Figure 54 CloudSystem Query Server operation
URL: http://localhost:8765/action/v2/987987987/servers/1a0386£3-
36e5-43ce-b055-52£994924e36

http:$host:$Protocol Adapter port/action/$version api/S$tenant/s
ervers/$serverId
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http://localhost:8765/action/v2/987987987/servers/1a0386f3-36e5-43ce-b055-52f994924e36
http://localhost:8765/action/v2/987987987/servers/1a0386f3-36e5-43ce-b055-52f994924e36
http://localhost:8765/action/v2/987987987/servers/1a0386f3-36e5-43ce-b055-52f994924e36
http://localhost:8765/action/v2/987987987/servers/1a0386f3-36e5-43ce-b055-52f994924e36

5.2.1.4 Delete Server
[-] Request

Method DELETE ~ | URL  nttp://iocalhost 8765/action/v2/987987987/servers/20fbfo9c-ce08-4267-83e2-510a24bl| ¥ « SEND

=1}

Headers

Content-Type: applicationjson

Body

Figure 55 CloudSystem Delete Server operation

URL: http://localhost:8765/action/v2/987987987/servers/1a0386f3-
36e5-43ce-b055-52£994924e36

http:Shost:$Protocol Adapter port/action/$version api/$tenant/s
ervers/$serverId

5.2.1.5 Start Server
[-] Request

Method POST w | URL | ntip:/focalhost-8765/action/v2/98T987987/servers/1a0386f3-36e5-43ce-b055-52f094¢) H SEND

Eb

Headers

Content-Type: applicationjson %

Body

f
1

"os-start": null

1
i

Figure 56 CloudSystem Start Server operation
URL: http://localhost:8765/action/v2/987987987/servers/1a0386f3-
36e5-43ce-b055-52£994924e36

http:Shost:$Protocol Adapter port/action/$Sversion api/Stenant/s
ervers/S$serverId

67


http://localhost:8765/action/v2/987987987/servers/1a0386f3-36e5-43ce-b055-52f994924e36
http://localhost:8765/action/v2/987987987/servers/1a0386f3-36e5-43ce-b055-52f994924e36
http://localhost:8765/action/v2/987987987/servers/1a0386f3-36e5-43ce-b055-52f994924e36
http://localhost:8765/action/v2/987987987/servers/1a0386f3-36e5-43ce-b055-52f994924e36

5.2.1.6 Stop Server
[-] Request

Method pPOST v URL | http:/localhost:8765/action/v2/987987987/servers/1a036613-36e5-43ce-b055-521994¢| * + SEND

=1

Headers
Content-Type: applicationfjson =

Body

f
1

"ps-stop": null

1
i

Figure 57 CloudSystem Stop Server operation

URL: http://localhost:8765/action/v2/987987987/servers/1a0386f3-
36e5-43ce-b055-52£994924e36

http:Shost:$Protocol Adapter port/action/$version api/$tenant/s
ervers/$serverId

5.2.1.7 Query Image
[-] Request

Method GET « | URL | nitp-//localhost 8765/action/v2/images/31b424d6-4516-4411-a8ba-2656cfod950f * v SEND

=1l
1

Headers

Content-Type: applicationfjson =

Body

Figure 58 CloudSystem Query Image operation

URL: http://localhost:8765/action/v2/images/31b424d6-4516-4411-

a8ba-2656cfbd950f
http:$host:$Protocol Adapter port/action/$version api/images/$i

mageld
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http://localhost:8765/action/v2/987987987/servers/1a0386f3-36e5-43ce-b055-52f994924e36
http://localhost:8765/action/v2/987987987/servers/1a0386f3-36e5-43ce-b055-52f994924e36
http://localhost:8765/action/v2/images/31b424d6-4516-4411-a8ba-2656cfbd950f
http://localhost:8765/action/v2/images/31b424d6-4516-4411-a8ba-2656cfbd950f

5.2.1.8 Create Flavor
[-] Request

Method | POST « | URL | nhitp:/localhost8765/action/v2/flavors * v SEND

=11
o

Headers

Content-Type: applicationfjson %

Body

I
1
"flavor™ {

"name": "test_flavor”

"ram": 1024
"vepus™ 2
"disk”: 10
id": "10"

1
!

1

i

Figure 59 CloudSystem Create Flavour operation

URL: http://localhost:8765/action/v2/flavors
http:Shost:$Protocol Adapter port/action/$version api/flavors

5.2.1.9 Get Flavor
[-] Request
Method | GET + | URL | nitp iocalhost 8765/actionivaiflavorsi10 v

Headers il Remove A

Content-Type: applicationfjson =

Body

Figure 60 CloudSystem Query Flavour operation

URL: http://localhost:8765/action/v2/flavors/10
http:$host:$Protocol Adapter port/action/$version api/flavors/$
flavorId
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http://localhost:8765/action/v2/flavors
http://localhost:8765/action/v2/flavors/10

5.2.1.10 Get Flavor by Parameters

[-] Request
Method | GET w  URL | nitp-/ilocalhost:8765/action/v2/flavors ?minDisK=30&minRam=10248&limit="1 v SEND
Headers i e A

Content-Type: applicationfjson =

Body

Figure 61 CloudSystem Query Flavour by Parameters operation
URL:
http://localhost:8765/action/v2/flavors?minDisK=30&minRam=1024&
limit=1
http:S$host:$Protocol Adapter port/action/?$paraml=$valuels&Spara
m2=Svalue?2

5.2.1.11 Delete Flavor

[-] Request
Method DELETE w | URL |http:/localhost:8765/action/v2/flavors/i10 I ow SEND
Headers R A

Content-Type: applicationfjson

Body

Figure 62 CloudSystem Delete Flavour operation

URL: http://localhost:8765/action/v2/flavors/10
http:$host:$Protocol Adapter port/action/S$version api/flavors/$

flavorId
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http://localhost:8765/action/v2/flavors?minDisK=30&minRam=1024&limit=1
http://localhost:8765/action/v2/flavors?minDisK=30&minRam=1024&limit=1
http://localhost:8765/action/v2/flavors/10

5.2.1.12 Create Network

[-] Request
Method | POST « URL nitp://localhost:8765/action/v2.0/networks * v SEND
Headers [ A

Content-Type: applicationfson =

Body

[
1

"network™ {
"name": "ay_que_me_lol"
"admin_state_up": true

1
!

1
s

Figure 63 CloudSystem Create Network operation

URL: http://localhost:8765/action/v2.0/networks
http:S$host:SProtocol Adapter port/action/$version api/networks

5.2.1.13 Edit Network
[-] Request

Method pUT +  URL |nttp:ilocalhost-8765/action/v2 O/networks/4dc83beB-2520-4983-a556-e34ed1baleed | 4 » SEND

=1

Headers

Content-Type: applicationfjson %

Body
{
"network": {
"name": "ay_que_me_lol"

"admin_state_up": true

1
I

1
!

Figure 64 CloudSystem Edit Network operation

URL: http://localhost:8765/action/v2.0/networks/4dc83be8-2529-
4983-a558-e34edlbaleel
http:Shost:$Protocol Adapter port/action/$version api/networks/
Snetwork id
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http://localhost:8765/action/v2.0/networks
http://localhost:8765/action/v2.0/networks/4dc83be8-2529-4983-a558-e34ed1ba1ee3
http://localhost:8765/action/v2.0/networks/4dc83be8-2529-4983-a558-e34ed1ba1ee3

5.2.1.14 Get Network by ID
[-] Request

Method | GET ~ | URL | nitp-//localhost 8T6S/action/v2 O/networks/4dc83be8-2620-4983-a558-e34ed1bateed | & SEND

=13

Headers

Content-Type: applicationfjson =

Body

Figure 65 CloudSystem Query Network by ID operation

URL: http://localhost:8765/action/v2.0/networks/4dc83be8-2529-
4983-a558-e34edlbaleel
http:S$host:SProtocol Adapter port/action/$version api/networks/
Snetwork id

5.2.1.15 Get Network by Parameters
[-] Request

Method | GET w | URL | nitp-/localhost 8765/action/v2 0/networks?name=MyNetworkTesting Fow SEND

=1
1

Headers

Content-Type: applicationfjson  *

Body
Figure 66 CloudSystem Query Network by Parameters operation
URL:
http://localhost:8765/action/v2.0/networks?name=MyNetworkTestin

g
http:Shost:$Protocol Adapter port/action/$version api/networks?

Sparaml=$valuel

5.2.1.16 Delete Network
[-] Request

Method | DELETE w  URL | nitp/localhost:8765/action/v2. 0/networks/8ebbd95a-3522-4d80-99ac-045135970858 | % w SEND

=1
E)
1

Headers

Content-Type: applicationijson =

Body

Figure 67 CloudSystem Delete Network operation

URL: http://localhost:8765/action/v2.0/networks/4dc83be8-2529-
4983-a558-e34edlbaleel
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http://localhost:8765/action/v2.0/networks/4dc83be8-2529-4983-a558-e34ed1ba1ee3
http://localhost:8765/action/v2.0/networks/4dc83be8-2529-4983-a558-e34ed1ba1ee3
http://localhost:8765/action/v2.0/networks?name=MyNetworkTesting
http://localhost:8765/action/v2.0/networks?name=MyNetworkTesting
http://localhost:8765/action/v2.0/networks/4dc83be8-2529-4983-a558-e34ed1ba1ee3
http://localhost:8765/action/v2.0/networks/4dc83be8-2529-4983-a558-e34ed1ba1ee3

http:$host:SProtocol Adapter port/action/$version api/networks/
Snetwork id

5.2.1.17 Create Subnet
[-] Request

Method  POST « | URL  nttp:ilocalhost 8765/action/v2 0/subnets v SEND

Bh
o
I

Headers

Content-Type: applicationfjson %

Body

{ i
"subnet":{
"name":"MySubnet"
"network_id""d72045d2-b417-41a7-9e47-30884a70240d"
"ip_version":4
"cidr"92.168.1.0/24"
"enable_dhcp™:"true”
"gateway_ip":"192.168.1.101"
1

g
'

»

mn

Figure 68 CloudSystem Create Subnet operation

URL: http://localhost:8765/action/v2.0/subnets
http:$host:SProtocol Adapter port/action/$version api/subnets

5.2.1.18 Edit Subnet

[-] Request

Method pUT «  URL | nttp://localhost:8765/action/v2 0/subnets/cfd6d135-f7aa-4e39-a5c0-5e7485e59b3e v SEND

Headers i Remove A

Content-Type: applicationfjson >

Body
{

"subnet":{
"name":"MyUpdatedSubnet”
“enable_dhcp" "true"
"gateway_ip""192.168.1 101"

}

}

Figure 69 CloudSystem Edit Subnet operation

URL: http://localhost:8765/action/v2.0/subnets
http:Shost:$Protocol Adapter port/action/$version api/subnets/$
subnet id

73


http://localhost:8765/action/v2.0/subnets
http://localhost:8765/action/v2.0/subnets

5.2.1.19 Get Subnet

5.3

Method | GET w | URL | nhtp://localhost8765/action/v2 0/subnetsicfd6d135-7aa-4e30-a5c9-5e7485e50b3e v SEND

Headers i

Content-Type: applicationfjson <

Body

Figure 70 CloudSystem Query Subnet operation

URL: http://localhost:8765/action/v2.0/subnets
http:Shost:$Protocol Adapter port/action/$version api/subnets/$
subnet id

VIMs configuration

NFV Director needs to know the appropriate URL and credentials for the VIM and the
appropriate tenants so they can be configured at the plugin level, workflow level and
monitoring level.

If the credentials in CS8 do not match the operations NFVD triggers some errors will
be raised at runtime execution.

Out of the box there are no Workflows to end2end create Networks although the
atomic operation is provided in the OpenStack southbound plugin so they should be
created upfront on the VIM or a Workflow developed to create them when needed.

If NFV director is going to choose the server where the VMs are going to be created
then OpenStack regions and availability zones need to be created to the level of
server so that the NFV director can specify the server using the region or availability
zone.
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http://localhost:8765/action/v2.0/subnets

Chapter 6

Northbound Interface

6.1 SOSA as NFVD operator

Apart from Web user interface NFVD operations can be executed using SOSA web
services interface also by sending appropriate commands. In this section xml format
and “SOAP UlI” tool are used for illustration.

6.1.1 Understanding SOAP requests

Identify the operation with its service action:
<dyn:name>

<dyn:type>

<dyn:action>

The three parameters identify uniquely the service action to be executed.

Request body:

<dyn:name>REQUEST</dyn:name>
<dyn:value>REQUEST-BODY</dyn:value>

It has to be set here as XML structure that SOSA can read and convert into an
NfVModel object (artifact definition, instance, and template or artifact relationship).

<soapenv:Envelope xmlns:socapenv="http://schemas.xmlscsp.orgy/soap/envelope/"
smlns:ngws="http://vww.hp.com/sosa/protocoladapter/ngys” xmlns:dyn="http://www.hp.com/soss/dynamicserviceorder”>
<soapenv:Headexr/]
<soapenv:Body>
<ngws:starcDynamicOrderSynce>
<dyn:serviceRequest>
<dyn:services type="NFVD" name="DEFART" action="CREATE">
<dyn:service>
<dyn:name>DEFART</dyn:nams>
<dyn: type>NFVD</dyn: type>
<dyn:action>CREATE</dyn:action>
<dyn:characteristics>
«l--1 or mors rep
<dyn:characteristie

<dyn:name>REQUEST</dyn name>
<dyn:value><! [CDATA[

11></dyn:value>
</dyn:characteristic>
</dyn:characteristics>
</dyn:service>
</dyn:services>
</dyn:serviceRequest>
<ngws:user>foos/ngws tusers
</ngws:startDynamicOrderSync>
<ngws:startDynamicOrderAsync><dyn:serviceRequest/><ngws:user/></ngws:startDynamicOrderAsync></soapenv:Body>

</soapenv:Envelope>

6.1.2 Operations

Different Requests body, different service action.
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6.1.2.1 Artifact Definition Create
(DEFART-CREATE Test)

<dyn:services type="NFVD" name="DEFART" action="CREATE">

Service Name: DEFART
Service Action Name: NEVD
Operation: CREATE
Starts with: <createArtifactDefinitions
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Language of the artifact/s: <language></language>
List Tag (more than one artifact at a time):
<artifactDefinitions>.</artifactDefinitions>
Artifact Tag: <artifactDefinition>..</artifactDefinition>
Primary combination of values (never repeated in
definitions) :
<artifactFamily>Family name</artifactFamily>
<artifactCategory>category name</artifactCategory>
<artifactGroup>group name</artifactGroup>
<artifactType>type name </artifactType>
<artifactSubtype>subtype name </artifactSubtype>
<artifactVersion>version name </artifactVersion>
Physical: <isPhysical>true/false</isPhysical>
Enabled:<enabled>true/false</enabled>
List of categories:<categories>..</categories>
Category:
<category>
<label>category label</label>
<version>version of category</version>
<order>1l to n</order>
<attributes>.</attributes>
<subcategories>..</subcategories>
<category>

It sets the label, version, and order of the category. Two more tags for attributes and
categories inside categories are available.
Attributes—need to define label, type, unit, default Value, mandatory and order.

<attribute>

<label>attribute label</label>
<type>

<label>type label</label>

<descriptionLabel>type description label</descriptionLabe
1>

<description>type description</description>

</type>

<unit>unit name</unit>

<defaultValue>default value</defaultValue>
<mandatory>true/false</mandatory>

<order>1 to n</order>

</attribute>

Subcategories—same as categories, repeated inside the inner <categories> tag.
List of available statuses: <availableStatus>..</ availableStatus>

Status label, visible label and whether it is enabled or not:
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<status>

<label>status label</label>

<visibleStatusLabel>visible status label</visibleStatusLa
bel>

<enabled>true/false</enabled>

</status>

Ends with: </createArtifactDefinitions>.

6.1.2.2 Artifact Definition Update
(DEFART-UPDATE Test)

<dyn:services type="NFVD" name="DEFART" action="UPDATE">
Service Name: DEFART

Service Action Name: NFVD

Operation: UPDATE

This is the same operation as Artifact Definition Create in terms of the request body.
Starts with:

<updateArtifactDefinitions
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">

Ends with:

|</updateArtifactDefinitions>

6.1.2.3 Artifact Definition Get (DEFART-GET Test)

<dyn:services type="NFVD" name="DEFART" action="GET">
Service Name: DEFART
Service Action Name: NEVD
Operation: GET
Starts with:
<query
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Language:
<languageCode>language code</languageCode>
Query criteria: is always the same structure (in all
artifacts)
<criteriaSet>
<criteria>
<paramName>paramName (family, category..)
</paramName>
<paramValue>paramValue</paramValue>
<comparator>comparatorType (EQ, LIKE..)</comparator>
</criteria>
</criteriaSet>
Ends with: </query>

6.1.2.4 Artifact Definition Delete (DEFART-DELETE Test)

<dyn:services type="NFVD" name="DEFART" action="DELETE">
Service Name: DEFART

Service Action Name: NEFVD

Operation: DELETE
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Starts with:

<deleteArtifactDefinitions
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">

List of artifact definitions to be deleted:

<artifactDefinitions>..</artifactDefinitions>

This attribute is required to specify uniquely the definition to be deleted. As mentioned
earlier, the combination of Family:Category:Group:Type:Subtype:Version is the only
way to do this.

<artifactDefinition>

<artifactFamily>family value</artifactFamily>
<artifactCategory>category value </artifactCategory>
<artifactGroup>group value </artifactGroup>
<artifactType>type value </artifactType>
<artifactSubtype>subtype value </artifactSubtype>
<artifactVersion>version value </artifactVersion>
</artifactDefinition>

Ends with:

|</deleteArtifactDefinitions>

6.1.2.5 Definition Relationship Create (DEFREL - CREATE)

<dyn:services type="NFVD" name="DEFREL" action="CREATE">

Service Name: DEFREL

Service Action Name: NFVD

Operation: CREATE

Starts with:

<createRelationshipDefinitions
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">

|Language: <languageCode>language</languageCode>

List of relationship definitions:

|<relationshipDefinitions>m</relationshipsDefinitions>

Artifact Tag:

|< relationshipDefinition>..</ relationshipDefinition>

Primary combination of values from parent and child:

<parentArtifactFamily>parentFamily value</parentArtifactF
amily>

<parentArtifactCategory>parentCategory value</parentArtif
actCategory>

<parentArtifactGroup>parentGroup value</parentArtifactGro
up>

<parentArtifactType>parentType value
</parentArtifactType>
<parentArtifactSubtype>parentSubtype value
</parentArtifactSubtype>
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<parentArtifactVersion>parentVersion value
</parentArtifactVersion>

ly>
Category>
>

<childArtifactSubtype>parentSubtype value
</childArtifactSubtype>
<childArtifactVersion>parentVersion value
</childArtifactVersion>

<childArtifactFamily>childFamily value</childArtifactFami
<childArtifactCategory>childCategory value</childArtifact
<childArtifactGroup>parentGroup value</childArtifactGroup

<childArtifactType>parentType value </childArtifactType>

Physical:

I<isPhysical>true/false</isPhysical>

Enabled:

|<enabled>true/false</enabled>

List of categories for relationship:

|<categories>m</categories>

Category relationship (not Artifact):

<category>

<label>category label</label>
<version>version of category</version>
<order>1 to n</order>
<attributes>.</attributes>
<subcategories>..</subcategories>
<category>

It sets the label, version, and order of the category. Two more tags for the attributes

and sub categories inside categories are available.

Attributes—Define the label, type, unit, defaultValue, mandatory, and order.

<attribute>
<label>attribute label</label>
<type>
<label>type label</label>

1>

<description>type description</description>
</type>

<unit>unit name</unit>
<defaultValue>default value</defaultValue>
<mandatory>true/false</mandatory>

<order>1 to n</order>

</attribute>

<descriptionLabel>type description label</descriptionLabe

Subcategories—same as the categories, repeated inside inner <categories> tag.

List of available statuses: <availableStatus>..</ availableStatus>

Status label, visible label, and whether it is enabled or not:

<status>
<label>status label</label>
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<visibleStatusLabel>visible status label</visibleStatusLa
bel>

<enabled>true/false</enabled>

</status>

Ends with:

|</createRelationshipDefinitions>

6.1.2.6 Definition Relationship Update (DEFREL - UPDATE)

<dyn:services type="NFVD" name=" DEFREL" action="UPDATE">
Service Name: DEFREL

Service Action Name: NEVD

Operation: UPDATE

This operation is the same operation as the Relationship Definition Create, in terms of
the request body.

Starts with:

<updateRelationshipDefinitions
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">

Ends with:

|</ updateRelationshipDefinitions >

6.1.2.7 Definition Relationship Get (DEFREL-GET Test)

Operation for searching.

<dyn:services type="NFVD" name="DEFREL" action="GET">
Service Name: DEFREL
Service Action Name: NFVD
Operation: GET
Starts with:
<query
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Language:
<languageCode>language code</languageCode>
Query criteria: is always the same structure (in all
relationships)
<criteriaSet>

<criteria>

<paramName>paramName (ie:type) </paramName>
<paramValue>paramValue (ie:contains)</paramValue>
<comparator>comparatorType (ie:EQ) </comparator>

</criteria>

</criteriaSet>

Ends with: </query>

6.1.2.8 Relationship Definition Delete (DEFREL-DELETE Test)

<dyn:services type="NEFVD" name="DEFREL" action="DELETE">
Service Name: DEFREL

Service Action Name: NFVD

Operation: DELETE

Starts with:

<deleteRelationshipDefinitions
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
List of artifact definitions to be deleted:
<artifactDefinitions>.</artifactDefinitions>
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Specify the relationship that should be deleted.

As mentioned earlier, the combination of
Family:Category:Group:Type:Subtype:Version in each artifact (both child and parent)
is the only way to specify the relationship.

For example, the relationship between VIRTUAL_MACHINE and
VIRTUAL_MEMORY is as follows:

<relationshipDefinition>

<parentArtifactFamily>ie:

VIRTUAL MACHINE</parentArtifactFamily>

<parentArtifactCategory>ie:

GENERIC</parentArtifactCategory>

<parentArtifactGroup></parentArtifactGroup>
<parentArtifactType></parentArtifactType>

<parentArtifactSubtype></parentArtifactSubtype>
<parentArtifactVersion></parentArtifactVersion>

<childArtifactFamily>VIRTUAL MEMORY</childArtifactFamily>
<childArtifactCategory>GENERIC</childArtifactCategory>

<childArtifactGroup></childArtifactGroup>
<childArtifactType></childArtifactType>

<childArtifactSubtype></childArtifactSubtype>
<childArtifactVersion></childArtifactVersion>
<type>ie:USES</type>

</relationshipDefinition>

Ends with: </deleteRelationshipDefinitions>

Running SOAPUi Tests

6.1.2.9 Artifact Instance Create (INSART-CREATE Test)

<dyn:services type="NFVD" name="INSART" action="CREATE">
Service Name: INSART

Service Action Name: NFVD

Operation: CREATE

Starts with: <createArtifactInstances
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Language of the artifact/s: <language></language>
List Tag (more than one artifact at a time):
<artifactInstances>..</artifactInstances>

Artifact Tag: <artifactInstance>.</artifactInstance>
Instance Id (Optional):

<id>ie:1234567890</id>

Primary combination of values (never repeated in
definitions) :
<artifactFamily>ie:VNF</artifactFamily>
<artifactCategory>ie:GENERIC</artifactCategory>
<artifactGroup></artifactGroup>
<artifactType></artifactType>
<artifactSubtype></artifactSubtype>
<artifactVersion></artifactVersion>

Physical: <isPhysical>true/false</isPhysical>
Enabled:<enabled>true/false</enabled>

List of categories:<categories>..</categories>
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Category:

<category>

<label>ie:GENERAL</label>
<version>version of category</version>
<order>1l to n</order>
<attributes>..</attributes>
<subcategories>..</subcategories>
<category>

Set the label, version, and order of the category. Two more tags are available for
attributes and categories inside the categories.
Attributes—Define label, type, unit, default Value, mandatory, and order.

<attribute>
<label>ie:Name</label>
<type>
<label>ie:TEXT</label>
<descriptionLabel>ie:TEXT</descriptionLabel>
<description>ie:TEXT</description>
</type>
<unit>unit name</unit>
<defaultValue>default value</defaultValue>
<mandatory>true/false</mandatory>
<order>1 to n</order>
</attribute>

Sub categories—they are same as categories repeated inside inner <categories>
tag.

Status label, visible label, and whether it is enabled or not:

<status>
<label>status label</label>

<visibleStatusLabel>visible status label</visibleStatusLa
bel>

<enabled>true/false</enabled>
</status>
Ends with: </createArtifactInstances>

6.1.2.10 Artifact INSTANCE Update (INSART-UPDATE Test)

<dyn:services type="NFVD" name="INSART" action="UPDATE">
Service Name: INSART

Service Action Name: NEVD

Operation: UPDATE

Required instance ID inside body: <id>1234567890</id>
Not need to specify combination (Family: Category...): search by ID.

Rest of tag structure is like Definition Update.

Starts with:

<updateArtifactInstances
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Ends with: </ updateArtifactInstances>

82



6.1.2.11 Artifact INSTANCE GET (INSART-GET Test)

<dyn:services type="NFVD" name="INSART" action="GET">
Service Name: INSART

Service Action Name: NEVD

Operation: GET

This is the same operation as Artifact Definition Get but, naturally, instances have one
more criteria search: id (represented by <id> tag). It does not need additional
explanation.

Starts with:

<query
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Ends with: </query>

6.1.2.12 Artifact INSTANCE DELETE (INSART-DELETE Test)

<dyn:services type="NFVD" name="INSART" action="DELETE">
Service Name: INSART

Service Action Name: NEVD

Operation: DELETE

Starts with:

<deleteArtifactInstances
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Required instance ID inside body: <id>1234567890</id>

No need to specify combination (Family:Category..): search
by ID.

Rest of tag structure is like Definition Delete.

Ends with: </deleteArtifactInstances>

6.1.2.13 RELATIONSHIP INSTANCE Create (INSREL-CREATE Test)

<dyn:services type="NFVD" name="INSREL" action="CREATE">
Service Name: INSREL

Service Action Name: NEVD

Operation: CREATE

Starts with:

<createRelationshipInstances
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Required parent and child instances IDs inside body:
<parentId>1234</parentId><childId>4321</childId>

No need to specify parent and child combination

(Family:Category..) : search by IDs.
Rest of tag structure is like Relationship Definition
Create.

Ends with: </createRelationshipInstances>

6.1.2.14 RELATIONSHIP INSTANCE UPDATE (INSREL-UPDATE Test)

<dyn:services type="NFVD" name="INSREL" action="UPDATE">
Service Name: INSREL

Service Action Name: NEVD

Operation: UPDATE

Starts with:

<updateRelationshipInstances
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Required parent and child instances IDs inside body:
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<parentId>1234</parentId><childId>4321</childId>
No need to specify parent and child combination
(Family:Category..) : search by IDs.

Rest of tag structure is like Relationship Definition Update.

|Ends with: </updateRelationshipInstances>

6.1.2.15 RELATIONSHIP INSTANCE GET (INSREL-GET Test)

<dyn:services type="NFVD" name="INSREL" action="GET">
Service Name: INSREL

Service Action Name: NEVD

Operation: GET

This is the same operation as Relationship Definition Get but, naturally, instances
have one more criteria search: id (represented by <parentld>, <child ID> tags). It
does not need additional explanation.

Starts with:

<query
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Ends with: </query>

6.1.2.16 RELATIONSHIP INSTANCE DELETE (INSREL-DELETE Test)

<dyn:services type="NFVD" name="INSREL" action="DELETE">
Service Name: INSREL

Service Action Name: NEVD

Operation: DELETE

Starts with:
<deleteRelationshipInstancesxmlns="http://www.model.bll.n
fv.activator.ov.hp.com">

Required instance ID inside body: <id>1234567890</id>
Required parent and child instances IDs inside body:
<parentId>1234</parentId><childId>4321</childId>

No need to specify parent and child combination
(Family:Category..) : search by IDs.

Rest of tag structure is like Definition Delete.

Ends with: </deleteRelationshipInstances>

6.1.2.17 Artifact TEMPLATE Create (TEMART-CREATE Test)

<dyn:services type="NFVD" name="TEMART" action="CREATE">
Service Name: TEMART

Service Action Name: NFEVD

Operation: CREATE

Starts with:
<createArtifactTemplates="http://www.model.bll.nfv.activa
tor.ov.hp.com">

Details are equals to Artifact Instance Create.

Ends with: </ createArtifactTemplates >

6.1.2.18 Artifact TEMPLATE UPDATE (TEMART-UPDATE Test)

<dyn:services type="NFVD" name="TEMART" action="UPDATE">
Service Name: TEMART
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Service Action Name: NEVD

Operation: UPDATE

Starts with:
<updateArtifactTemplates="http://www.model.bll.nfv.activa
tor.ov.hp.com">

Details are equals to Artifact Instance Update.

Ends with: </ createArtifactTemplates >

6.1.2.19 Artifact TEMPLATE GET (TEMART-GET Test)

<dyn:services type="NFVD" name="TEMART" action="GET">
Service Name: TEMART

Service Action Name: NFVD

Operation: GET

Starts with:

<query
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Details are equals to Artifact Instance Get.

Ends with: </ query >

6.1.2.20 Artifact TEMPLATE DELETE (TEMART-DELETE Test)

<dyn:services type="NFVD" name="TEMART" action="DELETE">
Service Name: TEMART

Service Action Name: NEVD

Operation: DELETE

Starts with:
<deleteArtifactTemplates="http://www.model.bll.nfv.activa
tor.ov.hp.com">

Details are equals to Artifact Instance Delete.

Ends with: </ deleteArtifactTemplates >

6.1.2.21 RELATIONSHIP TEMPLATE Create (TEMREL-CREATE Test)

<dyn:services type="NFVD" name="TEMREL" action="CREATE">
Service Name: TEMREL

Service Action Name: NFVD

Operation: CREATE

Starts with:
<createRelationshipTemplates="http://www.model.bll.nfv.ac
tivator.ov.hp.com">

Details are equals to Relationship Instance Create.

Ends with: </ createRelationshipTemplates>

6.1.2.22 RELATIONSHIP TEMPLATE UPDATE (TEMREL-UPDATE Test)

<dyn:services type="NFVD" name="TEMREL" action="UPDATE">
Service Name: TEMREL

Service Action Name: NFEVD

Operation: UPDATE

Starts with:
<updateRelationshipTemplates="http://www.model.bll.nfv.ac
tivator.ov.hp.com">

Details are equals to Relationship Instance Update.

Ends with: </updateRelationshipTemplates>

6.1.2.23 RELATIONSHIP TEMPLATE GET (TEMREL-GET Test)
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<dyn:services type="NFVD" name="TEMREL" action="GET">
Service Name: TEMREL

Service Action Name: NFVD

Operation: GET

Starts with:

<query
xmlns="http://www.model.bll.nfv.activator.ov.hp.com">
Details are equals to Relationship Instance Get.

Ends with: </query>

6.1.2.24 RELATIONSHIP TEMPLATE DELETE (TEMREL-DELETE Test)

<dyn:services type="NFVD" name="TEMREL" action="DELETE">
Service Name: TEMREL

Service Action Name: NFVD

Operation: DELETE

Starts with:
<deleteRelationshipTemplates="http://www.model.bll.nfv.ac
tivator.ov.hp.com">

Details are equal to Relationship Instance Delete.

Ends with: </ deleteRelationshipTemplates>

Running a Test: Open that test in Soap-Ul and click the Submit (like play) green
button:

hitp://localhost8071/naws/service

PRSP EIN

[Raw | XML | @ |15

L4 2

Figure 71 Running a Test

6.2 Northbound Interface — Automation

6.2.1 Scale-out: Create a new VM

Scale-out process takes the policies nodes and creates as many instances of a VM
as these policies determine.
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Virtual core

The following is a typical Soap call for a scale—out process:

<soapenv:Envelope
xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:ngws="http://www.hp.com/sosa/protocoladapter/ngws"
xmlns:dyn="http://www.hp.com/sosa/dynamicserviceorder">
<soapenv:Header/>
<soapenv:Body>
<ngws:startDynamicOrderSync>
<dyn:serviceRequest>
<dyn:services type="NFVD" name="INVENTORY"
action="SCALE OUT">
<dyn:service>
<dyn:name>INVENTORY</dyn:name>
<dyn:type>NFVD</dyn:type>
<dyn:action>SCALE OUT</dyn:action>
<dyn:characteristics>
<dyn:characteristic>

<dyn:name>ArtifactInstanceld</dyn:name>

<dyn:value>14032664806161</dyn:value>
</dyn:characteristic>
</dyn:characteristics>
</dyn:service>
</dyn:services>

</dyn:serviceRequest>
<ngws:user>foo</ngws:user>

</ngws:startDynamicOrderSync>

<ngws:startDynamicOrderAsync><dyn:serviceRequest/><ngws:u
ser/></ngws:startDynamicOrderAsync></soapenv:Body>
</soapenv:Envelope>

6.2.2 Scale-in: Delete an Existing VM

Scale-in process takes the policies nodes and deletes as many instances of a VM as
these policies determine.
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Figure 73 NBI: Scale-In

The following shows a typical Soap call for a scale—in process:

<soapenv:Envelope
xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:ngws="http://www.hp.com/sosa/protocoladapter/ngws"
xmlns:dyn="http://www.hp.com/sosa/dynamicserviceorder">
<soapenv:Header/>
<soapenv:Body>
<ngws:startDynamicOrderSync>
<dyn:serviceRequest>
<dyn:services type="NFVD" name="INVENTORY"
action="SCALE IN">
<dyn:service>
<dyn:name>INVENTORY</dyn:name>
<dyn:type>NFVD</dyn:type>
<dyn:action>SCALE IN</dyn:action>
<dyn:characteristics>
<dyn:characteristic>

<dyn:name>ArtifactInstanceId</dyn:name>

<dyn:value>14032664806161</dyn:value>
</dyn:characteristic>
</dyn:characteristics>
</dyn:service>
</dyn:services>
</dyn:serviceRequest>
<ngws:user>foo</ngws:user>
</ngws:startDynamicOrderSync>
<ngws:startDynamicOrderAsync><dyn:serviceRequest/><ngws:u
ser/></ngws:startDynamicOrderAsync>
</soapenv:Body></soapenv:Envelope>

6.2.3 Scale Up: Enlarge attributes amount of VM

Scale up process takes the policies nodes and increases the attributes amount as
many instances of a VM as these policies determine.

The operation has an impact both in DB and on the OpenStack side, changing the
VM flavor, according to the attributes set in DB.

The following shows a typical Soap call for a scale up process:
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<soapenv:Envelope
xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:ngws="http://www.hp.com/sosa/protocoladapter/ngws">
<soapenv:Header/>
<soapenv:Body>
<ngws:startServiceOrderAsync>
<ngws:type>NFVD</ngws:type>
<ngws :name>VNF</ngws : name>
<ngws:action>SCALE UP</ngws:action>
<ngws:inputParams>
<!--Zero or more repetitions:-->
<ngws:param>

<ngws:name>INPUT INSTANCEARTIFACTID</ngws:name>
<ngws:value>14087039824031</ngws:value>
</ngws:param>
<!--Optional:-->
<ngws:param>
<ngws:name>INPUT SCALEALLTREE</ngws:name>
<ngws:value>true</ngws:value>
</ngws:param>
<!--Optional:-->
<ngws:param>
<ngws:name>INPUT FORCESTOP</ngws:name>
<ngws:value>false</ngws:value>
</ngws:param>
</ngws:inputParams>
<!--Optional:-->
<ngws:user>?</ngws:user>
<ngws:userId>?</ngws:userId>
</ngws:startServiceOrderAsync>
</soapenv:Body>
</soapenv:Envelope>

The “INPUT_SCALEALLTREE” and “INPUT_FORCESTOP” parameters are optional.
The predefined values are “true” and “false” respectively.

6.2.4 Scale Down: Reduce attributes amount of VM

Scale down process takes the policies nodes and decreases the attributes amount as
many instances of a VM as these policies determine.

The operation has an impact both in DB and on the OpenStack side, changing the
VM flavor, according to the attributes set in DB.

The following shows a typical Soap call for a scale down process:

<soapenv:Envelope
xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:ngws="http://www.hp.com/sosa/protocoladapter/ngws">
<soapenv:Header/>
<soapenv:Body>
<ngws:startServiceOrderAsync>
<ngws:type>NFVD</ngws:type>
<ngws:name>VNF</ngws : name>
<ngws:action>SCALE DOWN</ngws:action>
<ngws:inputParams>
<!--Zero or more repetitions:-—-->
<ngws:param>

<ngws:name>INPUT INSTANCEARTIFACTID</ngws:name>
<ngws:value>14087039824031</ngws:value>
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</ngws:param>
<!--Optional:-->
<ngws:param>
<ngws:name>INPUT SCALEALLTREE</ngws:name>
<ngws:value>true</ngws:value>
</ngws:param>
<!--Optional:-->
<ngws:param>
<ngws:name>INPUT FORCESTOP</ngws:name>
<ngws:value>false</ngws:value>
</ngws:param>
</ngws:inputParams>
<!--Optional:-->
<ngws:user>?</ngws:user>
<ngws:userId>?</ngws:userId>
</ngws:startServiceOrderAsync>
</soapenv:Body>
</soapenv:Envelope>

The “INPUT_SCALEALLTREE” and “INPUT_FORCESTOP” parameters are optional.
The predefined values are “true” and “false” respectively.

6.2.5 Start Virtual Machine

Start Virtual Machines takes the machines selected and puts them in running state,
and it could be checked on DDBB status and CS8 status.

Start Virtual Machine - Start
the machines and change the
status of them on DDBB and
CS8.

VIRTUAL MACHINE VIRTUAL MACHINE

DataBase
status=
ACTIVE

DataBase
status=
STOPPED

CS8 status =
SHUTOFF

CS8 status =
ACTIVE

Figure 74 NBI: Start VM

The following shows a typical Soap call for a start virtual machine process:

<soapenv:Envelope
xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:ngws="http://www.hp.com/sosa/protocoladapter/ngws">
<soapenv:Header/>
<soapenv:Body>
<ngws:startServiceOrderAsync>
<ngws: type>NFVD</ngws:type>
<ngws:name>VNF</ngws : name>
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<ngws:action>START VM</ngws:action>
<!--Optional:-->
<ngws:inputParams>
<!--Zero or more repetitions:-->
<ngws:param>

<ngws:name>INPUT ARTIFACTTREEID</ngws:name>
<ngws:value>14093117003051</ngws:value>
</ngws:param>
</ngws:inputParams>
<ngws:user></ngws:user>
<!--Optional:-->

<ngws:userId></ngws:userId>
</ngws:startServiceOrderAsync>
</soapenv:Body>
</soapenv:Envelope>

6.2.6 Stop Virtual Machine

Stop Virtual Machines takes the machines selected and makes them stop, and it
could be checked on DDBB status and CS8 status.

Stop Virtual Machine < Stop
the machines and change the
status of them on DDBB and
CS8.

VIRTUAL MACHINE VIRTUAL MACHINE

DataBase
status=
STOPPED

DataBase
status=
ACTIVE

CS8 status =
SHUTOFF

CS8 status =
ACTIVE

Figure 75 NBI: Stop VM

The following shows a typical Soap call for a stop virtual machine process:

<soapenv:Envelope
xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:ngws="http://www.hp.com/sosa/protocoladapter/ngws">
<soapenv:Header/>
<soapenv:Body>
<ngws:startServiceOrderAsync>
<ngws: type>NFVD</ngws: type>
<ngws:name>VNF</ngws : name>
<ngws:action>STOP VM</ngws:action>
<!--Optional:-->
<ngws:inputParams>
<!--Zero or more repetitions:-->
<ngws:param>
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<ngws:name>INPUT ARTIFACTTREEID</ngws:name>
<ngws:value>14093117003051</ngws:value>
</ngws:param>

</ngws:inputParams>
<ngws:user></ngws:user>
<!--Optional:-->
<ngws:userId></ngws:userId>
</ngws:startServiceOrderAsync>
</soapenv:Body>
</soapenv:Envelope>

6.2.7 VNF Orchestrator process (Create, assign and activate)

To create a new instance using a VNF template, assign resources, and deploy it over
VIM, NFVD offer a complete operation inside Northbound Interface. This operation
assumes that all elements inside template will be instantiated as new (The next
section describes another complete orchestration with the re-use of existing networks
instead of always creating a new one).

Parameters used:

o templatelD: Template ID used to create VNF instance tree

o relationshipType: Type of relationship between Tenant and new VNF instance
e parentArtifactlD: Instance ID of a Tenant that will contain a new VNF instance
e resourceTreelD: Instance ID of resource pool like a datacenter

e assignmentRelationshiplD: Instance ID of assignment rules used to allocate
resources

The following script displays a typical Soap call for complete VNF orchestration:

<soapenv:Envelope
xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:ngws="http://www.hp.com/sosa/protocoladapter/ngws">
<soapenv:Header/>
<soapenv:Body>
<ngws:startServiceOrderAsync>
<ngws:type>NFVD</ngws: type>
<ngws:name>VNF</ngws : name>
<ngws:action>CREATE</ngws:action>
<!--Optional:-->
<ngws:inputParams>
<!--Zero or more repetitions:-->
<ngws:param>
<ngws:name>templateID</ngws:name>
<ngws:value>TEST 2 Server</ngws:value>
</ngws:param>
<ngws:param>
<ngws:name>resourceTreeID</ngws:name>
<ngws:value>14019920442251</ngws:value>
</ngws:param>
<ngws:param>
<ngws:name>assignmentRelationshipID</ngws:name>
<ngws:value>14018960162001</ngws:value>
</ngws:param>
<ngws:param>
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<ngws:name>parentArtifactId</ngws:name>
<ngws:value>14020746143391</ngws:value>
</ngws:param>
<ngws:param>
<ngws:name>relationshipType</ngws:name>
<ngws:value>CONTAINS</ngws:value>
</ngws:param>
</ngws:inputParams>
<ngws:user>?</ngws:user>
<!--Optional:-->
<ngws:userld>?</ngws:userId>
</ngws:startServiceOrderAsync>
</soapenv:Body>
</soapenv:Envelope>

6.2.8 VNF Orchestrator process with networking connection
(Create, assign, connect networks, and activate)

If the VNF contains network and this network already exists on VIM, and you do not
want to create a new network instance, NFVD exposes this orchestrator alternative.

There is only one difference with usual orchestrator process, instead of creating a
new network often, subnetwork and IP address entities will be checked. If it exists, the
VNF will use existing elements. If not, it will be created.

Parameters used:

o templatelD: Template ID used to create VNF instance tree

relationshipType: Type of relationship between Tenant and new VNF instance

parentArtifactID: Instance ID of a Tenant that will contain a new VNF instance

resourceTreelD: Instance ID of resource pool like a datacenter

assignmentRelationshipID: Instance ID of assignment rules used to allocate
resources

The following script displays a typical Soap call for complete VNF orchestration:

<soapenv:Envelope
xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:ngws="http://www.hp.com/sosa/protocoladapter/ngws">
<soapenv:Header/>
<soapenv:Body>
<ngws:startServiceOrderAsync>
<ngws:type>NFVD</ngws: type>
<ngws:name>VNF</ngws : name>
<ngws:action>CREATE AND CONNECT</ngws:action>
<!--Optional:-->
<ngws:inputParams>
<!--Zero or more repetitions:-->
<ngws:param>
<ngws:name>templateID</ngws:name>
<ngws:value>vnf</ngws:value>
</ngws:param>
<ngws:param>
<ngws:name>resourceTreeID</ngws:name>
<ngws:value>14019920442251</ngws:value>
</ngws:param>
<ngws:param>
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<ngws:name>assignmentRelationshipID</ngws:name>
<ngws:value>14018960162001</ngws:value>
</ngws:param>
<ngws:param>
<ngws:name>parentArtifactId</ngws:name>
<ngws:value>14133823926521</ngws:value>
</ngws:param>
<ngws:param>
<ngws:name>relationshipType</ngws:name>
<ngws:value>CONTAINS</ngws:value>
</ngws:param>
</ngws:inputParams>
<ngws:user>hpsa</ngws:user>
</ngws:startServiceOrderAsync>
</soapenv:Body>
</soapenv:Envelope>

6.2.9 NS Orchestrator process

The operations over Network Services is very similar to creating a VNF with connect
networks.

Parameters used:

. templatelD: Template ID used to create VNF instance tree

e tenantID: Instance ID of a Tenant that will contain the VNFs instance of the NS
e resourceTreelD: Instance ID of resource pool like a datacenter

e assignmentRelationshipID: Instance ID of assignment rules used to allocate
resources

The following script displays a typical Soap call for complete VNF orchestration:

<soapenv:Envelope
xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:ngws="http://www.hp.com/sosa/protocoladapter/ngws">
<soapenv:Header/>
<soapenv:Body>
<ngws:startServiceOrderAsync>
<ngws:type>NFVD</ngws: type>
<ngws:name>NS</ngws :name>
<ngws:action>CREATE AND CONNECT</ngws:action>
<!--Optional:-->
<ngws:inputParams>
<!--Zero or more repetitions:-->
<ngws:param>
<ngws:name>templateID</ngws:name>
<ngws:value>TCl NS</ngws:value>
</ngws:param>
<ngws:param>
<ngws:name>assignmentRelationshipID</ngws:name>
<ngws:value>14018960162001</ngws:value>
</ngws:param>
<ngws:param>
<ngws:name>resourceTreeID</ngws:name>
<ngws:value>14019920442251</ngws:value>
</ngws:param>

<ngws:param>
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<ngws :name>tenantID</ngws :name>
<ngws:value>14133823926521</ngws:value>
</ngws:param>
</ngws:inputParams>
<ngws:user>hpsa</ngws:user>
</ngws:startServiceOrderAsync>
</soapenv:Body>

</soapenv:Envelope>

6.3 Alarms and notifications interface

Notifications will be generated from assurance gateway and these notifications are
related to the state of the VNF instance, as a result of changes made to VNF instance
including (not limited to) changes in the number of VDUs, changing VNF
configuration, topology, or both due to auto-scaling/update/upgrade/termination,
switching to/from standby and so on.

In such cases, NFVD 2.0 publishes life cycle state change Alarm creation natification,
where body is a string that contains XML document that is well formed and valid
according to http://hp.com/openmediation/alarms/2011/08 schema, to OM JMS topic
named com.hp.openmediation.alarms which can be consumed by OSS, Analytic tools
and so on.

The consumer must use ActiveMQ connection factory and connect to a broker
running on localhost using vm:// transport. If such consumer is interested only in
some messages, then this consumer may use JMS Message Selector to specify the
kind of messages that it is interested in.

The consumers can refer to the customfield in alarm to create such JMS Message
Selectors.

For example: To select only life cycle notifications: alarmName=
LifeCycleStateChangeNotification has to be selected.

Correlation Plane

HPSA VP

UCA Automation

Assurance Tobol L EEE Enriched Notification
create/update, opology Publishtonomb
delete artifact Gateway - fofmation = VP

instances/
relationships ‘ .
notifications/
Grafi Opergtions Vgﬁt:;ﬁm Graph DB - uca-ebcca
notifications AT:'
Notifi

from VNFM — tion . Open Mediation
WS API
VNFM
Life Cycle notifications

Al@ggers

[ NNMi/0SS ]

<

Figure 76 Notification flow diagram

Following are the different use cases for notification flow:
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In case NFVD is an embedded VNFM, all VNFs including VDU components life
cycle events such as create/update/delete operations, which include change in
lifecycle state, and operational status to assurance, will generate enriched alarms
respectively and publish to the OM Topic.

o Status field of an artifact will be referred for lifecycle status.

Language} 3,115 1
Family: [ e Category: [Ba2 1 croup: ([
Is Physical: Enabled: Status: ACTIVE

Figure 77 Artifact Status

In case of external VNFM, VNFM will request for grant permission from fulfillment
for create or scale operations and will also post VNF status Ok, along with VNF
status Fail notifications. Those notifications will be processed and sent to
assurance, which will generate enriched alarms respectively and publish to the
OM Topic.

o LifeCycle State field in Status Category will be referred, in case
VNFM posts VNFStatus OK notification.

Edit Artifact Instance %

i

14181037759921:PROPAGATION_RULE:GENERIC:::::

* STATUS

Operational Status  : Type: TEXT Unit: TEXT
Operational_Status_Date  : | Type:Date | Unit:baze
Source * ) Type: TEXT Unit:TEXT

LifeCycle State  : ACTIVE | TypesTEXT | Unit:;TEl‘r
LifeCycle_State_Date  : 20)4.00-22722:59:002 Type: Date Unit:Date
additionalText  : IMS_CSCF/TEST 2 _Fronts| Type!TEXT Unit TEXT

Figure 78 Life Cycle State

o Operational Status field in Status Category will be referred, in case
VNFM posts VNFStatus Fail notification.
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Edit Artifact Instance 4

14181037759921:PROPAGATION_RULE:GENERIC:

v STATUS

Operational_Status :3degraded operation ‘ Type: TEXT \ Uni!:iTEXT ‘
Operational_Status_Date :{2014-09-22T22 59:00Z 1 Type:iDate Unit: Date '\
souree - N TypelTET | uniefeT

LifeCycle_State | ] Type:iTExT | Unix:{TExT ‘
LifeCycle_State_Date | | Type:Date | unitDate ‘
additionalText :| | Type;héﬁ 1 unichea ‘

Figure 79 Operation State

3. Incase, VNFM sends life cycle notifications as a trap or alarm, assurance can
listen to those traps/alarms, provided, there is a channel adapter to convert the
VNFM alarm to X733 alarm format, and in alarm, alarmName is
LifeCycleStateChangeNotification, artifact ID field is available, the problem
detection value pack will enrich the alarm and publish enriched alarm back to OM

Bus for OSS.

See section B.9 for Operational status change notification.

See section B.10 for life cycle naotification.

Alarm Field

Description

identifier

Unique alarm Id

sourceldentifier

Source filter, to be recognized by UCA-
EBC

alarmRaisedTime

Alarm raised time

originatingManagedEntity

create/delete/Scale operations originating
entity

originatingManagedEntityStructure

Full FQDN of the instance, starting from
Network service

alarmType

Mandatory field as per OM schema. Set to
UNKNOWN for Life Cycle Events

probableCause

Mandatory field as per OM schema. Set to
UNKNOWN.

perceivedSeverity

Mandatory field, added as indeterminate,
as alarm will be a lifecycle alarm

Status of the alarm with respect to problem

networkState raised by the alarm.
Status of the alarm with respect to the
operatorState operator

problemState

Status of the alarm with respect to the
associated trouble ticket

customField:alarmName

Name of the alarm

Operational Status Alarm:
OperationalStatusChangeNotification
Life Cycle State
Alarm:LifeCycleStateChangeNotification

customField:oldState

Old Lifecycle state in case of life cycle
alarms

Old status in case of operational status
alarms
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customField:newState

New Life Cycle state in case of life cycle
alarms

New Operational status in case of
operational status change alarm

customField:serverHostname

Host Name of the server

customField:vimID

VIM ldentifier. Either UUID or any identifier
to identify VIM for that Virtual machine.

customField:hypervisorlD

Hypervisor Identifier. Either UUID or any
identifier to identify Hypervisor for that
Virtual machine.

customField:SourceArtifactld

Source artifact ID of the originating alarm

customField:vmName

Virtual Machine Name

customField:source

Alarm generation source

Internal: In case of state propagation
alarm

AGW: In case of life cycle and operational
status alarm from VNFEM.

customField:NOMType

Variable which can be used as a selector
for fetching alarms, presently UCA-EBC
CA requires OM Type.

customField:alarmSubtype

States the process by which process alarm
has been created, either during
create/update/delete of artifacts or
create/delete of relationships.
ArtifactAlarm, in case of artifact Alarm
RelationAlarm, in case of relationship
changes alarm

customField:NFVTopology

Topology information

additionalText

Life Cycle Notification event details
received from VNFM

Table 6 Alarm field description
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Creating VNF

7.1

Chapter 7

Several processes are involved in creating VNF. After successfully loading a VNF
template tree in the NFV Director, perform the following tasks to complete the VNF
creation process.

1.

2
3.
4

Create instances.

Assign instances to physical resources.
Launch the activation operation.
Deploy VNF.

Creating instances

The VNF template tree should be well-formed with the right relationships between
child elements and parents.

Use the following procedure to create instances:

1.

Right-click the VNF:GENERIC template and select Create Instance from

Template from the drop-down list.

| 5 ROUTER_1_W1:ME:ROUTER.:::::

Cd 5 FIREWALL_1_W1:NE:FIREWALL:;

I 5; CARD_R1_W1:CARD:GEMERIC::
PORT_R1P1_V1:PORT:GENERIC
PORT_R1P2_V1:PORT:GENERIC
PORT_F1P1_WV1:PORT:GENERIC
PORT_F1PZ_V1:PORT:GENERIC

noonofno
L W

CARD_F1_W1:CARD:GENERIC:: 3

@ View Artifact Templates

Edit Artifact Template

#| Delete Artifact Template

E[' Create Artifact Instance

E[' Download Artifact Template

E[' Create Instance from Template

Figure 80 Creating VNF Instance from Template

A form appears on the right-hand side with three editable fields.
Create Instance from Template

Name Value

Description

Templatz ID [TEST_2_Server |

Parent Instance 1D (Optional) | |

Parent relationship type (Opticnal) | |
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7.2

Figure 81 Creating Instance from Template

The first field is automatically filled by the ID of the VNF:GENERIC template. Do not
update this box.

The other fields are useful if you want to establish a relationship between the future
VNF:GENERIC instance with a parent. Enter the ID in the Parent Instance ID and
the selected relationship in the Parent relationship type.

2. Click OK.

After a short time, the instance tree is created.

When creating instances, the following two additional operations are involved:
e Assignment

e Validation

The artifact template tree can include three types of policies, each one with its special
functionality:

e POLICY:ENTITY_ASSIGN
e POLICY:VALUE_VALIDATION
e POLICY:ENTIY_RANGE

The first additional operation sets the attributes of an instance indicated by the
ENTITY_ASSIGN template. The second additional operation validates those attribute
values against the policy VALUE_VALIDATION. If the validation is incorrect, the
instances cannot be created.

One thing to keep in mind is that when a VNF is created from a template, it stores the
template ID (in an internal field) that is used. If the creations were triggered from the
end to end, the creation stores the assignment tree and the resource tree that were
used as well (these IDs are stored in a special category). The assignment tree and
the resource tree used are stored only for the VNF artifact.

WARNING: When an instance is being activated, only the VMs are created. These
VMs are attached to a network that already exists on the VIM. The VMs that are in
instantiated status are the ones that are activated. Deactivating process is similar,
taking only VMs which statuses are not instantiated.

Generating a template

The VNF template should be well-formed with the policies for the additional
operations to be successful. This section discusses the structure of the template and
how to load the template in the NFV Director.

The following illustration explains the tree with the relationships between child
components and parents.
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VNF

l INCLUDE- INCLUDE- l

VNF_COMPONENT VNF_COMPONENT (¢ UVER—\_@
POLICY:ENTITY_RANGE
INCLUDE |—|NCLUDE—1

APPLV— VIRTUAL_MACHINE —APPLV VIRTUAL_MACHINE
l—USESTUSESJ—USESTUSES—l l—USES—IUSEJ—W—!USES—l

VIRTUAL_DISK VIRTUAL_MEMORY VIRTUAL_CORE VIRTUAL_PORT VIRTUAL_DISK VIRTUAL_MEMORY VIRTUAL_CORE VIRTUAL_PORT

Figure 82 VNF Template example
When the VNF template tree is formed in the XML, you can load it in two ways.

1. Right-click the Artifact Templates and select the Upload Artifact Templates
from the drop-down list.

E & NPvDirector
3 Dpefinitions
D Instances
[ Templates

D Artifact Templats

E Upload Artifact Templates
EF Download Artifact Templates

Figure 83 Upload Artifact Templates

The Upload Artifact Template window appears.
Upload Artifact Template

Select file to upload l Browse...

Figure 84 Upload Artifact Template window

3. Click the Browse... button, select the XML file, and click the Submit.
The other way to upload is through SOSA using the soapUl software.

7.3 Policies

This section discusses the policies and how to set the attributes for running the
additional operations when creating the VNF.

Three kinds of policies are available.
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e Assignment
e Validation

e Range

7.3.1 Assignment

Assignment is the additional operation linked with the POLICY:ENTITY_ASSIGN. In
this task, you can set the attribute values before creating the instance.

You can assign the policy in three ways:
e Java method

e Script method

e  Workflow method

To select the assigning method, configure the POLICY:ENTITY_ASSIGN properly.
This policy has a category named ASSIGN with three attributes:

e TYPE
e EXECUTION
e ATTRIBUTE

The assignment mode is decided on the basis of values you enter for the attributes.

TYPE[]4Descnpﬂon | TypeﬂNUMBER | Unh4NUMBER |
ExECUTNJN[]40 | TvpewNUMBER | Unh4NUMBER |
ATTMBUTE[]41 | 1¥pe4NUMBER | UnkwNUMBER |

Figure 85 Policy Assignment mode

Set the policy for each one of the three modes.

7.3.1.1 Java method assignment
TYPE = JAVA
EXECUTION = Complete path of the Java method.
Example:

If you want to assign the attributes Speed and Amount belonged to INFO category,
using the method, assign to the following JavaMethodUtils class. The assignment
must be self-programmed in Java:

com.hp.ov.activator.nfv.nodes.JavaMethodUtils.assign (INFO. Speed
, INFO.Amount)

Note

Write the attributes to be assigned between the brackets conforming to the
Java method name. The format for the attributes is
Category.Attribute
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7.3.1.2 Script assignment
TYPE = SCRIPT
EXECUTION = Complete path of the Script.
For example, com.hp.ov.activator.nfv.name script.sh
ATTRIBUTE: Category.Attribute

For example, if the policy applies to a VIRTUAL_CORE and you want to assign the
attribute Speed, and the attribute belongs to the INFO category, enter the following:

ATTRIBUTE: INFO.Speed.

The script must return an integer that can be assigned to the attribute. The script
must also be self-programmed.

7.3.1.3 Workflow assignment
TYPE = WORKFLOW
EXECUTION = Name of the workflow to be launched.
ATTRIBUTE = Category.Attribute

The workflow must be self-built.

7.3.2 Validation

The other additional operation provides the possibility to validate the attribute values.
Similar to the assignment task, you can validate in 4 ways:

¢ Range validation

e Java method

e Script method

e Regular Expression

The POLICY:VALUE_VALIDATION should be configured properly. The destiny
value, which is mandatory variable, should be set in the attribute
ARTIFACT_CATEGORY_ATTRIBUTE_TARGET. To set it, the format of the attribute
should be Category.Attribute. For VIRTUAL_MACHINE, a sample format is
INFO. Speed.

~ VALIDATOR

ARTIFACT_CATEGORY_ATTRIBUTE_TARGET ] :‘SER'JER GENERIC:GENERAL Nﬂ‘ Type: ‘TEXT | U"il:|ART FAC’_C*\TEGOR\'_‘ﬂiRH‘
MIN_VALUE l:|:|‘:- ‘ Type: ‘TEXT | Unit: ‘TEXT |

max_vatue {o | Type{TeT | wni[rea ‘

REGULAR_EXPRESSION || :[Regular expression | TypesfTexT | uniz[RecEx ‘

seript ] {fscript name | TyperExT | unic[reT |

CIassD:‘Sc'\pPth ‘ Type:‘TExT ‘ unil:‘UI\UX_PATF ‘

Figure 86 Policy Validation

After setting the attribute values, validate this attribute according to the policy mode
specified in next type. To select the validation mode, set the appropriate fields in the
next order.

Each policy validates and if any validation fails, creation fails and only a database
rollback is performed.
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7.3.2.1 Range validation

Range validation method takes the value of the artifact destiny. It checks if the value
is greater than or equal to the policy validation MIN_VALUE and also whether the
value is lower than or equal to the policy validation MAX_VALUE. You should define
the values in integers (1, 2, 3, and so on).

For example:

MIN_VALUE=1

MAX_VALUE=3

In this example, in VIRTUAL_MACHINE, if the value of INFO. Speed is not greater

than or equal to 1 and if it is not lower than or equal to 3, the validation fails.
7.3.2.2 Java method validation

This method takes the value of the artifact destiny to validate the content of the
attribute Class of the policy. The content must be the fully qualified name of the class
and the name of the method to execute using the corresponding parameters.

FullyQualifiedClassName.methodName (Paraml, Param2, ..)
For example:

com.hp.ov.activator.nfv.nodes.JavaMethodUtils.imprime
(INFO.Speed, INFO.Amount)

The validation must be self-programmed in Java.

7.3.2.3 Script validation

This method uses an external script. The input contains the full path to the script and
the attribute to be validated that is located in the instance. The script returns an
integer with number 1 to check the correct execution. Modify the last script line with
the following code:

VAR SCRIPT RESULT=1"

This code line sends a correct value to a case packet variable for checking the correct
execution of the script.

For example, com.hp.ov.activator.nfv.name script.sh

Validation must be self-programmed into the script.

7.3.2.4 Regular Expression

This method checks the content of the value located in the destiny variable with a
pattern defined in the attribute REGULAR_EXPRESSION.

For example, if you want to check whether the attribute value contains a character,
enter the character in the REGULAR_EXPRESSION field.

This mode of validation happens only when you complete another one of the modes
of validation. The order to check the modes is the following:

1. Range validation
2. Java method

3. Script method
4

Regular Expression
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7.3.3 Range

You can add another policy (POLICY:ENTITY_RANGE) to the Create Instance from
Template operation. This policy allows the opportunity to create more than one
instance in a single time of concrete artifacts.

7.3.3.1 Configuring the policy

The DEFAULT_SCALE_OUT indicates the number of instances to create. The MAX
attribute controls the maximum number of instances that the NFV Director can have.

MAXD:|5 | Type:NUMBER | unicNUMBER |

min o | Type: NUMBER | unit|NuMBER |

DEFAULTD:|2 | Type:|NUI‘u'IBER | Unit:|NUMEER |
DEFAULT_SCALE_OUTD:|2 ‘ Type:|NUMBER ‘ Unit:|NUMBER |
DEFAULT_SCALE_IND:|Type | Type:|NUMBER | Unit:|NUMBER |
SCALE_MANDATORY_TYPED:|MUST | Type:|TF_XT | Unit:|TEXT |

Figure 87 Policy Range

For example, if the policy is applied over a VNF_COMPONENT with two instances,
the DEFALUT_SCALE_OUT = 2, and MAX = 3, the policy can create only one
instance as the maximum is 3.

7.4 Virtual Machines and VNF lifecycle

This section explains the Virtual Machines lifecycle. The different status on Virtual
machines can be checked on status field on NFVD interface and CS8 interface.

7.4.1.1 Start Virtual Machine

The initial status is:
VNF->ENABLE
VIRTUAL MACHINE > STOPPED/SHUTOFF
MONITOR - STOPPED

First step:
VNF->LOCKED
VIRTUAL MACHINE - STOPPED/SHUTOFF
MONITOR - STOPPED

Second step:
VNF->LOCKED
VIRTUAL MACHINE -> ACTIVE/ACTIVE
MONITOR - STOPPED

Third step:
VNF->LOCKED
VIRTUAL MACHINE > ACTIVE/ACTIVE
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MONITOR - STARTED
Final status is:
VNF->ENABLE
VIRTUAL MACHINE > ACTIVE/ACTIVE
MONITOR - STARTED

@vm—OK—P Start Monitors
AllOK ‘

Error

OK Response with

. Error Response
waming

Figure 88 Procedure for Start virtual machine

7.4.1.2 Stop Virtual Machine

The initial status is:
VNF>ENABLE
VIRTUAL MACHINE > ACTIVE/ACTIVE
MONITOR > STARTED

First step:
VNF->LOCKED
VIRTUAL MACHINE > ACTIVE/ACTIVE
MONITOR > STARTED

Second step:
VNF->LOCKED
VIRTUAL MACHINE -> ACTIVE/ACTIVE
MONITOR - STOPPED

Third step:
VNF->LOCKED
VIRTUAL MACHINE > STOPPED/SHUTOFF
MONITOR - STOPPED

Final status is:
VNF>ENABLE
VIRTUAL MACHINE > STOPPED/SHUTOFF
MONITOR - STOPPED
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Figure 89 Procedure to stop virtual machine

7.4.1.3 Scale Up/Down

VMs Monitors

Start S
(FORCE 5TOF) ° Scale (inwentory) Seale [Pre-fActivation]
e Aetivation e
Bctivation

[Resize}
e 3 A ser Focz 500 STOPPED
e |Confirm Resize] e
ot Activation
[Verify ':=i=ﬂ (Resize) Scale [Post-fctivetion)

Figure 90 Virtual machine lifecycle
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VNF

End Scale

Figure 91 VNF lifecycle

7.5 Examples

This section explains two examples of the procedure to create VNF.

7.5.1 Example with Range Policy
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VNF

I APPLY
INCLUDE

v

VNF_COMPONENT ¢———OVER

POLICY:ENTITY_RANGE

INCLUDE
POLICY:ENTITY_ASSIGN -APPLY__| VIRTUAL_MACHINE —APPLY
USES—
USES USES USES
i \ 4 l l
VIRTUAL_DISK VIRTUAL_MEMORY VIRTUAL_CORE VIRTUAL_PORT

Figure 92 Template example with range policy

7.5.1.1 POLICY:ENTITY_RANGE parameters

~ RANGE

MAXD:|5 | TypenuMeER | unit|numeer |

min :|1 ‘ Type:|NUMBER | UniI:|NUMBER ‘

DEFAULTD:|1 | Type:|NUMBER | Unil:|NUMBER |

DEFA[ILT_SCAI_E_OLITD:‘1 | Type:‘NUMEER | Uni[:‘NUMBER |

DEFAULT_SCALE_IND:‘I | Type:|NUMBER | Unil:|NUMBER |

SCALE_MANDATORY_T\‘PED:|MUST | Type:|TEXT ‘ Unit:|TEXT ‘

Figure 93 POLICY:ENTITY_RANGE parameters
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7.5.1.2 Instances

APPLY——
l {NCLUDE: {NCLUDE

1

UNF_COMPOKERT —WERA@—DVER— WKF_COMPONENT
INCLUDE I—lNELUDE

PI.'F— VIRTLIAL_MSCHIKE —APPL‘{ PPL\'— VRTLAL_MACHINE PL'F
l—MESTUSESJ—USESTUSES—l l—wEs—IUSE! uses 1U‘EE l

WIRTUAL CIEK WIRTUAL MEMORY VIRTUAL CORE WIRTUAL_PORT VIRTUAL DISK WRTUAL_MEMORY VIRTLAL_CORE VIRTUAL FORT

Figure 94: Instance result of template example with range policy
Doing the operation in the VNF and with the parameters set this way:
DEFAULT= 1, MAX=5,
A VNF is generated with 2 VNF_COMPONENT as child components of the VNF.

If the VNF_COMPONENT does not have the POLICY:ENTITY_RANGE, the same
instances tree is generated that is mentioned in the templates.

Note

You can create an instance only if the validation is correct.

7.5.2 Example with Assign Policy
7.5.2.1 POLICY:ENTITY_RANGE parameters for assign policy

I\"IAXD:|3 | Type{NUMBER | unit/NuMBER |

min ) | Type:[NuMeER | unit{NuMBER |

perauLT s | Type{NUMBER | uni/numeER ‘
DEFAULT_SCALE_ouT [ | Type{NUMBER | unit/NumBeR |
DEFAULT,SCALE,IND:|I | Type: NuMBER | unit[NUMBER |
SCALE_MANDATORY_TYPE Iuust | Type:frEcT | unit|rext |

Figure 95 Example Policy Assignment
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7.5.2.2 Instances

VNF

INCLUDE

v

VNF_COMPONENT

INCLUDE

POLICY:ENTITY_ASSIGN APPLY— VIRTUAL_MACHINE —APPLY3{ POLICY:VALUE_VALIDATION

USES—‘ |
USES™ ] USES
APPLY-: >
POLICY:ENTITY_RANGE
VIRTUAL_CORE VIRTUAL_CORE VIRTUAL_CORE | €&——OVER
+ ’Ai‘ OVER
OVER:

Figure 96 Instance result of Template example with assign policy

In this case, the policy creates two VIRTUAL CORE instead of 4, because the MAX
is 3.

7.6 Inside Orchestration

This is the first step in getting a view over the complete orchestration process.

—PM—V PREPROCESS M POSTPROCESS

Starting from a complete VNF template, the first process is to create an analogue
VNF instance tree, where the policies described above are applied.
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Chapter 8

VNF Resource assignment

8.1 Assignment Process

The Assignment process is the second major process involved in the global creation
process. This process creates relationship between elements of instance tree created
during instantiation and a pool of resources, which is another artifact tree. To create
relationship between elements, you should define the elements the artifact instance
consumes and the resources to which these instances can be allocated.

The instances tree and resources tree are artifact instances, which can be defined as:
e Artifacts instance tree—an instance tree created from artifact tree template.

e Resources tree—an instance tree used as resources to be consumed by the
artifact instance tree.

8.2 Policies

The following sections describe the policies involved in resource assignment process.

8.2.1 Assignment relationship

Assignment relationship is defined as a hierarchical tree of relationship to assign
instances to resources. The following illustration provides an overview.

POLICY:ASSIGNMENT_RELATIONSHIP

POLICY:ASSIGNMENT_GROUP
artifactDefinitionToGroup: GENERIC:VIRTUAL_MACHINE
esourceDefinition: GENERIC:SERVER

POLICY:ASSIGNMENT_GROUP
artifactDefinitionToGroup: GENERIC:VIRTUAL_MACHINE
esourceDefinition: GENERIC:POOLIP

CONTAIN

CONTAINS

l CONTAINS

POLICY:ASSIGNMENT_TARGET
artifactToAssignDefinition: VIRTUAL_CORE
esourceDefinition: GENERIC:CORE

POLICY:ASSIGNMENT_TARGET
artifactToAssignDefinition: GENERIC:VIRTUAL_MEMORY
esourceDefinition: GENERIC:MEMORY

POLICY:ASSIGNMENT_TARGET

artifactToAssignDefinition: GENERIC:VIRTUAL_PORT
esourceDefinition: GENERIC:IPADDRESS

Figure 97 Policy Assignment Relationship hierarchical tree

8.2.1.1 ASSIGNMENT_RELATIONSHIP

This artifact is only a reference to grouping different kinds of relationships that you
want to create. This artifact is the parent of elements that contain and define the
relationship that you want.
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View Artifact Definition %

Languag T
POLICY:ASSIGNMENT_RELATIONSHIP:::

~ GENERAL

Namel ;| type | unie: 2T |
Typel [ | type: L | unie:[27 |
— P e |

Possible Parent Artifact Relationships

Figure 98 Policy Assignment Relationship
It can have only one type of child: ASSIGNMENT_GROUP.

8.2.1.2 ASSIGNMENT_GROUP

This artifact represents a logical association between equivalent elements from
instances and resources. For example, a virtual machine might be allocated inside a
physical server. This representation does not involve a creation of a final relationship
in the database and is meant only as a reference.

The representation is used to reduce and group final resource targets for low level
instances. For example, when you define an assignment group between virtual
machines and physical servers, you are defining that all elements of a virtual machine
including vCore or memory (detailed and defined in ASSIGNMENT_TARGET policy)
must have a direct and real relationship stored in the DB with resources under
physical server artifact (core, memory, and so on).

This policy has an implicit validation. The resource candidate must have enough
capacity to hold the instance. In other words, the final target resource candidate
amount (cores, memory) must be greater than the artifact instance amount (vCores,
memory) that you want to allocate on it.

14018953671031:POLICY:AS SIGNMENT_GROUP:

GENERAL

STATUS

artifactDefinitionToGroup| L1/ TUAL MACHINEGENERIC | pypes[TEXT | unie: 757 ‘
i innEHSEF /ER:GENERIC | Type:TXT | unie:[TET |
relationshipTypeCount List| J}[ALLOCATED EES Y |

Parent Artifact Relationships

Child Artifact Relationships

Figure 99 Policy Assignment Group
Attributes under the Group category are the following:

o artifactDefinitionToGroup: Definition of the instances that must be related and in
the NFVD Format
(<Family>:<Category>:<Group>:<Type>:<SubType>:<Version>).

e resourceDefinition: Definition of the resources where the instances are related
and in the NFVD Format
(<Family>:<Category>:<Group>:<Type>:<SubType>:<Version>).

¢ relationshipTypeCountList: comma separated list of types of relationship that
counts as consumer for resources. Typically ALLOCATED.

It can have only one type of child: ASSIGNMENT_TARGET.

113



8.2.1.3 ASSIGNMENT_TARGET

This policy identifies the relationship that the assignment process creates in the
database. The policy defines the final elements that are related between, for
example, vCores and physical cores or virtual memory and physical memory.

The assignment process gets all instances from the instances tree defined by the
artifactDefinitionToGroup attribute in the Assignment group policy and a valid
resource from the resources tree defined by the resourceDefinition attribute in the
Assignment group policy.

Then it creates each relationship defined in the assignment targets.

14018957787 561:POLICY:ASSIGNMENT_TARGET:

GENERAL

STATUS
TARGET

an|faclTnAss|gnDefinmnn@ ‘ RTUAL_CORE:GENERIC | Type: ‘ | Unit: |
resnurceDeﬁnmon@ ‘ i
relatlonshlpTypelE| \LLOCATED

Child Artifact Relationships

| TYDE| | Unl“ |

| Type:|_51_ | Uni1:‘_5\_ ‘

Figure 100 Policy Assignment Target
Attributes under TARGET category are the following:

o artifactDefinitionToGroup: Definition of the instances that must be created for the
relationship and in the NFVD Format
(<Family>:<Category>:<Group>:<Type>:<SubType>:<Version>).

e resourceDefinition: Definition of the resources where the instances are related
and in the NFVD Format
(<Family>:<Category>:<Group>:<Type>:<SubType>:<Version>).

e Relationshiptype: Type of relationship that will be created between resource and
artifact.

8.2.2 Over_subscription

All instances count as 1 as amount, unless it has an attribute name INFO.Amount
that indicates a different amount.

Some resources around virtualization can have over-subscription to allocate more
instances that the amount permits. To do so, you can define an over-subscription
policy attached on that resource.
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View Artifact Definition %

tanguage ET I N
POLICY:OVER_SUBCRIPTION:

~ GENERAL
Name@:‘.‘e o | Tvpe:| o | Uni1:| |
Type@:| s ‘ Type:‘ - | Uni1:| o |
Description@:|’%:’:": on ‘ Type:| = | Uni1:| = |
~ OVER_SUBCRIPTION
RatelEH ‘ Type:‘ e | Uni1:| e |
MIN@:|' | Type:‘ e | Uni1:| R ‘
MAK@:| | Type:| S ‘ Unit:‘ e |

RELATIONSHIP,TYPE@:FLL.: CATED

Possible Parent Artifact Relationships
Possible Child Artifact Relationships

Figure 101 Policy Over Subscription
Attributes under OVER_SUBSCRIPTION category are the following:

e Rate—Ratio of over-subscription. The final amount is calculated as INFO.Amount
per Rate. For example, a core with amount 8 and over-subscription rate as 2, has
a final amount of 16.

e RELATIONSHIP_TYPE—not used on this release. It indicates the relationship of
over-subscription.

e MIN—not used on this release.
¢ MAX—not used on this release.

An over-subscription policy can be attached over any artifact that is defined. If this
policy is included in a template, you should create a relationship, because a parent
artifact template is instantiated.

8.2.3 Affinity

Sometimes you may have to allocate some instances over the same resource (two
virtual machines in the same location) or these instances need to share another
resource (some ports over same network). In these scenarios, you should define an
Affinity policy that applies over some instances and share the same final resource.

Affinity policy works like an Assignment relationship policy, where you designate
which particular elements to get together. For those instances, the same rules apply
as that of the assignment policies.

Assignment policies are general rules to create relationship. For all artifacts defined
for group policy, their target relationship policies are applied. Otherwise, you can
define different affinity policies to group concrete artifacts and apply only on the
subset of its elements.

For example, a general policy is available to assign virtual cores and memory over
physical core and memory and virtual ports to IP address on a server. You can define
an affinity policy because you need some of the virtual machines to be created over
the same location (only applies to core and memory, but not the relationship between
ports and IP address).
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View Artifact Definition %
Languas TR

POLICY:AFFINITY::

~ GENERAL

Name|E|:‘MmE ‘ Tvpe:‘TE".T ‘ Uni1:|TE"'T |

Type 04T | vpe T | unie: 7 |
Description [1:| "~/ 71" | Tvpe: | unie: BT |
AFHNIT,(_TARGE.@:|SEF.';EF. GENERIC | Twe:|TEaT | Uni1:|:'Fﬂ::'CT—T'TFE |
FomETHODID: [ o0 P |
LEVE'—IE:‘CI ‘ TvDe:|I\I'|":EEF' ‘ Unit:|"""""EEF' |

Possible Parent Artifact Relationships

Possible Child Artifact Relationships

Figure 102 Policy Affinity
Attributes under AFFINITY category are the following:
o Type

o MUST—If the resource is not a valid resource to allocate all artifacts, the
process returns an error.

o SHOULD—If the resource is not valid, the assignment ignores the affinity
policy.

e AFFINITY_TARGET—Definition of the resources which the affinity instances are
related and in the NFVD Format
(<Family>:<Category>:<Group>:<Type>:<SubType>:<Version>).

¢ FINDMETHOD—not used in this release. This attribute contains a search method
to narrow the entire list of resources.

e LEVEL—not used in this release.

8.2.3.1 Relationship

If this policy is included in a template, you should create a relationship of the APPLY
type, because a parent artifact template should be instantiated. You should have
defined it earlier.

e Must have at least one relationship of the type APPLY over another artifact
(group of affinity). It must be defined earlier.

e Must have at least one relationship of type CONTAINS over a policy
ASSIGNMENT_GROUP.
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POLICY:Affinity
AFFINITY_TARGET: GENERIC:RACK

POLICY:ASSIGNMENT_GROUP
VIRTUAL_MACHINE & e Vo S/ R artifactDefinitionToGroup: GENERIC:VIRTUAL_MACHINE
esourceDefinition: GENERIC:SERVER

4 PPLY FCONTAINJ ONTAINS l

POLICY:ASSIGNMENT_TARGET
artifactToAssignDefinition: VIRTUAL_CORE
esourceDefinition: GENERIC:CORE

,,,,,,,,,,,,,,,

POLICY:ASSIGNMENT_TARGET
artifactToAssignDefinition: GENERIC:VIRTUAL_MEMORY
esourceDefinition: GENERIC:MEMORY

Figure 103 Policy: Apply Relationship

8.3 Process Description

This section provides an overview of the assignment process, how to apply the
policies listed in the previous sections, and how final relationships are created.

This process needs the following tree input parameters:
e artifactTreelD—Parent artifact ID of instances tree that needs to be allocated.

e resourceTreelD—Parent artifact ID of resources tree which can allocate
instances.

e assignmentRelationshiplD—Assignment relationship ID.
Use the following procedure to assign the affinity policies:

1. Assign the artifacts that have affinity policies associated.
The process queries all affinity policies and their groups and target of

assignment.

LiINCLUDE INCUUDE
INCLUDE INCLUDE
VIRTUAL_MACHINE VIRTUAL MACHINE

yses USES
USLS usss

 visrun_core | i VIRTUAL CORE i

oY :Affinity
FFINTY_TARGET: GENERICRACK

:ASSIGNMENT_GROUP
roup: GENERICVIRTUAL MACHINE

INCLUDE

VIRTUAL MACHINE S N’W
POLICY:ASSIGNMENT_TARGET POLICY:ASSIGNMENT_TARGET
ar nDefintion: VIRTUAL CORE artifactToAssignDefinition: GENERICVIRTUAL_MEMORY

i USES ition: GENERIC:CORE. esourceDefinition: GENERIC:MEMORY

Figure 104 Policy Assignment process

For each affinity policy found:

e It queries all affine artifacts and calculates total amount of all policy targets
defined in the affinity policy tree.

e It queries the resource tree for all resource candidates identified by the
AFFINITY_TARGET attribute on the Affinity current policy. For each resource
candidate, the free amount of current candidate is compared with total amount of
all affine artifacts.

If this resource can contain all artifacts, it proceeds to assign these affine artifacts
to this resource (following the group and target policies). If not, it tries with the
next resource candidate.
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Data Center

ICONTAINS

CONTAIN1

INCLUDE INCLUDE
USES USES USES

v USES

CORE CORE

MEMORY MEMORY

Figure 105 Policy Assignment Flow

Each assignment group of affinity policy is queried for all resources (children of
affinity resource candidate) defined in the resourceDefinition attribute and all artifacts
instances identified by the artifactDefinitionToGroup attribute.

l
. =
m i

| | |

1

NCywoE INCLUDE

Figure 106 Policy Assignment Group

2. For each artifact and resource queried by the group policy, all target policies are

queried.
POLICY:Affinity
AFFINITY_TARGET: GENERIC:RACK

ONTAIN

POLICY:ASSIGNMENT_GROUP
artifactDefinitionT oGroup: GENERIC:VIRTUAL_MACHINE
resourceDefinition: GENERIC:SERVER

FCONTAINS

POLICY:ASSIGNMENT_TARGET
artifactToAssignDefinition: VIRTUAL_CORE

POLICY:ASSIGNMENT_TARGET
artifactToAssignDefinition: GENERIC:VIRTUAL_MEMORY

esourceDefinition: GENERIC:CORE esourceDefinition: GENERIC:MEMORY

Figure 107 Query Target Policies

3. Query again for artifacts, including all child elements defined for each assignment
target policy.
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POLICY:Affinity
AFFINITY_TARGET: GENERIC:RACK

ONTAIN l

POLICY:ASSIGNMENT_GROUP
artifactDefinitionToGroup: GENERIC:VIRTUAL_MACHINE
resourceDefinition: GENERIC:SERVER

| rCONTAINS_,

POLICY:ASSIGNMENT_TARGET
artifactToAssignDefinition: VIRTUAL_CORE

1 PPL
INCLUDE

=

INCLUDE

!

VIRTUAL_MACHINE VIRTUAL_MACHINE e e Ll R

USES USES
USES USES
VIRTUAL_CORE l VIRTUAL_CORE l

VIRTUAL_MEMORY VIRTUAL_MEMORY

esourceDefinition: GENERIC:CORE

Figure 108 Query artifact for assignment target policy

4. Perform the same steps with resources.
CONTAN!CONTAIN

POLICY:Affinity
AFFINITY_TARGET: GENERIC:RACK CONTAINS
POLICY:ASSIGNMENT_GROUP i
resourceDefinition: GENERIC:SERVER

&

INCLUDE INCLUDE
v )
FCONMIN m m
USES
v USES U SEvS USES
POLICY:ASSIGNMENT_TARGET POLICY:ASSIGNMENT_TARGET
artifactToAssignDefinition: VIRTUAL_CORE artifactToAssignDefinition: GENERIC:VIRTUAL_MEMORY
esourceDefinition: GENERIC:CORE resourceDefirition: GENERIC:MEMORY
MEMORY MEMORY

Figure 109 Query Resources for assignment target policy

5. Final instances and resources of each artifact are placed in the descending order
and resources are placed in ascending order.

6. Assign if the resource allows an artifact.

INCLUDE

USES
A4

USES

VIRTUAL_MACHINE VIRTUAL_MACHINE

USES CORE
3 l

VIRTUAL_CORE l VIRTUAL_CORE
A
VIRTUAL_MEMORY VIRTUAL_MEMORY

MEMORY

ALLOCATED:

ALLOCATED

Figure 110 Assign Resource Artifact
Note

If the relationship already exists, it is assumed that it was created in the
previous affinity of assignment process, but not reported as an error.

7. When all affinity policies are processed, a generic assignment process is
launched, following similar steps as that of affinity, but on the resource tree.
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For each assignment group policy, all resources defined in the resourceDefinition
attribute and all artifacts instances identified by the artifactDefinitionToGroup attribute

—

VIRTUAL MEMORY

Figure 111 Query resources in Assignment Group policy

8. Each artifact and resource is queried for target policies and group policies.

POLICY:ASSIGNMENT_RELATIONSHIP

CONTAINS

POLICY:ASSIGNMENT_GROUP
artifactDefinitionT oGroup:

GENERIC:VIRTUAL_MACHINE
resourceDefinition: GENERIC:SERVER

\.ONTAINSﬁ

POLICY:ASSIGNMENT_TARGET
artifactToAssignDefinition:
GENERIC:VIRTUAL_MEMORY

CONTAINS

POLICY:ASSIGNMENT_TARGET

artifactToAssignDefinition: VIRTUAL_CORE
esourceDefinition: GENERIC:CORE

esourceDefinition: GENERIC:MEMORY

Figure 112 Query Target policy and Group policy for artifact and
resource

9. Query again over artifact all children defined for each assignment target policy

CONTAINS
INCLUDE:

cljuoe -
INCLUDE: POLICY:ASSIGNMENT_GROUP
v . :
CHI

\NCLUDE INCLUDE INCLUDE
artifactToAssignDefi
esourceDefinition: GENI
VIRTUAL_MACHINE
USES USES USES
v USES USES USES
|

Figure 113 Query Assignment Target Policy for artifact children
10. Perform the same steps with resources.
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POLICY:ASSIGNMENT_RELATIONSHIP
Data Center

CONTAINS
A4

POLICY:ASSIGNMENT_GROUP

ICONTAIN CONTAINi
artifactDefinitionToGroup:
GENERIC:VIRTUAL_MACHINE

resourceDefinition: GENERIC:SERVER

INCLUDE INCLUDE
k4
POLICY:ASSIGNMENT_TARGET POLICY:ASSIGNMENT_TARGET E
i i : . USES
artifactToAssignDefinition: VIRTUAL_CORE . - USES USES USES

esourceDefinition: GENERIC:CORE

I
MEMORY MEMORY

Figure 114 Query Assignment Target Policy for Resource Children

11. Final instances and resources of each artifact it will be ordered from greater to
lower and resources will be ordered from lower to greater, and try to assign if the

resource can allow artifact.

INCLUDE INCLUDE
A4 A4
VIRTUAL_MACHINE VIRTUAL_MACHINE m
USES USES

USES

USES USES

l
MEMORY

If the relationship already exists, it is assumed that it was created in the
previous affinity of assignment process, but not reported as an error.

VIRTUAL_CORE l VIRTUAL_CORE l MEMORY

VIRTUAL_MEMORY VIRTUAL_MEMORY

ALLOCATED

LLOCATED"

Figure 115 Assign artifact to Resource

Note

8.4 Inside Orchestration

Getting a view over complete orchestration process:

Create Instance PREPROCESS POSTPROCESS
From template

When the VNFs are instantiated, the new instances must be allocated or reserved
within a concrete resource pool.
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Chapter 9

VNF Scaling

9.1 Scale-in

The scale in operation is built to decrease, assign, and activate resources on the
instance tree. For example: one virtual machine with 2 children (Virtual Cores).

Actually this operation can be called only from a VNF artifact.

Instance Parent

Virtual Machine

Range Policy
Instance Child Instance Child

Min Value 1
Virtual Core Virtual Core

Scale In 1

N WORFLOW START

SCALE OUT
OPERATION

FINISH

Instance Parent

Virtual Machine

Instance Child Range Policy

Virtual Core Min Value 1

Scaleln 1

Figure 116 VNF Scale In

You can decrease the number of Virtual Cores according to the policy range using
the scale-in operation. The Scale-In operation is also responsible for un-assigning
and activating the resources.

For more information about Policy Range, refer to the 7.3 Policies section.

Particular Case:
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When scale in workflow is called, it tries to scale as many elements as possible. If any
element tries to scale below the minimum, it does not scale. However, the workflow
continues scaling other components and displays a warning.

For example, consider a scenario where a 2 Virtual machine VNF starting as:
VM1 = 5 instance, VM2 =5 instance, where

VM1 default=5, scale in=5, min= 2,

VM2 default=5, scale in=1, min=1

If it tries to scale, the result is VM1 =5 instance, VM2 = 4 instance 1, because VM1
cannot scale below the minimum but VM2 can.

9.1.1 Launching the Workflow

1. Select Instance > Artifact Instances.

2. Right-click the instance template and select the Scale In option.

& 2 wrvpirector
B 2 pefinitions
= ) Instances
B 3 artifact Instances

O = 14025834620251:VIRTUAL_CORE: GEN
O =5 14025834634761:POLICY :WALUE_VAL
3 ] Templates

- _View Artifact Instances

51' Edit Artifact Instance

¥ Delete Artifact Instance

Ef Create Instance Child

& child of...

Ef Download Artifact Instance

- _New View Artifact Instance
¥ Delete Artifact Instance Tree

&

EI? Scale In

!I Eca (5 UD: EDWH

Figure 117 Scale In: Workflow launch

3. Check the Instance ID.

Scale In

Hame Value Description

[=)=] nstances
D o (2025834820251 VIR TUAL_CORE:GENERIC:zi::
O & ToweswmweswrarfroL1Cr vALUE_VALIDATION K | Reset
) D Templates

Instanse 10 14025834620251

Figure 118 Scale in: check Instance ID

4. Click the OK button to scale.

Scale in

B2 tnstances Name Value Description

B O artifact instana
rifact Instances Instance 1D 4025834620251

D & MeorswsmesrrerfhoLICY:VALUE_VALIDATION::::: OK | Reset
B2 Templates

Figure 119 Scale In: confirm operation

The workflow is launched and the scale is done.
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9.1.2 Scale in operation
Scale in operation is in charge of decreasing the amount of resources.

It starts checking the Instance ID and getting the artifact associated to this ID. After
getting the artifact the operation continues getting the template associated with the
instance.

From Template

Instance ID Associated

Figure 120 Scale In: get associated template

With the instance located the next step is to get all template children and check one
by one whether it is a policy or not.

From
parent
template

All children
Template

Figure 121 Scale In: get all template children

If it is not a policy, the template Id is gotten and the scale in operation is called to
apply it recursively.

All children Scale In
recusively

templates

Figure 122 Scale In: Perform operation recursively

If it is a policy, the template id is gotten and all the children to get all the policies are
called.

After policies evaluated and confirmed the process continues getting all the
relationships between templates parents and children and calling create instance
from template to create the new instances.
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Create
instances
from
template

Geta all
children

relationship

Figure 123 Scale In: Create new instance from template

Later, the operation gets all the relationships and checks the minimum range value of
the scale in.

After that the scale in operation is finished.

Policy
conditions

checked

Figure 124 Scale In: Check policy

9.1.3 End-to-End Example

Scale out
operation
finished

A Policy Node is available with DEFAULT=4, MIN=2 and DEFAULT_SCALE_IN=2. It
also has OVER Parent Relationship to VIRTUAL_CORE.

Inventory  Class Views  Instance Views

D artifact Instances
E O Templates
B O artifact Templates.
) & 13967530096521 :VNF_COMPONENT GENERIC: 12
) & 13967530401261:VNF_COMPONENT GENERIC:
O] & 13987931448041:VIRTUAL_COREIGENERIC:::5:
og VIRTUAL |

O & 13967231808161:VIRTUAL_DISK:GENERIC:::::
) & 13967832144371:VIRTUAL_DISK:GENERIC:::::
O & 13987932249631 :\VIRTUAL_MEMORY:GENERIC:: ::
[ & 1398792556911 :VNFIGENERIC: 11 ¢
[ & 13087932326981 :\VIRTUAL_CORE:GENERIC:::::
o VIRTUAL_|

O & 13993538026961:POLICY:ENTITY_RANGE:
og VIRTUAL |

[View Artifact Templates %
~ RANGE

oerauT scate our | Ty e | onic

INUMBER

DEFAULT SCALEIN T 2 | Tyve: uumser | unit

INUMBER

scALE MaNDATORY_TvpE [:juusT | Typefracr | unic
ET—

MAXD:‘S | Tvpe:nuveeR | umi:

INUMBER

v 2 | Typesnumser | unit

INUMBER

oeraut e | TvpenuveR | unie:

INUMBER

~ Parent Artifact Relationships.

Family: VIRTUAL CORE | category: ceneric |

CrDup:‘ | Type:l ‘

SubType: Version: &

Figure 125 Scale In Example: define policy

The Artifact Template Tree is available with these relationships.
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Figure 126 Scale In Example: Artifact Template Tree

5. Create instance from the desired template.

B O anifact Defivtions Neme

Value

Create Instance from Template

Description

B O trstances

0D artoct rstances e,
OO Tensines
O O Andact Temoistes
o
O F 19e7sa214e871viRTuML Disic| - View Arofoct Templaes

O F 1semazaesenvirua_memo S Edt Afact Template
O & 13587932336581:VIRTUAL_CORe] K Delete Artifact Template
O 13587932642291:VIRTUAL MAOY [ Creste Artifact instance
& MACH, [l Creste Temgiate
ouponenT

o

o#F 2 : =
O 8 13987930401261:VNF_COMPONENT-GENERIC: ::
O 13567931448041:VIRTUAL_CORE:GENERIC:::::

O 6 13587921652151:VIRTUAL MEMORYIGENERIC::
O F 13567931808161:VIRTUAL DISKIGENERIC: 111

1398792586911

Figure 127 Scale In Example: Create Instance from Template

6. Create the same Artifact Instance Tree with the same relationships.
7. Create 4 VIRTUAL_CORE Instances as policy index.
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Figure 128 Scale In Example: Create Virtual Core Instance

The DEFAULT_SCALE_IN parameter is the number of instances you want to delete
(scale).

The MIN parameter is the minimum of instances you must have.

You can get the Scale In operation if: MIN>=Instance amount in BBDD -
DEFAULT_SCALE_IN.

-+
B O oefintions
OO 1nstances

B0 antect tnstances

£ W oo )

O 14008447834961:WNF_COMPONENT:GENERT

0§ o wovecos | [

O F 14008447863351: VIRTUAL_CORE:GENERIC:

O & 14008447872031:VIRTUAL_DISK:GENERIC: = aax .55 Type: NUMEER Unit: NUMBER

O & 14008447887651:VIRTUAL_MEMORY:GENER i

O F 14008847504751:VNF_COMPONENT.GENERI o Type: NUMBER Unit/NUMBER

O 5 14008447925941:VIATUAL_MACHINE: GENE o

O F 14008447547821:VIRTUAL_CORE:GENERIC: peFauLT 2 Type: NUMBER Unit: NUMEER

O F 1acosas7956; (TUAL_CORE:GENERIC:
O F 1400847970991 VIRTUAL_MEMORY:GENER
O ' 1400844798385 1:VIRTUAL_DISK:GENERIC:
O 5 14008448019781:POLICY:ENTITY_RANGE::
OO Temputes SCALE.MANDATORY. TYPE 2 MusT Type: TEXT Unit: TEXT

DEFAULT_SCALE.OUT ;2 Type: NUMEER Unit; NUMBER

DEFAULT.SCALEIN {70 Unit NUMEER

Figure 129 Scale In Example: Condition for scale in

Consider the parameters on the instance and not on the template.

In this case, 4 VIRTUAL_CORE instances depending on the POLICY are available.
MIN=2, DEFAULT_SCALE_IN=2 2<=4+2

The Scale In deletes 2 instances (DEFAULT_SCALE_IN parameter).

If the parameters do not satisfy the equation, the Scale In operation fails and does not
delete any instance.

Apply the Scale In operation as a basic test.
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Scale In

Name Value Description

Instsnce D 14012060732281
< View Artfact Instances OK | [ Reset
724| B Edit Atifoct Instance
X/ Delete Artifact Instance
B Creste Instance Child
B critg o...
O & 1401206080956| [ Download Artifact Instance
O F 1401206083038{ | ew View Artfact nstance
O 1601206087595 28 1 Aot Tnstacce Tree
O & 1201206088815| & scole ot
O & 1401206092451
og & Scale1n
O & 140120655321 11:VIRTUAL_CORE:GENERIC:::::
52 Templates
O D arfact Templates

Figure 130 Scale In Example: Test

Delete 2 instance children depending on the POLICY.
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Figure 131 Scale In Example: Test Verification

9.1.4 Recap of End Messages

9.1.4.1 Errors
e 5001: Artifactinstanceld is a mandatory input parameter.

e 5002: Artifact Instance with instanceld = %INPUT_INSTANCEARTIFACTID%
does not exist in the system.

e 5003: Error delete instance from template.

e 5004: Recursive call failed.

9.1.4.2 Successful ends
e 0: Workflow ends ok.
e 0: OK. SCALE OUT Operation was not possible to do in all artifacts.
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9.2 Scale-out

The scale out operation is built to generate, assign, and activate new resources on
the instance tree. For example, if you have one virtual Machine with 1 child (Virtual
Core), running the Scale Out operation increases the number of Virtual Cores
according to the policy range.

Actually this operation can be called only from a VNF artifact.

The Scale Out operation manages the resource assignment and the activation. For
more information about Policy Range, refer to the 7.3 Policies section.

Instance Parent

Virtual Machine

Range Policy

Instance Child

Max Value 2
Virtual Core

Scale Qut 1

SCALE ouT WORFLOW START

SCALE OUT
OPERATION

SCALE ouT WORKFLOW FINISH

Instance Parent

Virtual Machine

Range Policy

Instance Child Instance Child
Max Value 2

Virtual Core Virtual Core

Scale Qut 1

Figure 132 Scale Out
Particular case:

When the scale out workflow is called, it tries to scale as many elements as possible.
If any element tries to scale above the maximum limit, it does not scale. However, the
workflow continues scaling other components and displays a warning.

For example, consider a scenario where 2 virtual machine VNF starting as:
VM1 = 1 instance, VM2 = 1 instance, where

VM1 default=1, scale out=5, max= 2,

VM2 default=1, scale out=5, max= 10

If it tries to scale, the result is VM1 = 1, instance VM2 = 6 instance 1, because VM1
cannot scale above the maximum but VM2 can.
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9.2.1 Launching the Workflow

1. Select Instance > Artifact Instances.

2. Right-click the instance template and select the Scale Out option.

NFVModel/NFVDView o Scale Out

O 2 nrvbirector
[ 2 pefinitions
E 2 1nstances Name
B 2 artifact Instances
O ‘=": 14025834620251 :VIRTUAL CORE:GENERIC:::
| ‘:’Y 14025834634761:POLICY :WALUE_WALIDATION
D Templates

Instance |0

3 . View Artifact Instances

ﬂ Edit Artifact Instance

¥ Delete Artifact Instance

B‘: Create Instance Child

& child of...

@? Download Artifact Instance
3 . New View Artifact Instance
¥ Delete Artifact Instance Tree

& Scale In

@? Scale Up/Down

Figure 133 Scale Out: Launch Workflow
3. Check the Instance ID.

Scale Out

Name Value Deseription

=

Reimsoraris cache (Oenal

oK || Reset

Figure 134 Scale Out: Verify Instance ID
4. Click the OK button to do the Scale.

Scale Out &
Scale Out

Name Value Description

==

Reimsoraris cache (Oenal

Figure 135 Scale Out: Confirm operation

The workflow is launched and the scale is done.

9.2.2 Scale-out operation
Scale out operation takes care of increasing the amount of resources.

It starts checking the Instance ID and getting the artifact associated to this ID. After
getting the artifact the operation continues getting the template associated with the
instance.
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Template
Associated

From
Instance ID

Figure 136 Scale out: query associated template

With the instance located the next step is to get all template children and check one
by one whether it is a policy or not.

From
parent
template

All children
Template

Figure 137 Scale out: query template children

If it is not a policy, the template Id is gotten and the scale out operation is called to
apply it recursively.

All children Scale out
recusively

templates

Figure 138 Scale out: apply scale out recursively

If it is a policy, the template id is gotten and all the children to get all the policies are
called.

After policies evaluated and confirmed the process continues getting all the
relationships between templates parents and children and calling create instance
from template to create the new instances.
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Geta all Create
children instances

relationship from
template

Figure 139 Scale out: create instances from template

Later, the operation gets all the relationships and checks the maximum range of the
scale out.

After that the scale out operation is finished.

Policy Scale out
conditions operation
checked finished

Figure 140 Scale out: operation completed

9.2.3 End-to-End Example

A policy node is available with DEFAULT=2, MAX=5, and
DEFAULT_SCALE_OUT=2. Also, the node has OVER Parent Relationship to
VIRTUAL_CORE.

B Templates s
B0 anifact Templates

O & 13987925569111:00F:C Rawed
O & 13987932336981:VIRTL
O & 13987932442291:v1RTL max s Type:[NUMBER Unit: NUMBER
O & 13993630026961:P0LIC
O F 1ssmenrsmsvmn, o Type: NuMBER Unit NUMBER
O & 13se75300mes210e ¢ &
O 1398793080126100F ¢ oeFauLT 2 Type: NUMEER Unit:|NUMBER
O & 19emasssoarvinn, o
O 1sessicabmin DEFAULT_SCALE_OUT —: 2 Type: NUMBEER Uni:NUMBER
0§ sewmeinvny DeFAULT_SCALEIN : Type Type: NuMgER Unit{NUMBER
O & 13987932144871:vIRTL
o)
o# SCALE S rvee st Type TEXT Unit:[TExT

~ Parent Artitact Relationships.

- Chid Type
Family: VIRTUAL_CORE Category: GENERIC Groug: Type:
SubType: Version: Name: 1 3987932336981
~ View Child Artifact
v
| ¥

Figure 141 Scale out Example: Set policy

This scenario has an Artifact Template Tree with the following relationships.
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Figure 142 Scale out Example: Artifact template tree

Create Instance from the desired Template.

o
B O oefinitions
O artfoct efstions Nome Valoe Description
B O trstances.
OO st tostances
OO Tevciates OK || Resat
O O andact Temclates
O3 13987925569111:VNFIGENERICi 11— -
OF 1se7s3214a871:vIRTUAL Disko| 4 View Arbfact Templates
O & 1semnzzesesviarua,_emo I st afact Template
O & 13se7s02356881:viRTUAL_CORE| ' Delete Artfact Template

Create Instance from Template

Tempe D 1398792556911

og o I
o# Mo Temgiote
o¥ T

O & 13987920401261:VNF_COMPONENT: GENERIC: ::::
O F 13967931448041:VIRTUAL_CORE:GENERIC::

O & 13587531652151:VIRTUAL_MEMORY:GENERIC:
O F 13587931808161:VIRTUAL DISKIGENERIC: 1111

Figure 143 Scale out Example: Create instance from template

Create the same Artifact Instance Tree with the same relationships.

Even create 2 VIRTUAL_CORE Instances as policy index.
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Figure 144 Scale out Example: Create virtual core

The DEFAULT_SCALE_OUT parameter is the number of instances you want to
create (scale).

The MAX parameter is the maximum instances that you can have.

You can scale out only if MAX>=Instance amount in BBDD +
DEFAULT_SCALE_OUT.

CT=yvo "
O F 1400447820391 VNF GENERIC: 1 "GENERAL
O 14008447834961:WNF_COMPONENT:GENERI.
0§ s wovecon ||
O 5 1400844786351 VIRTUAL_CORE:GENERIC:

O 5 14008447872031 VIRTUAL DISK:GENERIC: max s Type:umsen Unit: NUMBER

O F 1400844788765 1:VIRTUAL_MEMORY:GENER <

O 5 14008447504751:VNF_COMPONENT.GENERI »aw o Type: Nusisen Unit NMeER

O 5 14008447525941:VIRTUAL_MACHINEIGENES g

O F 14008447947821:VIRTUAL_CORE:GENERIC: DEFAULT 22 Type: NUMEER Unit: NUMEER

O 14008447956181:VIRTUAL CORE:GENERIC: S
oerauLT.scae.out 5 Type s unit s

O F 14008247970991 VIRTUAL_MEMORYGENER
0.8 Liociscsestsiviniil peisaiamc DerAuLT.sCALEN -1 e Type: punsen Uit NUMSER
O 5 14008445019781:POLICY:ENTITY_RANGE 11

D0 Tempiates SCALE. MANDATORY. TYPE - MUST Type: TEXT nit TEXT

Figure 145 Scale out Example: Apply policy

Consider the parameters on the instance and not on the template. This scenario has
2 VIRTUAL_CORE instances depending on the policy.

MAX=5, DEFAULT_SCALE_OUT=2 5>=242

The Scale Out creates 2 instances (DEFAULT_SCALE_OUT parameter). If the
parameters do not satisfy the equation, the Scale Out operation fails and does not
create any instance.

Apply the Scale Out operation as the basic test.
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Figure 146 Scale out Example: Test

Create the 2 new instance child elements depending on the policy.
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Figure 147 Scale out Example: Test verification

9.2.4 Recap of End Messages

9.2.4.1 Errors

4001: Artifactinstanceld is a mandatory input parameter.

4002: Artifact Instance with instanceld = %INPUT_INSTANCEARTIFACTID%
does not exist in the system.

4003: Scale out operation is only supported for instances created from template.
Instanceld = %INPUT_INSTANCEARTIFACTID%.

4004: Recursive call failed.

4005: Malformed Template: The number of children of templatelD =
%VAR_TEMPLATE_PR.Id% is not 1.

4006: Malformed template: parent (%VAR_ARTIFACT_TEMPLATEID%) of the
policy (%VAR_TEMPLATE_PR%), must be parent of the OVER Child
(%VAR_TEMPLATE_PR_OVER_CHILD%) too.

4007: ERROR Create Instance From Template WF.
4008: ERROR Create New Child Relationship.

9.2.4.2 Successful Ends

0: Workflow ends ok.
0: OK. SCALE OUT Operation was not possible to do in all artifacts.
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9.3 Scale Up

This operation enlarges attributes for an instance based on the entity-scale policy
(see 7.3 Policies). It is necessary to have defined relationships that are required.

The operation has an impact both in DB and on the OpenStack side, changing the
VM flavor, according to the attributes set in DB.

For example, if you have one virtual Machine with 3 children (Virtual Core, Virtual
Disk and Virtual Memory), and the Virtual Memory is parent of the scale policy,
running the Scale Up operation increases the content of Virtual Core Amount attribute
according to the policy range.

On the OpenStack side, when the increase is successful, it tries to find a flavor that
matches the DB amounts. If it finds it, it automatically changes the flavor of the VM.

9.3.1 Launching the Workflow

1. Select Instance > Artifact Instances.

2. Right-click on the VNF or VNF_COMPONENT instance and select the Scale Up
option.

14020655048951:POLICY  ASSIGNMENT_TARGET:::::
14020670794851: ZONE:FRONTEND: ::::
1402067223521 @ View Artifact Instances
1402067302039 @' Edit Artifact Instance
1402067418370 EF Change Flavor

1402058243152 3 Delete Artifact Instance
1402068320760 EI’ Create Instance Child

1402074614339 . 5
B Download Artifact Instance
1402571692881

1402577850118

1402577888981
1402577880231 # Deactivate and Delste

# Delete Artifact Instance Tree
# Deactivate Artifact Instance Tree

1402577920857 @ Scale Out
1402577982524
140257801069
1402587201684 B

cpul:CPU:GENE| ] view Instance Map
NIC-D-512:CAR!
LUN-512:LUN:G
140931700013

14NQ317NAN197 31 -WNF CNMPOMENT«CFNERT = v e

Ef Start Virtual Machine
EI’ Stop Virtual Machine

10 o o o o o R Y R
LU GOUOOooooun o m oo

Figure 148 Scale up: launch

3. ltis possible to set the value of "Scale All Tree" and “Force Stop of Virtual
Machines” parameters. If these fields are empty, the predefined values are “true”
and “false” respectively.

If “Scale All Tree” is “false”, the scale has effect only over the artifact
where the operation has been done.

If “Force Stop of Virtual Machines” is “true”, the VMs will be stopped
before resizing the flavour.

Scale Up

Name Value Description
Service Name: VNF
Semvice Type NFVD
Semvice Cperation SCALE_UP
Instance ID 14093170001331
Scale All Tree?
Force Stop of Virtual Machines?

OK| | Reset —
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Figure 149 Scale up operations

4. Click OK and wait till the operation ends.

9.3.2 Scale Up operation

The purpose of Scale Up operation increases the quantity of the attribute
INFO.Amount allocated in the VIRTUAL_CORE, VIRTUAL _MEMORY and
VIRTUAL_DISK.

The increment is defined by the scale policy in its attribute
SCALE:INCREASEAMOUNT. This policy has to be child of the artifact ready to scale.

Once the scale is done in DB, immediately it looks for a flavor in the VIM (Icehouse,
CS8, ...) according to the amount of core, memory and disk in DB and if it finds it, it
changes the VM flavor.

As we have seen, this operation has an implicit restart over VM. This process will
check the state of monitors and VMs in case it needs to be re-launched.

Stop Monitors resize VM on VIM ]S 4  Start Monitors

OK Response with

. Error Response
warning

Figure 150 Scale up flow
Next, the details of the completion will be listed.

On the DB side, the operation starts looking for the VNF and sets its status as
“LOCKED”.

Then it looks for scale policies. When it finds one, it gets the MAX and
INCREASEAMOUNT attribute values in order to check if the scale is possible,
validating through this equation:

CURRENT_VALUE (INFO.AMOUNT of artifact to
scale)+INCREASEAMOUNT<=MAX

Next, it checks if there are free physical resources to allocate and validates the new
value with WF_NFVD_INSTANCE_VALIDATION operation.

Finally, it sets the VM status to “TO_BE_SCALE".
When the scale in DB ends OK, it starts the activation side.
On this side, first it queries the VMs to change the flavor.

Then, it looks for the VIRTUAL_DATACENTER or TENANT and gets
GENERAL.Name (tenant name) and stops the monitor if it is possible.

For each VM, it updates LAST_OPERATION attribute to “resize”, and gets the VIM
artifact to extract the URL, user and pass of the VIM.
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Immediately, it launches the wf that resizes the flavor and sets the result of this
operation in the VM attributes called LAST_OPERATION.Result_code and
LAST_OPERATION.Result_description.

Finally, it starts the monitors and sets the VNF status to “ENABLE”.

For more detailed information about VM and VNF status and its lifecycle, refer to
section 7.4.1.3 Scale Up/Down.

9.3.3 End-to-End Example

A scale-policy node is available with MAX=2048, INCREASEAMOUNT=512, and
DESTINY=INFO.Amount. Also, the node has APPLY Child Relationship to
VIRTUAL_MEMORY.

14093170396261:POLICY:ENTITY_SCALE::::

‘GENERAL
SCALE

Mu@‘zcnis | Type:[NUMEER | unig[VUVEER |

MINlEHSIz | Type: IUVEER | unie[0VEER |
|NCREASEAMOUNT|E|:|5‘2 | Type:[NUMEER | unie[NUMEER |
DECREASEAMOUNT@F'Z | Type:[NUMBER | unixNUMEER |
DESTINY] 1|} NFO-Amaunt | Type NUMEER | Unie[NUMBER |

Child Artifact Relationships

|

Family:|VIRTUAL_MEMORY Category:|[CENERIC Group:| | Type
View Parent Artifact \c‘ersinn:‘ ‘ Name:|1 4093170136481 |

Figure 151 Scale up example

This scenario has a VNF Tree with the following relationships.
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VNF

C:

EST_2_Senrei

VHF
Component
FOLICTENTITY_RANGEINF_COMPONENT:GENERIC: TEST_2_Frontend

HO

VIRTUAL_CORE:GENERIC: TEST_2_2vCORE

WIRTUAL_DISK:GEMERIC: TEST_Z_30GBvDISK  VIRTUAL_MEMDRY.GEMERIC:

Palicy

POLICTENTITY_SCALE: TEST_Z_Entity_Scale

Figure 152 VNF tree for scale up

The VIRTUAL_MEMORY, belonged to the VM, in DB has 512mb of memory
(INFO.Amount).

Languaoe EETT RN

1409317030363 1:VIRTUAL_MEMORY:GENERIC:

ID :|TEST_2_40CBVRAM_2 | Type:[TEXT | unit:|rext |

Name :|Name | Type:|TE)cT | Unit:\TDcT |
Type :|Type | Type:|TE)CT | Uni1:|TE)CT |
Amuunt:|5]2 | Type:|Number | Unit:|GB |

Child Artifact Relationships

Figure 153 Memory amount
The VIM, Icehouse in this case, has the VM activated with a flavor of 512mb memory.

Instance Image
[ Name Name IP Address  Size
[ | test cirros. new 16.17.101.19 1D:r:||(:u_512RAM_1_D|sk | 512MMB RAM | 1 VCPU | 1.0GB

Figure 154 Memory amount instance

Scale Up operation from the inventory tree.
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Ll & 14020559048951:POLICY: ASSIGNMENT_TARGET:::::
] g 14020670794851: ZONE:FRONTEND: ::::

O & 1402057223521 @ Wiew Artifact Instances

O & 1402057302035 E Edit Artifact Instance

O & 1402067418370 [E Change Flavor

O & 1402068243152 #.| Delete Artifact Instance

O g: 1402068320760 EI’ Create Instance Child
O & 1402074514339

O & 1402571692881
O & 1402577850118
O & 1402577888981
O & 1402577889231 # Deactivate and Delete
O & 1402577920867 (B Scale Out
O & 1402577282528 [Ef Scale In
O & 1402578010697‘
O & 1402587201684 Ty ceale Dawn

O g cpul:CPU:GENE @View Instance Map
O & NIC-D-512:CAR
O & LUN-512:LUN:G
O & 140931700013
M & 1408317001873 -UNF COMBANENT: (GFNERT -

EI’ Download Artifact Instance
# Delete Artifact Instance Tree
#! Deactivate Artifact Instance Tree

EI’ Start Virtual Machine
Ef Stop Virtual Machine

Figure 155 Scale up: launch
All the parameters by default.

Scale Up
Name Value Description
B—
e
Service Operation SCALE_UP
e

Scale All Tree?

Force Stop of Virtual Machines?

|

Figure 156 Scale up: operations

The results are the increase of 512mb in DB.

ID—:[TEST 2_s0CBvRAM_2 | Type:|TEXT | unit:|TExT |
Name "' :[Name | Type:|TExT | unit:[TEXT |
Type —:[Type | Type:|TEXT | unit:[TExT |
Amount —:[1024 | Type:|Number | unit:[ce |

Figure 157 Scale up: results

Even the resized flavor in the VIM (Icehouse).
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Instance Image
[l MName Name IP Address Size

Tvepu_1024RAM_1_Disk | 1GB RAM | 1 VCPU | 1.0GEB

test i 0 q
[0  test cirros_new 16.17.101.19 Disk

Figure 158 Scale up: resize flavour

9.3.4 Recap of End Messages

9.3.4.1 Errors
WF_NFVD_SCALE_UPDOWN_ACTIVATION
e 16001: Mandatory input parameter Artifactinstanceld is not present
e 16002: Exist more than 1 tenants
e 16003: Exist more than 1 Virtual Datacenters16004: Recursive call failed.
e 16005: Dont exist VirtualDatacenter or Tenant

e 16006: Dont exist VNF or exists more than 116007: ERROR Create Instance
From Template WF.

e 16009: Stop monitor was not ok.
e 16010: Start monitor was not ok

e 16011: Change Flavor was not ok

WF_NFVD_SCALE_UPDOWN_INVENTORY
e 17001: Mandatory input parameter Artifactinstanceld is not present
e 17002: Instance Artifact Id dont exist in system

e 17003: Mandatory input parameter INPUT_OPERATION is not present or is not
valid

e 17004: Dont exist VNF or exists more than 1
e 17005:Min limit exceeded

e 17006: Max limit exceeded

e 17007: It cant be allocated

e 17008:Exist more than VM Parent

WF_NFVD_SCALE_UPDOWN_INVENTORY

e 15001: Mandatory input parameter Artifactinstanceld is nor present
e 15002:No Flavor Found

e 15003: ERROR Stopping the server

e 15004: ERROR Starting VM

e 15005: ERROR INCONSISTENT

e 15006: ERROR Resizing the server

e 15007: VM has not a valid state

e 15008: ERROR Confirming the resize of the server

e 15009: ERROR Starting VM
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15010: Query flavor was not ok
15011:Query flavors was not ok
15012: Stop server was not ok
15013:Start server was not ok
15014:Revert resize was not ok

e 15015: Starting server was not ok in the rollback

9.3.4.2 Successful Ends
0: End OK.

0: End OK. No scale policies to execute

9.4 Scale Down

This operation decreases attributes for an instance based on the entity-scale policy
(see 7.3 Policies). It is necessary to have defined relationships that are required.

It is the opposite operation of Scale Up.

The operation has an impact both in DB and on the OpenStack side, changing the
VM flavor, according to the attributes set in DB.

On the OpenStack side, when the decrease is successful, it tries to find a flavor that
matches the DB amounts. If it finds it, it automatically changes the flavor of the VM.

9.4.1 Launching the Workflow

Follow the same steps to launch the Scale Up operation, but now click on Scale
Down. (See the 9.3.1 Launching the Workflow section)

14020670794861: Z0ONE:FRONTEND

1402067223521
1402067302039
1402067418370
1402068243152
1402068320740
1402074614335
1402571692881
1402577850118
1402577888981
1402577589231
1402577920867
1402577982524
1402578010697
1402587201584
cpul:CPU:GENE|
NIC-D-512:CAR

LUN-512:LUN:G
140931700013

[#] View Artifact Instances

E Edit Artifact Instance

EF Change Flavor

#! Delete Artifact Instance

EF Create Instance Child

EI’ Download Artifact Instance
# Delete Artifact Instance Tree
# Deactivate Artifact Instance Tree
# Deactivate and Delete

EI’ Scale Out

EI’ Scale In

EF Scale Up

E' Scale Down

5 View Instance Map
EI’ Start Virtual Machine
EI’ Stop Virtual Machine

dobooonoooooooooooool
b, @, o, ), ),

14N93170AN14731

SWME COMBPANFENT-CENFR TS

Figure 159 Scale down: launch

9.4.2 Scale Down operation

The description of the Scale Up is exactly the same as the Scale Down, but the result
is a decrease of the amounts. To achieve the decrease, it is necessary to accomplish
this equation:
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CURRENT_VALUE (INFO.AMOUNT of artifact to
scale)+DECREASEAMOUNT>=MIN

See the 9.3.2 Scale Up operation section.

9.4.3 End-to-End Example

A scale policy node is available with MIN=512, DECREASEAMOUNT=512, and
DESTINY=INFO.Amount. Also, the node has APPLY Child Relationship to
VIRTUAL_MEMORY.

14093170396261:POLICY:ENTITY_SCALE::::

MM@F@LS | Type:[NUMEER | unit[NUMBER |

Mm@:\”? | Type:[NUMBER | unit:[NUMBER |
mcxmsmmoum@:ﬁ” | Type:[NUMEER | unit:[NUMBER |
pecreseaMouNT CIF[717 | Type:[iUMEER | unig[iovEER |
pEsTINY LIE[NFO Amount | Type1UMERR | unig[H0mEER |

Child Artifact Relationships

APPLY

Parent Type

Famnily:VIRTUAL_MEMORY Categum|::|\'z=\|c Gm"m‘ Type: |
View Parent Artifact Versinn:‘ ‘ Name:|1 4093170136481 |

Figure 160 Scale down example

This scenario has a VNF Tree with the following relationships.
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VNF
i
VN
Eﬂﬂ'l LL}

FOLICTENTITY_RANGEINF_COMPONENT:GENERIC: TEST_2_Frontend

VIRTUAL_CORE:GENERIC: TEST_2_2vCORE

WVIRTUAL_DISK.GEMERIC: TEST_Z2_30GEwDISK  VIRTUAL_MEM

Palicy

POLICTENTITY_SCALE: TEST_Z_Entity_Scale

Figure 161 VNF tree for scale down

The VIRTUAL_MEMORY, belonged to the VM, in DB has 1024mb of memory
(INFO.Amount).

14093170231581:VIRTUAL_MEMORY:GENERIC:

10 [resT_2_socavram | Type:TEXT | univ:frext |
Name O :|Name ‘ Type: ‘TE)(T | llnil:|TE)CT |
Type O "Tvpe | Type:|TE)(T ‘ Uni1:|TE)(T |
Amount 1024 | Type:|Number | unit:[cs

~ Child Artifact Relationships

~ Parent Type

Family:VIRTUAL_ MACHINE Category: GENERIC | Group:| | Types |
|

SubType: Version: Name:|14093170202821
\ | | | \

Figure 162 Memory amount

The VIM, Icehouse in this case, has the VM activated with a flavor of 1024mb
memory.
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Instance Image
[J] MName Name IP Address Size

Tvepu_1024RAM_1_Disk | 1GB RAM | 1 VCPU | 1.0GEB

[ | test cirros_new 16.17.101.19 Disk

Figure 163 Memory amount instance

Scale Down operation from the inventory tree.

140206707945861 : Z0ONE:FRONTEND: 11
1402067223521 @ Wiew Artifact Instances
1402067302035 Edit Artifact Instance
1402067418370 [Bf Change Flavor

1402068243152 #! Delete Artifact Instance

1402068320760 EF Create Instance Child
1402074614335

1402571692881
1402577850115
1402577588581
1402577889231 #! Deactivate and Delste

i
|
i
|

|
i

:

Ef Download Artifact Instance
# Delete Artifact Instance Tree
# Deactivate Artifact Instance Tree

1402577920867 EF Scale Out
1402577582526 EF Scale In

1402578010657
1402587201584

cpul:CPUGENE| =] View Instance Map
NIC-D-512:CAR

LUN-512:LUMN:G
140931700013

14NQTITANIATI WNF COMBPOMERNT (CFNER T e

EF Start Virtual Machine
EF Stop Virtual Machine

oo ooooooonooooooool

Figure 164 Scale down: launch

All the parameters by default.

Scale Down

Name Value Description

Service Name

<

NF

Service Type NFVD

Service Operation SCALE_DOWN
Instance ID 4093170001381

Scale All Tree?

Force Stop of Virtual Machines?

il

Figure 165 Scale down: operations

The results are the decrease of 512mb in DB.
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Language XTI

1409317030363 1:VIRTUAL_MEMORY:GENERIC:

ID :|TEST_2_40CBVRAM_2 | Type:[TEXT | unitfrexT |
Name :|Name | Type:|TE)CT | Uni1:|TE)CT |
Type :|Type | Type:|TE)CT | Uni1:|TE)CT |
Amount :|5] 2 | Type:|Number | Uni1:|GB |

Child Artifact Relationships

Figure 166 Scale down: operations

Even the resized flavour in the VIM (Icehouse).

Instance Image
[ Name Name IP Address Size
O test cirros_new 16.17.101.19 1vepu_512RAM_1_Disk | 512MB RAM | 1 VCPU | 1.0GB

Disk
Figure 167 Scale down: resize flavour

9.4.4 Recap of End Messages

9.4.4.1 Errors
The same that the Scale Up operation. (See 9.3.4.1)

9.4.4.2 Successful Ends
The same that the Scale Up operation. (See 9.3.4.2)
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Chapter 10

Activation

The third step on global creation process is activation, and the process will be
responsible to check the relationship between the TENANT and the machine, after
that the resources will be detected in a flavor. Later the activation will be effective.

CS8

Data Center

Hypervisor

Virtual Machine Virtual Mchine

Virtual Core Virtul IP

Figure 168 Activation flow
The basic steps in the process are:
e Check the image and take the image ID.
e Check a flavor with ram and disk.
e Check network Id.

e Create Server with image ID, RAM, disk, and network ID.

147



10.1 Checking and getting the Tenant and VIM

All VNFs must be created below a Tenant (or Virtual Datacenter for v1 scenarios),
and this tenant name will be used to create the instances of VMs under OpenStack
Project with same name (OpenStack Tenant).

m ~~~~~ — Samename — -+ — - TENANT:OPENSTACK

On the other hand, all VMs are assigned to resources of any VIM walking through
Virtual Core allocation. Use this method to find the VIM data is required to instantiate
that VM.

VIRTUAL_MACHINE

Hypervisor

VIRTUAL CORE

Figure 169 Activation: get vDC

This action manages the extraction of the entire data that is required later.

10.2 Checking a flavor with RAM and disk

After you get the Tenant, you must compose the flavor. It is mandatory to get the
Virtual RAM and then the virtual disk.

VIRTUAL_MACHINE

VIRTUAL DISK VIRTUAL CORE VIRTUAL MEMORY

Figure 170 Activation: get Virtual Memory and Virtual Disk

When the virtual memory, virtual core, and the virtual disk are obtained, check the
correct value of these in OpenStack flavor. The flavor is used later. The flavor ID is
extracted to be used in the operation.
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10.3 Getting Image ID and network ID

After getting the flavor, get the machine image.
1. For getting the image, the OpenStack workflow is called from the activation.
2. Other OpensStack workflow is called to assign the resources to an output object.
3. The network connected to the object is located.
An OpensStack workflow is called to get the network.

4. When the resource is added, you should assign the output-object to the network.

OpenStack
workflow

Assign ouput
object

Network
associated

OpenStack
Workflow

Assign output
object

Figure 171 Activation: get Image ID and network ID

10.4 Creating Server

At this point, a different OpenStack workflow is called. This workflow is named with
the category of the VIM instance. It means that you could start different activations
depending on different types of VIMs.

10.5 Updating Status

When the server is created, the check operation is coming—the server previously
created is called and associated to an output object, then the activation checks the
server has been created properly and the machine is active, and it changes the status
to activated, then it takes the ID returned by CS8 and sets it into VIM ID—the artifact
is updated.
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Limit Summary y

Used 8ol 10 Used 8ol 15 Used 8.0 GB o 8.0 GB Used 1 ofinf

Selecta period of time to query its usage:

Active nstancos: § Active RA . 2
Usage Summary & Downiond CSV Semmary

Figure 172 Activation: update Status

10.6 Activating workflow parent

The c¢s8 activation is called from a workflow parent. It works getting all the VNF
components and getting the VIM components. Depending on the VIM status the full
operation of activation is called or not.

10.6.1Testing

The activation is the last part of other operations:
e Create instance from template

e Scalein

e Scale Out

e Scale Up/down

Test it properly to launch the other operations. However, you can check it using the
Soap Ul and testing this code.
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ACTIVATE:

<soapenv:Envelope xmins:soapenv="http://schemas.xmisoap.org/soap/envelope/" xmIns:ngws="http://www.hp.com/sosa/protocoladapter/ngws">
<soapenv:Header/>
<soapenv:Body>
<ngws:startServiceOrderAsync>
<ngws:type>NFVD</ngws:type>
<ngws:name>VNF</ngws:name>
<ngws:action>ACTIVATE</ngws:action>
<!--Optional:-->
<ngws:inputParams>
<!--Zero or more repetitions:-->

<ngws:param:>
<ngws:name>INPUT_ARTIFACTTREEID</ngws:name>
<ngws:value>14036935344741</ngws:value>
</ngws:param>
</ngws:inputParams>
<ngws:user>?</ngws:user>
<!I--Optional:-->
<ngws:userld>?</ngws:userlid>
</ngws:startServiceOrderAsync>
</soapenv:Body>
</soapenv:Envelope>

Figure 173 Activation: Test

10.7 Pre and post processing actions

Before and after any activation of the process, check if there exists any pre-
processing or post-processing policy attached to any element (VNF,
VNF_COMPONENT or VIRTUAL MACHINE), and then start the operation related to
this policy.

This policy called POLICY:POSTPRE PROCESSING contains the following attributes:
e Workflow: this is the name of workflow that will be launched. It must exist.

e Job_type: possible values: PRE or POST. This parameter is used when the
workflow has to be launched, PRE means before activation and POST means after
activation.

e Operation: possible values: CREATE, DELETE, SCALE_IN or SCALE_OUT. This
parameter denotes the operation on which the workflow will be launched.

PROCESSING_JDB

Workflow | oo | IW"::“. |
]nh_!ﬂn-lg:- b hype T'h'l""-:|-- o
Operation _|:|'- ZATE Type: EF

STATUS

Paossible Child Artitact Redationships:

Figure 174 Pre/Post processing Action
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10.8 Deactivating workflow

The deactivate cs8 workflow is called to deactivate virtual machines. The
process of deactivating involves using an artifact ID to get VIM, virtual datacenter,
and through it, the server name.

When the server name is obtained, the OpenStack delete operation is called and
after a test, the operation is completed.

Artifact_ID

VIM object

Figure 175 Deactivate flow

10.9 Error Recap

e 6XXX—Error related to active flow parent.
o 1XXXX—Error related to activate cs8.

e 14XXX—Error related to deactivate flow.

10.10 Inside Orchestration

Getting a view over complete orchestration process:

Create Instance

PREPROCESS mma POSTPROCESS
From template
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Chapter 11

Network Connection

This version of NFV Director includes the possibility to share networks between
different VNFs. This new option must be defined on template, setting property
CREATION MODE. Connect to true on NETWORKS, SUBNETWORKS and
IPADDRESS Atrtifacts by using the operation described in section 6.2.8.

2UNETWORK:DPENSTACK=

GENERAL

INSTANTIATE

PROVIDER

CREATION_MODE

(‘-onnaclgtwe | Types BT | wnin: 2T |

Update Arvifact

This process is similar to the creation related above; the only difference is that
creation of Network instance will be delayed until the VM is already assigned.
Additional step is added between assignment and activation. This step is responsible
to create new instances of networks or connect the VNF to an existing network.

Create Instance
et NS M Sma PREPROCESS M POSTPROCESS
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Chapter 12

Creating NS

This section describes the scenarios and operations with Network Service. The steps
are similar to create a VNF with network. In this section, an explanation of how to
model and deploy is given.

12.1 Network Service

A Network Service is a complex template that includes different VNFs and modeling
connections between them. A simple example is the following. We have a template of
a NS that contains 2 VNFs, and the same template defines the connectivity between

them.
i INCLUDE INCLUDE INCLUDE: l
VNF — VNF
A2 BIDRECTIONAL v
VNF Component VNF Component
Expose
v VL_Endpoint:Bidirectional:Openstack Expose L2
- - T n -
Virtual Machine Implements Virtual Machine

1 Conneced Connected t
Implement: Implements
A 4 Subdivide A 4

Subdivide

Each VNF must contain a VNF_ENDPOINT,; this is the "interface" that the VNF
exposes its connectivity outside. And this end point is implemented by one element of
that VNF, in our example is a Virtual Machine. This endpoint may connect with
VL_Endpoint of any VIRTUAL_LINK, and in same way this endpoint has an
implementation, for us an OpenStack Network.

These joins of end points means that the process must understand what it needs to
do to make a real connection, for example, a network will create if it does not exist
under a Tenant (OpenStack) and a new VIRTUAL_PORT will be created and
allocated on this Network through a relationship from IPADDRESS and this new
Virtual port.
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VNF VNF
BIDRECTIONAL
v v v
VNF Component FG_Endpoint:Bidirecti VNF Component
L2 Implements v
Virtual Machine Expose Expose Virtual Machine
) 4
Implements Conneced Connected Implements
Deploy v A4
Deploy
ALLOCATED ALLOCATED——

12.2 Supported Scenarios

Currently NFVD supports three basic scenarios along with any combinations of them.

12.2.1Two VMSs in same network

This is the basic scenario, where some VNF has got an endpoint implemented by a

Virtual Machine, and all of these VNFs must be in same network. This network is the
implementation of the endpoint of a Virtual Link.

Same example is explained above.

INCLUDE:

i INCLUDE INCLUDE l
VNF — VNF
v BIDRECTIONAL v
VNF Component + VNF Component
Expose
v VL_Endpoint:Bidirectional:Openstack Expose v
- - T - -
Virtual Machine Implements Virtual Machine

? Conneced Connected t
Implement Implements
- Subdivide \ 4

Subdivide

The result of this Network Service is:

e one network is instantiated

e two VMs instantiated, attaches to same network
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B3 openstack ~aamn
Project - Network Topology

Compute i Small 8 Normal

Network

Network Topology

Networks

Routers

Object Store =
Admin » 5

%

VIRTUAL_MACHINE_2
1D 5442ced5-7a1-4d8b-883c-f37bSedbScct
STATUS @ ACTIVE

»view instance details » open console EERNNETEENEENRES
x

VIRTUAL_MACHINE_1
0 ee08f6la-aach-463d-347b-5h2c36d444d0
STATUS @ ACTVE

= view instance details = openconsole RENIECHIEEED

FOOBEBOLIAL I

SEFTTF T TLL
[Tl u= gy =]

FEOO0TE

12.2.2Two VMs connected through a third one

This scenario is to create connectivity between two VNFs that are not directly

connected between them, and is necessary to redirect the traffic through another
VNF.

This scenario has two VNFs that have got an endpoint implemented by a Virtual
Machine. VMs of each VNF are connected to a different network. A third VNF that has
a VM connected to both networks offers the connectivity between other VNFs.
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Expose

INCLUDE

Connected

VL_Endpoint:Bidirectional:
Openstack

Implements

Connect_through

A
Implements—»{  Virtual Machine
VNF Component
Expose
L VNF

A 4
{BIDRECTIONAL—_—BIDRECTIONA

Implements

Implements

INCLUDE: INCLUDE
v v
VNF VNF

v L2
VNF Component INCLUDE VNF Component

Y Y Expose
Virtual Machine Virtual Machine

A A

Implements Implements

1 Connected

VL_Endpoint:Bidirectional:
Openstack

Connect_through

Ex;}ose

The result of this Network Service is:

Two networks instantiated

First VM instantiated and attaches network 1

Second VM instantiated and attaches network 2

Third VM instantiated and gets attached to both networks
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n Openstack HELION TEST =

Project - Network Topology
»
Compute £ Small 28 Mormal
Network v
MNetwork Topology
MNetworks
VM_2
Routers
Object Store )
Admin »

158] |BUJa)Xa

I MOVISMNEHO MHOAMISN

2 MOVISNEdO WIOAITIN
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SEVET YT TLL

FEOOOEL
FEOOD LL

12.2.3Two VMs connected with an external network through a
VM

This scenario models the connectivity between two VMs without direct connectivity
but using another network that is external from these VNFs. In this case, it is
necessary to go through two other VMs that complete the connectivity.

-
L)
(]
[
=
a
=
(]
-8
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v INCLUDE: INCLUDE v
VNF_1 VNF_2
v v
VNF Component INCLUDE VNF Component
Expose Y Y Expose
Virtual Machine Virtual Machine
A A
Implements Implements
A 4
BIDRECTIONAL—_—BIDRECTIONAL—
Connected [ Connected
Y
INCLUDE VL_Endpoint:Bidirectional: VL __Endpoint:Bidirectional:
Openstack Openstack
INCLUDE
—, Implements
Implements
INCLU
Connect_through
Connect_through
A4
A 4
” BIDllECTIONAL BIDRECIONAL
Implements VL_Endpoint:Bidirectional: VL_Endpoint:Bidirectional: Implements
Openstack Openstack
[ [
Virtual Machine <—| Connected Connected —»| VirtualMachine
Implements Implements
Expose A Implement: A Expose
VNF Component VNF Component
A A
VNF_3 ——Expose’ Expose———— VNF_4

The result of this Network Service is:

e Three networks instantiated

e First VMs instantiated and attaches network 1

e Second VM instantiated and attaches network 2

e Third VM instantiated and attached to network 1 and 3

e Fourth VM instantiated and attached to network 2 and 3
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Chapter 13

VNF Manager

This section describes the capabilities and operations to interact with a VNF
Manager: an external entity which is able to manage Virtualizing operations.

13.1 VNF Manager

A VNF Manager is an external entity which is capable of performing multiple
activating tasks. As a consequence, a VNF Manager requires NFVD services as
Orchestrator. The Manager will ask for activation permissions to NFVD, which will
respond with a concrete VIM and credentials. In the overall process, NFVD would
model an inventory representation of the VNF to be activated by VNF Manager.

File Authentication Headers View

Favorite Requests Setting RESTCIient

[-] Request
Method | POST ~ | URL | https://punchv3.gre.hp.com:8766/v1/nfm/9ccd 3872-2568-4418-88c8-ecT7d763f34bdvnfi1414699 * w SEND
Headers i
Authorization: Basic YWRtaW48YWR... * Content-Type: applicationfison;c... * Content-Type: applicationfjson;c... =
Body

VUUSTATUSUESCTIPLOT © |
“unitld”: "14146996719461"
“status”: "INSTANTIATED",

“instances": [

"id": "14146996793021"
“"status”: "INSTANTIATED"

13.2 NFV Director - VNF Manager Interactions

These are the ways VNFM and NFVD interact.

13.2.1 VNF Manager Protocol Adapter: from VNFM to NFVD

Protocol Adapter communicates to the manager and NFVD through a REST protocol.
This Protocol Adapter expects POST / PUT / GET / DELETE operations defined by a
URL with parameters and a JSON body.
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These operations can be invoked with a REST client like Firefox's RESTClient. It is
necessary to specify some headers like Content-Type, Accept or Authentication (with
HPSA credentials as well).

Note that every operation is asynchronous and returns a joblD for Manager to request
Job Status (excluding get Job Status).

13.2.1.1 VNF Status OK notification

For each VNF, VDU, VM detailed on request, we will update the attribute STATUS.
Operational Status with given value, and STATUS.
Operational Status_Date with current timestamp.

Method:POST

URL: $HOST:SVNFM PA PORT/v1/vnfm/$SMANAGER INSTANCE ID/vnf/SVNF I
NSTANCE ID/vnfstatus

Authentication--> Basic Authentication --> Username (hpsa user)
Password (hpsa password)

Headers--> Content type —--> Name:Content-Type
Value:application/json;charset=UTF-8

Headers—--> Accept --> Name:Accept
Value:application/json;charset=UTF-8

Example JSON:

{
"id": "SVNF INSTANCE ID",
"version": "",
"noOfVDUElements": "1",
"status": "INSTANTIATED",
"VDUStatusDescriptor": [
{
"unitId": "14146996719461",
"status": "INSTANTIATED",
"instances": [
{
"id": "14146996793021", "status":
"INSTANTIATED"

13.2.1.2 VNF Status Fail notification

For each VNF, VDU, VM detailed on request, we will update the attribute STATUS.
Operational Status with given value, and STATUS.
Operational Status Date with current timestamp.

Method:POST

URL:https:// $HOST:S$VNFM PA PORT/vl/vnfm/9cc438f2-2568-4418—-
88c8-ec7d763£34bd/vnt/14146996652991/fault

Authentication--> Basic Authentication --> Username (hpsa user)
Password (hpsa password)

Headers--> Content type --> Name:Content-Type
Value:application/json;charset=UTF-8

Headers—--> Accept --> Name:Accept
Value:application/json;charset=UTF-8

JSON::
{

"vnfId": "14146996652991",
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"faultCode": "10001",
"faultDescription”™: "....",
"VDUFaultDescriptor": [
{
"unitId": "14146996719461",
"faultCode": "10001",
"faultDescription": "Failed due to ..."

13.2.1.3 Grant Scale

Scales up a VNF in the inventory, and then sends back the JobID for VNF Manager to
request the status.

NFVD is compliant to each type of scale: out, in, up, down. The operation, however, is
always the same.

Scale_out

e Path for VNF: vl/vnfm/<vnfmanagerid>/vnf/<vnfid>/scale-
out/grant

e Path for VDU:
vl/vnfm/<vnfmanagerid>/vnf/<vnfid>/vdu/<vduid>/scale-
out/grant

Scale_in

e Path for VNF: vl/vnfm/<vnfmanagerid>/vnf/<vnfid>/scale-
in/grant

e Path for VDU:
vl/vnfm/<vnfmanagerid>/vnf/<vnfid>/vdu/<vduid>/scale-
in/grant

Scale_up

e Path for VNF: vl/vnfm/<vnfmanagerid>/vnf/<vnfid>/scale-
up/grant

e Path for VDU:
vl/vnfm/<vnfmanagerid>/vnf/<vnfid>/vdu/<vduid>/scale-
up/grant

Scale_down

e Path for VNF: vl/vnfm/<vnfmanagerid>/vnf/<vnfid>/scale-
down/grant

e Path for VDU:
vl/vnfm/<vnfmanagerid>/vnf/<vnfid>/vdu/<vduid>/scale-

down/grant
JSON Example:
{
"vnfdescriptorid" : "ID Descriptor",
"vnfid" : "IMS 01",
"flavor" : "Gold",
"vnfdescriptorversion": "1.0",
"grantApprovalDescriptor": {
"vnf": {
"vnfInstantiationPossible": "true",
"id": "IMS 01",
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"flavorid" : "Gold",

"vnfInstantiate": {
"vim": {
"id": "IMSVIM",
"tenant id": "TENANT 1",
"Credentials":{
"username": "nfvoadmin",
"password": "PasswOrd432"

13.2.1.4 Get Grant Details

This is a synchronous operation that converts a concrete VNF tree to a JSON
structure understandable by a Manager.

Method:GET

URL:https://$HOST:SVNFM PA PORT/vl/vnfm/$SMANAGER INSTANCE ID/vn
f£/S$VNF INSTANCE ID/grant

Authentication--> Basic Authentication --> Username (hpsa user)
Password (hpsa password)

Headers--> Content type —--> Name:Content-Type
Value:application/json;charset=UTF-8

Headers—--> Accept --> Name:Accept
Value:application/json;charset=UTF-8

Method:GET

URL:https://$HOST:SVNFM PA PORT/vl/vnfm/$SMANAGER INSTANCE ID/vn
f£/S$VNF INSTANCE ID/grant

Authentication--> Basic Authentication --> Username (hpsa user)
Password (hpsa password)

Headers--> Content type —--> Name:Content-Type
Value:application/json;charset=UTF-8

Headers—--> Accept --> Name:Accept
Value:application/json;charset=UTF-8

13.2.1.5 Get Job Status

This is a synchronous operation. This returns a specific job (scale, create, change
status) status.

Method:GET

URL:https://$HOST:$VNFM PA PORT/vl/vnfm/$MANAGER INSTANCE ID/jo
bs/$JOBID

Authentication--> Basic Authentication --> Username (hpsa user)
Password (hpsa password)

Headers--> Content type --> Name:Content-Type
Value:application/json;charset=UTF-8

Headers--> Accept --> Name:Accept
Value:application/json;charset=UTF-8
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13.2.2 VNF Manager Plugin: from NFVD to VNFM

NFVD communicates with VNFM through a Plugin just like it does with OpenStack.
This plugin contains workflows and Activation Command Templates for each
operation. These templates can be observed in HPSA Extension Pack future-gui.

They are defined by Manufacturer: GENERIC, Element Type: VNFM and a specific
NAME. The templates content is, at the end, which Manager receives.

13.3 VNF Manager Operations

GPM has been chosen for running manager operations. There are 2 GPM process
(first of them has 2 parts) to perform these actions. Finding the GPM processes and
instantiating them will run specific manager operations. Actions-> Instantiate

Tempiate information:

» Name SCALE_OUT_VNF

» Description Scale Out Operation for VNF
» Common Config:

» Manufacturer: GENERIC

» Element Type VNFM

» OS Version NFVO_TO_VNFM_v1

|

™ ¢
1
4

From each instance one (or many) task is generated. Interacting with these tasks
allows us to set the values required by each process. AD-> Tasks -> Search
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» File | » AD | » Search | » SNMP Tool | » Configuration Management | » Administrator | » Inventory | » Help
Search Process Definition Section:

—

Name Type Global status Status

Instantiate a VHF UNLOCKED
Found one record. Page 1
Export: CSV | Excel | XML

13.3.1Deploy and Register a VNF Manager

This process instantiates and register a VNF Manager. This is not a completely
automatic process, so it is needed to do some manual actions after that (explained
later).

The form to do this is VNFSelectionForm.

Actions -> Interact to view the form.

» AD » Search » SNMP Tool » Configuration Management = » Administrator  » Inventory »

Search Manual Task Section:

Name Instance name Type Form
VNFMSekectionFormTask 3 MANUAL VNFManagerSelectonForm

In the GPM Task form all fields must be filled excluding the VNFManager ID.

After that an automatic process is launched which will register out orchestrator in the
manager DB, get the descriptor list from manager and, for each different descriptor,
create a VNF template. These templates will serve as a reference to "Instantiate a
VNF through a Manager" process.

VNFM Selection Form

VNFMParamGroup
» Assignment Rule Id:  952¢307¢-8075-46f6-ad75-57¢191cfceb? + Assignment Rule Tree Id
» Resource Pool Id: | 14019920442251 ~ Resource Pool Id
»TenantName: TENANT_1 ~+ Name of Tenant (VNF Parent}
» VNF Manager Template ID:  2703116f8cc0-4f31-aa8f1e9bbb36118 = 1D of VNFManager's Template
» VNF Manager ID: -

The manual tasks needed to be performed after the GPM ends are:

1. Ensure Tenant Instance Artifacts are related with QUOTAS.
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2. Ensure there is a valid Assignment Relationship tree for VNF Manager and also
VNF.

3. Ensure Templates for VNF have been crated.
4. Assign manually tenants to VNF Manager
5. Assign resources to VNF Manager

6. Complete the VNF templates taking the reference ID from templates created
before.

Ending this instantiation process GPM will redirect automatically to the Instantiation of
a VNF and a VFN Descriptor Selection Form will appear.

» AD | » Search  » SNMP Tool | » Configuration Management | » Administrator | » Inventory | » Help

Search Manual Task Section:

—

Name Instance name Type Form Technical action Service order name

VNFDescriptorSelectionFormTask 2 MANUAL VNFDescriptorSelectionForm

Found one record. Page 1
Export: CSV | Excel | XML

13.3.2Instantiate a VNF through a VNF Manager

This process starts at the same point that 11.3.1 but it's necessary to select a VNF
Manager ID in the VNF Manager Selection Form.

GPM Process: Instantiate a VNF trough a VNFManager
Fil the Forms

« Select ID of Manager which will instantiate a UNF

-
WM pbpction Fiest -
[ ] T ep——
S—— . e
+ ey b ] s P vt
f——— . [ ——
[P ——— . [ ——
VP Mt B BN T A Bl e TS

@

Then, the task will change to VNFDescriptorSelectionForm. Three selection
fields must be filled: Tenant, Resource Pool Id and Template for VNF.

Then GPM sends the Create Order to the Manager which theoretically would send
Director back a "Grant Create VNF" Request. After that NFV Director starts
communicating with Manager asking for the create Job Status. If response contains a
"Finished" or "Error" status, NFVD stops querying and goes forward or stops
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operation, respectively. Last step is querying for Descriptor Details and drop it into a
temp file just for compare. Last form will contain the path to that file.

VNF Descriptor Form

VNFDescriptorParameterGroup

» Resource Pool Id:  14019920442251 ~ Resource Pool Id
» Tenant Name:  TENANT_1 « Hame of Tenant (VNF Parent}

» Template for descriptor ID:  14148710096981:1.5:Silver e

13.3.3 Delete a VNF through a VNF Manager

This process will request the user for a VNF Manager Instance Id and a VNF Instance
Id which will be deleted. After communicating manager the delete order and checking
the job status is finished, NFV Director will delete VNF instance and children from
Inventory.

VNFM Selection Form

VNF_Manager_DELVNF_select_group

» VHF Manager ID:  WYNFMANAGER_MOCKUP - Sccd438f2-2568-4418-88c8-ec7d/63f34bd -

VNF Selection Form

DELVNF_select VNF_group

» VNFID: |147152239512321

Init State VNF Mansger Selected VNF Selected Launching Delete Reguest Delete Done

Visualizing a process status is possible going AD->Process Instance -> Search ->
Find required process instance and click on Actions -> Details. As an example:
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Chapter 14

State Propagation

14.1 State propagation functionality

State propagation is a concept of changing and propagating the operational status of
a component and its affected parent components which is triggered by an alarm on
source component.

For example:

If a Virtual machine’s status is affected due to the single CPU failure, then its
operation status may get affected, similarly the operational status of its parent
component(s) may also get affected.

Therefore, this automated change of operational status for a calculated hierarchy of
component here is considered as state propagation.

14.2 Flow

Status change propagation can be triggered by SiteScope or a VNFM alarm.

Typically after the completion of state propagation user can see the status change in
fulfillment Ul and the same is notified back to assurance gateway via update
notification calls.
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Figure 171 State propagation flow

14.3 State propagation process

In NFV-D 2.0 there are two sources of alarm, but new source of alarm can be
dynamically handled if they send the alarm in given X.733 format with few NFVD
related data.

14.3.1 Site Scope alarms

Site scope is a component of NFVD and it generates alarms when any KPI breach
occurs.

Itis configured to send alertseverity in AdditionalText field of X.733 of an
alarm.

See appendix B.8 for X.733 alarm format.

Only=|goodOnly=

<additionalText> customPropertiesValues=| httpPort=8888| webser
verAddress=15.154.112.75|alertHelpURL=http://127.0.0.1:18088/S1i
teScope/sisdocs/doc lib/index.htm?single=false&amp;context=syst
em avail&amp;topic=config sis alert|diagnosticTraceRoute=|error
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VirtualMachine/37add4bb-80£1-49d6-93eb-
bl1203d5eafba/Realtime/cpu/usage.average(]: 0|FullGroupId=

| SiteScopeURL=http://127.0.0.1:18088/SiteScope|SiteScopeuserurl
=http://127.0.0.1:18088/SiteScope/userhtml/SiteScope.html|state
=VirtualMachine/37add4bb-80£f1-49d6-93eb-
bl203d5eafba/Realtime/cpu/usage.average[]=0%|tag=|targetHost=cm
s—
vcentre.ind.hp.com|targetIP=15.213.49.32|targetIPVersion=IPV4 |t
emplateDeployPath=Script

Path/nfvddemo/TEST 2 Server/TEST 2 Frontend/TEST 2 VM Linux xsm
all/artifactId-14170989360221/VMWARE VM CPU Monitor|time=4:39
AM

11/28/14 |warningOnly=|customerId=&amp; lt;customerId&amp;gt; |ale
rtSeverity=good</additionalText>

The field alertSeverity contains the severity of an alarm. The values of
alertSeverity, sent by SiteScope can be Warning, Error, Good and so on.

Note

Alert severity with good value is clearance of an alarm and signifies normal
condition.

14.3.1.1 Operational status mapping

User needs to map the alertSeverity of an alarm to a meaningful operational
status of their choice, in the following property file.

SUCA_EBC_DATA/instances/default/deploy/UCA_NFVD_StatePropagation2.0/conf/
alarmmapping.property

14.3.1.2 Sample operational state mapping (Out of the box)

#Maintain the order or severity for alarms, lowest first.
INTERMDEDIATE=

good=normal operation

warning=degraded operation:Warning

MINOR=degraded operation:Minor

MAJOR=degraded operation:Major
CRITICAL=degraded operation:Critical
error=degraded operation
CLEAR=normal operation
WARNING=warning-with-etc

14.3.1.3 Alarm severity level

As mentioned in the property file that the order of severity will be taken from the order
in which they are mentioned in the property file that is lowest severity first.

This will be used when there is a need to compare the severity of operational status
from its previous status.
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14.3.1.4 Operational status calculation

The concept of state propagation is quite simple, that for a given component’s

alertSeverity, the corresponding mapped Operational status will be read from

the property file and the same will be set and propagated up the hierarchy.
14.3.1.5 State propagation model changes

The changes in artifact definitions, instance and relationships are as follows.

1. Artifact definitions

Edit Artifact Instance %

14181037759921:PROPAGATION_RULE:GENERIC.

GENERAL

Operational_Status  : degraded operation | Type:TEXT | UnitTEXT |
Operational_Status_Date ~ :2014-09-22T2259:00Z | Type:ate | unit:pate |
source * :|internal | TypeTEXT | UnitTEXT |

LifeCycle_State ~ :| | Type:TEXT | Unit:TEXT |
LifeCycle_State_Date | | Type:Date | unit:pate \
additionalText | | Type:TEXT | UnitTEXT |

Figure 176 STATUS category of any component

All the components have a category called STATUS as displayed as follows:
e Key attributes
The STATUS category has three key attributes related to State propagation.

o Operational Status indicates the current operational status of that
component. There is no default value for this field. Its values will be
derived from the alarmmapping.property file.

o Operational Status_ Date indicates the date and time in UTC format

when the operational status was changed, basically driven by alarm raised
time.

o Source denotes if the state propagation was triggered by NFVD (that is,
Internal) or by some other external entity like VNFM.

2. PROPAGATION_RULE artifact

This new artifact is introduced to further decide how and if operational status of
components needs to be changed.
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View Artifact Definition &

Language PR
PROPAGATION_RULE:GENERIC

GENERAL

Name@‘:i ‘ Type:!T‘: XT ‘ Unit:| BT l
Propagation_modell:[ LATEST l Type:! TEXT ‘ unit:| 17 ‘
Type:[ | Type:[“fi' ] ‘ Unit:!7E XT ]
Propagation_rule@:l' elegare_value_pack 4‘5"""'1“ Type:]‘vi XT ‘ Unit:]w‘-" ‘

STATUS

Possibie Child Artifact Relationships

Figure 177 Propagation rule definition

e Key Attributes

o Name: Any user text to distinguish the rule.

o Propagation mode decides how the operational status fora
given component must be calculated.

This can have the following values:

= LATEST: This means as soon as the alarm is received by STP
value pack, it will fetch the corresponding operational status from
alarmmapping.property file for a given alertSeverity
and will set and propagate the same status, without any
comparison or calculation.

= HIGHEST: In this mode, there will be a comparison of previous
operations status with current operation status for a given
component and the highest (highest severity) will be set and
propagated.

= RULE_BASED: In this mode, the operational status will be
calculated based on user defined rules. The alarm will be
delegated to the rule based value pack.

= NONE: In this mode, state propagation will not take place.

= Propagation_rule: An optional attribute, if the propagation mode
is RULE_BASED, then the user needs to specify the rule value
pack name.

3. Relationship definitions

When you wish to enable the state propagation for any component, starting from
any level in the hierarchy, you have to define a relationship between that
component and PROPAGATION_RULE artifact with relationship type as
STATUS CHANGED BY.
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View Aifact Definition %

GENERAL

STATUS
+ Possible Child Artifact Relationships

v STATUS_CHANGED BY
v Parent Type

FamilyNETWORK SERVICE | Category: CENERIC | Group, | Tyme] |
SubType:! | Version:‘ ‘

View Parent Artifact
STATUS_CHANGED_BY

4. Configurations

State propagation value pack requires the details of assurance database and
fulfillment web service endpoint. You can configure the same at the following
location and redeploy the value pack.
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14.3.2 NFVD database and Fulfillment configurations

Figure 178 NFVD DB and fulfillment configurations

14.3.2.1 FULFILLMENT_URL

This is the URL of fulfillment where the status of all the affected components will be
changed and propagated.

14.3.2.2 NFVD _DB_URL
This is URL of NFVD DB, from where all related parents will be fetched.

14.3.2.3 PUBLISH_TO_NOM

Once the states are propagated, the enriched alarm will be published to OM bus, if
this flag is set to true. Else, it will not be published.

14.3.3 Parent hierarchy configuration

The following xml configurations define the available parent child relationship as per
current artifact definition. If any new type of parent or child is introduced, then it can
be configured here to propagate the states to the new type of parents or child.

SUCA EBC DATA/instances/default/deploy/UCA NFVD StatePropagatio
n-2.0/conf/CypherQueryData.xml
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[root@nfvdvm34 confl# cat CypherQueryData.xml
<?xml version="1.0" encoding="UTF-8"7?>
<!-- This xml describes what are the possible parent family type for any

child family type -->

<Cypher0ueryData xmlns:xsiz“http://www.w3.org/2001/XMLSchema-1nstance"

xs1:noNamespaceSchemalLocation="CypherQueryData.xsd">
<ChildParentRel>
<childNode=
<childFamilyType>VIRTUAL_MACHINE</childFamilyType>
<parentNode>
<parentFamilyType=VNF_COMPONENT</parentFamilyType=
</parentNode>
</childNode>

<childNodex>
<childFamilyType=VNF_COMPONENT</childFamilyType:>
<parentNode>
<parentFamilyType>VNF_COMPONENT</parentFamilyType>
</parentNode>
<parentNode>
<parentFamilyType=VNF</parentFamilyType>

</parentNode>
</childNode>

<childNode>
<childFamilyType=VNF</childFamilyType=
<parentNode>
<parentFamilyType>VNF</parentFamilyType>
</parentNode>
<parentNode>
<parentFamilyType>NETWORK_SERVICE</parentFamilyType>

</parentNode>
</childNode=>

<childNode=>
<childFamilyType>=NETWORK_SERVICE</childFamilyType>
<parentNode>
<parentFamilyType>NETWORK_SERVICE</parentFamilyType>

</parentNode>
</childNode=>
</ChildParentRel>

Figure 179 : Component's child-parent relationships

For example:

If you have a use case, where the status needs to be propagated to parent of
Network service, you just need to add one more parentNode tag with a given parent
family type in NETWORK SERVICE childNode tag.

14.3.4 VNFM alarms

The source of alarm or state propagation can be VNFM. The alarms coming from
VMFM has different attributes, and those alarms already contain old and new states.

Therefore, the mapping from severity of alarm to actual operation state will not be
required, but the severity level of operational status has to be maintained in the

following property file.

VNFM alarm will be received by assurance gateway as update artifact notification and
then will be sent to OM bus.
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root@nfvdvn34 confl# cat SUCA_EBC_DATA/instances/default/deploy/UCA_NFVD_StatePropagation-2.0/conf/operationastatuslist.property
Maintain the order or severity for operational status, in ascending order with lowest first
bower-on

power-down
degraded_operation
hormal_operation[root@nfvdvm34 confl#

Figure 180 : VNFM alarm's operational status severity levels

14.3.5 Key attributes in VNFM alarms
14.3.5.1 SourceAtrtifactld

This will contain the artifact ID of the alarm originating node.

14.3.5.2 alarmName

This will have value as OperationalStatusChange indicating that the alarm is
operational state change alarm.

14.3.5.3 newState

This will contain the actual operational state of the component that needs to be
propagated.

14.3.5.4 oldState

This will contain old operational state of the component.

See, Sample VNFM alarm in section B.9.
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Chapter 15

Self Monitoring

Self-monitoring is a concept of monitoring and managing components of NFVD.

15.1 Components managed

The following list of components can be monitored as part of self-monitoring process.

Assurance
gateway

Neodj DB

Oracle/Postgre
DB

15.2 Monitoring process

All the component are essentially monitored by agentless monitoring component of
NFVD i.e. HP SiteScope.

Note

To ensure the correct functioning of the NFVD system as a whole the
monitoring engine i.e. SiteScope system itself must be up and running with
good performance.

15.2.1Site scope templates

Since monitoring is done by HP Site scope, various inbuilt site scope templates for
monitoring each component are available.

As part of self-monitoring templates, below is the list of templates that will primarily
perform process and log monitoring.

e Assurance Gateway template

e SiteScope template
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e HPSA template

e OpenMediation template
e UCA template

¢ Neo4j template

e Oracle DB template

e Postgres DB template

Each of the templates will have thresholds configured based on the application/server
that is being monitored. Each template will have associated alert actions configured
that will get triggered on breach of the kpi’s defined as part of thresholds.

15.2.2Modelling for self-monitoring

The model has been designed in alignment with NFVD as a VNF; hence the VNF as
a whole can be monitored. User can design a VNF with Type as NFVD.

Artifact MONITOR: SELF, is used to handle monitoring of processes running as part
of NFVD. It has to be associated with a VNFC.

In this artifact GENERAL.Name depicts the process that has to be monitored. It has a
category named ARGUMENTS which will have the information of how to monitor.

Another artifact MONITOR:CUSTOM has been introduced to handle custom
monitors. This will require associated MONITOR_ARGUMENTS for information of
how to monitor.

Also existing artifact MONITOR:GENERIC has been modified, a separate category
named PATHS has been introduced which provides template path and deployment
path
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II VINF:NFVD II I VNF:XYZ I

J/ i Includes J/ l/ l
VNFC: HPSA VNFC: ORACLE VNFC: POSTGRES VNFC: ASSURANCE_GATEWAY WNFC: SITESCOPE WNFC: UCA WNFC: NEO4J VIFE
= A : ORA = ! : ASSURANCE_GATEWA - UcA - . OPEN_MEDIATION

%
I
I

Measure Measure Measure Measure Measure Measure
MONITOR: SELF MONITOR: SELF MONITOR: SELF MONITOR:SELF MONITOR: SELF MONITOR: SELF
em—
Includes Includes includes Includes Includes Includes
WM: GENERIC VM: GENERIC VM: GENERIC VM: GENERIC VM: GENERIC VM: GENERIC

m—

i
i
i

Ns— Ns—

Measure Measure Measure

4

Measure Measure Measure

MONITOR: GENERIC MONITOR: GENERIC MONITOR: GENERIC

I

L L L

MONITOR: CUSTOM MONITOR: GENERIC MONITOR: GENERIC MONITOR: CUSTOM MONITOR: CUSTOM MONITOR: GENERIC

Has Has Has
MOMNITOR_ARGUMENTS :GENERIC MONITOR_ARGUMENTS -GENERIC MONITOR_ARGUMENTS:GEMERIC

15.2.3.1 Artifact definitions
Below are the definitions for self-monitoring related artifacts
1. VNF:NFVD

This is an existing artifact, user need to use VNF:GENERIC artifact definition to
create instance and set the type as “NFVD”
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st |

¥ VNF:GENERIC

SubType: — Version: _ Is Physical: Enabled: L4

Available Status Entered:

RESERVED
STOPPED
RUNNING
ERROR
ENABLED
DISABLED
CHECKED
DESIGNED
RESERVED
PROVISIONED
ACTIVE
TERMINATED
INSTANTIATED
LOCKED

® s o o s s 0 0 s s 0 s s o

ORIGIN_CREATION
LAST_OPERATION
GENERAL

STATUS

Possible Parent Artifact Relationships

Possible Child Artifact Relationships

2. MONITOR: SELF

MONITOR: SELF:

Name | | TypefTECT | unitfTEXT |
Description | | Type:rEXT | unitfred |
Type ” :[SITESCOPE | TypefERT | unitfTET |
Frequency ~ :f00 | Type:[Number | unit[szconds ]

~ DEPLOYMENT

Path :[ ] Type:fTEXT I Unit:[‘l'E)(T I

Host 7 | | Typefra | uniefrea |

Port : | TyperexT | unicfreT |

User | | TypefrET | unifreT |
Password * ;| | TypefrexT | unifrec |
LogPath | | TypefrET | unitfTe |
LogFileName | | Typefrea | unit:frext |
LogPattern | | TypesfreaT | unitfrea |

STATUS

LAST_OPERATION

Possible Child Artifact Relationships

Figure 181 : MONITOR: SELF definition
e Key attributes

o Frequency : Frequency at which SiteScope will run this monitor( in
seconds)
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o Path : Location of component which is to be monitored, [like process or
log]

o Host : IP address of host, where monitoring component exist
o LogPath: Directory location of log file
o LogFileName: Name of the log file

o LogPattern : pattern of text to search/monitor in specified log file

3. MONITOR: CUSTOM

View Artifact Definition %

R ish

MONITOR:CUSTOM:::::

Name | | Type:frext | unitfText |
Description :[ | Type:ITEXT ] Unit:hEXT I
Frequency - :f600 | Tvpe:'Number | Unit:|seconds l

v DEPLOYMENT

TemplatePath (:| | Type:l'rE)(r ’ Unit:hEXT |
Path | | TypefreT | unitfrexT |

STATUS
LAST_OPERATION
Possible Parent Artifact Relationships

Possible Child Artifact Relationships

e Key attributes
o TemplatePath : Location of template file for a given monitor

o Path: Location of component which is to be monitored

4. MONITOR: GENERIC

1

[ee]
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View Artifact Definition %

Lnguaoe (TN
MONITOR:GENERIC:::::

Name —:| | Type:Text | unitfexr |
Description | | Type:frext | unitfrext |
Typel :‘AUTO | Type:rTEXT | Uni(:|lTEXT |
Frequency * :[500 | Type:Number | unit[seconds |
Path | | TypefrexT | unitfreT |
Type “ :fauto | Type:frexT | unitfrex |

STATUS
LAST_OPERATION

Possible Parent Artifact Relationships

Possible Child Artifact Relationships

e Key attributes

o GENERAL.Type : The type of KPI to be monitored, like CPU, RAM,
DiskRead, and so on.

o DEPLOYMENT.Type: This indicates, artifact category from where
credential details to be picked during deployment of monitor, like
VIM,HYPERVISOR or AUTO

o If the value is “AUTO”, then assurance will decide the logic to pick the
credential details.

5. MONITOR_ARGUMENTS

This artifact instance further provides details for monitoring the component.
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View Artifact Definition 4

~ MONITOR_ARGUMENTS:ARGUMENTS

SubType: — Version: _ Is Physical: Enabled: v

Available Status Entered:

« ENABLED

« DISABLED

o CHECKED

« DESIGNED

« RESERVED

« PROVISIONED
« ACTIVE

« TERMINATED
« INSTANTIATED
« LOCKED

~ GENERAL

Name :iName of the argument ‘ Type:{TEXT ‘ Unit:}‘I'EXT |

Value L4 :|Value of the argument | Type:rl'EXT ‘ Unit:‘TEXT ‘

STATUS

Possible Child Artifact Relationships

Figure 182: Monitor arguments artifact definition

15.2.4 Triggering self-monitoring

On upload of self-monitoring instances in fulfilment, it will send notifications to
Assurance Gateway. Assurance Gateway will have these instances inserted in
topology. Assurance Gateway will trigger a service thread on start of Jboss which
runs periodically at specific interval (as configured in nfvd.properties file).

It fetches all the monitors associated with VNF of Type NFVD from Topology DB and
will individually check the status of each of these monitors fetched. If the monitor has
not yet been deployed, it will trigger deployment of that monitor. It will neglect the
monitors which have already been deployed. Once the Monitor has been deployed
successfully it will update the status of that monitor to DEPLOYED.

15.2.5 NFVD configuration for Self-monitoring

The self-monitoring related configuration file is available at location:
Ivar/opt/HP/nfvd/conf/

15.2.5.1 nfvd.property

Here user can configure the interval of monitoring thread in assurance gateway.
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# Configure RESYNC_AT_STARTUP as true/yes, for synchronization during Assurance startup
RESYNC_AT_STARTUP=Talse

# Fulfillment URL connection timeout limit in millisecond, default 1.5 min
FULFILLMENT_CONNECTION_TIMEOUT=90000

# Fulfillment URL response for query timeout limit in millisecond, default 1.5 min
FULFILLMENT_RESPONSE_TIMEOUT=90000

#cache related requests

#cacheEnabled = (true)/(false), to enable/disable assurance graph database cache
cacheEnabled = false

#s1ze of the cache, maximum number of objects in the cache at a time.
maxCacheSize = 10000

#Self Monitors Run Frequency in Minutes
SELF _MONITORS RUN FREQUENCY=15

o SELF_MONITOR_RUN_FREQUENCY: Self monitors run frequency in
minutes

15.2.6Stopping self-monitoring

On deletion of any self-monitoring instances in fulfilment, it will send notifications to
Assurance Gateway. For these instances Assurance Gateway will first trigger un-
deployment of monitors and then also trigger deletion of this instance from topology.

This service thread runs continuously still the Assurance Gateway is alive and will
deploy if some new monitors get added or will undeploy if some monitors get deleted.

15.3 Stopping/Starting NFV Director

The nfv-director. sh script starts and stops the NFV-Director. The script is
available in the <Base RPM Install Path>/opt/HP/nfvd/bin directory.

Script usage:
|nfv—director.sh:

Usage:
nfv-director.sh [OPTIONS...]
-a start | stop | restart | status
[-c] [ activator | sosa | ecpool | lockmgr |
openmediation | SiteScope | uca-ebc | nfvd-agw ]

To get help on nfvd-director. sh:
#nfv-director.sh -h

Note

The default stop script works for components installed in the default location.
Otherwise, the user should run the start/stop commands provided by the
individual components in their respective installation directories.

Alternate commands are provided wherever applicable if the product is installed in
non-default locations.

The following is the list of components start/stop in order when the script is run.
6. HP Service Activator(HPSA)

7. HP Service Order Smart Adapter (SOSA)

8. HP Equipment connection pool (ECP)

9. HP Lock Manager

10. HP Open Mediation
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11. HP SiteScope
12. HP UCA-EBC
13. HP NFVD Assurance Gateway

15.3.1Starting all components

To start all components, run the following command:

#nfv-director.sh -a start

The following is a sample of the output:

NFV Director Selution - Proc Modifier

HP Service Activator(HPSA) start
Start HP Service Activator daemon
Starting HP Service Activator application server
HP Service Activator(HPSA) start action completed ...
HP Service Order Smart Adapter (SOSA) does not exists, kindly install or execute nfv-director.sh script from lecalhost...
HP Equipment connection pool (ECP) does not exists, kindly install or execute nfv-director.sh script from localhost...
WP Lock Manager does not ex kindly install or execute nfv-director.sh script from localhost...
Postgres Plus Advanced Server 9.2 start
Advanced Server 9
waiting for server to start.... done
server started
Postgres Plus Advanced Server 9.2 started successfully
Postgres Plus Advanced Server 9.2 start action completed ...

HP Open Mediation start...
Container instance number 0 has been STARTED.

HP Open Mediation start action completed ...

HP SiteScope start...
SiteScope started as ckground process

HP SiteScope start action completed ...

C Data directory set to: /var/opt/UCA-El
BC Home directory specified by the HOME environment variable:
DATA environment variable:

C i /var/opt/UC
: Starting UCA for Event ed Correlation v

HP UCA-EBC start action completed ...
ation Console start
A for Event Based Correlation version 3
Starting UCA Automation Console
HP UCA Automation Console start action completed ...
HP NFVD Assurance Gateway start...
Start HP Assurance Gateway daemon

Starting HP rance Gateway

HP NFVD Assurance Gateway start actien completed ...

Figure 183 nfv-director.sh: start all components output

15.3.2Stopping all NFV-Director components

To stop all NFV-Director components, run the following command:

|#nfv—director.sh -a stop

Following is a sample of the output:
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NFV Director Solution - Process Status Modifier

HP Service Actlvator(HPSA) stop..

Stop HP Service Activator daemon

Stopping HP Service Activator (PI )

HP Service Activator(HPSA) stop action completed ...

HP Service Order Smart Adapter (SOSA) does not exui: kindly 1install or execute nfv-director seript from localhost..

HP Equipment connection pool (ECP) does not exists, kindly install or execute nfv-director.sh script from lecalhost...

HP Lock Manager does not exi kindly install or execute nfv-director.sh script from localh

Advanced Server 9.2 stop
tgres Plus Advanced Server 9.2
waiting for server to shut down. done

Plus Advanced Server 9.2 stop action completed ..

HP Open Mediation op.
Container instance number @ has been SHUTDOWN

HP Open Mediation stop action completed ...
HP SiteScope stop...
stopped SiteScope process (17567)
/opt/HP/S1teScope. rt: line 17567 Killed tart-service - /dev/null 2=&1
Stopped SiteScope menitoring proces 3
HP SiteScope stop action completed ..
HP UCA-EBC stop...
c Home directory set to:
ata directory set to
ing Server Stop
UcA for Event Based Correlation version 3.0 stopped (8).
INFO: Stop completed
top action completed ...

UCA Automation Console e
#* INFO: UCA Automation L not running

UCA Automation Console stop action completed ...

stop...
daemon

ome" =
urance Gateway Jboss Stopped.

HP NFVD Assurance Gateway stop action completed

Figure 184 nfv-director.sh: stop all components

15.3.3Getting status of NFV-D components

To check status of NFV-D components, run the following command:

|#nfv—director.sh -a status

Following is a sample of the output:

NFV Director Solutien - Precess Status Medifier

Service Activater(HPSA) atu!

Service Activator application server running

Service Activator(HPSA) status action completed ...

Service Order Smart Adapter (SO0SA) does not exists, kindly install or execute nfv-director.sh script from localhost. ..

Equipment connection pool (ECR) does not exi , kindly install or execute nfv-director.sh script from localhost..

Lock Manager does not exists, kindly install or execute nfv-director.sh script from localhost. ..

tatu
“-D" "/opt/PostgresPlus/9.2AS/data"
Advanced Server 9.2 status action completed

HP Open Mediation
List of the container
o STARTED

HP Open Mediation status action completed ...

HP SiteScope stat
5 running

HP SiteScope status action completed

HP UCA-EBC status
Fat: /var/opt/UCA-EBC/instances/default/instances/default does not exist. Change the -i option value or create instance default

UCA-EBC status action completed ..

A Automation Console status.
INFO: UCA Automation Console is not running.

A Automation Console status action completed

Assurance Gateway application server is running

NFVD Assurance Gateway status action completed

Figure 185 nfv-director.sh: get status

15.3.4Restarting NFV-Director components

To restart NFV-Director components, run the following command:
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|#nfv—director.sh -a restart

15.4 Fulfillment components

15.4.1Starting the Activator

To start the activator, run the following command:
I#nfv—director.sh -a start -c activator

Alternate command:
|/etc/init.d/activator start

Following is a sample of the output:

nfvdff /tmp ./nfv-director.sh -a start -c activator
Start HP Service Activator daemon

Starting HP ice Activator applicatlon server

HP Service Activator(HPSA) start action completed...

nfvdff stmp s i

15.4.2Getting status of the Activator

To check activator status, run the following command:
|#nfv—director.sh -a status -c activator |

Alternate command:
|/etc/init.d/activator check

Following is a sample of the output:

15.4.3Stopping the activator

To stop the activator, run the following:
#nfv-director.sh -a stop -c activator

Alternate command:
|/etc/init.d/activator stop |

nfvdff /tmp § ./nfv-director.sh -a stop -c activator
Stop HP Service Activator daemon

Stopping HP Service Activator (PID:26813)
HP Service Activator(HPSA) stop action completed...
nfvdff /tmp s

15.4.4Starting HP SOSA

To start the HP SOSA, run the following command:
|#nfv—director.sh -a start -c sosa

Alternate Command:
|/opt/OV/ServiceActivator/EP/SOSA/bin/sosa.sh start

Following is a sample of the output:
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:libsdomd]-1.6.
/hibernate-

p lib/xmll
ervice Order Smart Adapter (505»!) top action completed..
nf\dff /tmp

15.4.5Getting status of HP SOSA

To check the HP SOSA status, run the following command:

|#nfv—director.sh -a status -c sosa

Alternate command:

|/opt/OV/ServiceActivator/EP/SOSA/bin/sosa.sh test

Following is a sample of the output:

/ ftmp § ./nfv-director.sh -a status -c sosa
ting s
S0sa 1s _running
P Service Order Smart Adapter (S0SA) status action completed...
hfvdff stmp s I

15.4.6Stopping HP SOSA

To stop HP SOSA, run the following command:

|#nfv—director.sh -a stop -c sosa

Alternate command:

|/opt/OV/ServiceActivator/EP/SOSA/bin/sosa.sh stop

Following is a sample of the output:
.mtﬂryruntlme
1

ommons -codec-1.

P Service Order Smart A ptsr (s0SA)
nfvdff stmp s I

15.4.7HP Equipment connection pool

To start the HP Equipment connection pool (ECP), run the following command:

|#nfv—director.sh -a start -c ecpool

Alternate Command:

|/opt/OV/ServiceActivator/EP/ECP/bin/StartServer.sh

Following is a sample of the output:

Starting RMI service com.hp.spain.connection. .Rmi S 27.0. 08/RmiEcpService
saving pid in /opt erviceActivator/ep/

Done. Check fopt/OV/ServiceActivator/EP/ECP/L
HP Equipment connection pool (ECP) start actlon completed
nfvdff /tmp

15.4.8Stopping HP ECP

To stop HP Equipment connection pool (ECP), run the following command:

#nfv-director.sh -a stop -c ecpool

Alternate Command:
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/opt/OV/ServiceActivator/EP/ECP/bin/StopServer.sh

Following is a sample of the output:

srver.Rmi Finding rm: 27. XmiEcpService
rver pclien Service rm 27. miEcpService found
[1.1\-eF‘.Ef: [Endpulnt. 127.0.0.1:110 ,ob]1ID:[-5 47e: 39 B , 245

.connection.pool.server. : 1: Executing remote task with: {operation=shutdown}
com. ain.connection.pecl.server.Rmi {result=The RMI Regi: up.}
com. in.connection. srver.Rmi Inveking service RmiEcpt
com. .connectlon. rver Return: Shutdown completed
HP Equlpment connection pool (ECP) stop action completed...
nfvdff /tmp

15.4.9Getting status of HP ECP

To check HP Equipment connection pool (ECP) status, run the following command:
|#nfv—director.sh -a status -c ecpool

Alternate Command:
|/opt/OV/ServiceActivator/EP/ECP/bin/showStatus.sh

Following is a sample of the output:

Jtmp & ./
lurms(tlm; to rmi
n.connection.pool.server.R :1: . 0/RmiEcpService
onnectien.pool v ] @1 B, B B/RmiEcpService fuund R
f: [endpoint:[127. 47e:146c39 ab:-7ffe, 24578 2

.connection.pool.server.Rmi ient: 1: Executing remote task with: {}
_connection.pool.server .Rmi ient: 1: {result=The RMT Reg
.connection.pool ver .Rmi i HH voking service RmiEcpService
.connection.pool ver .Rmi i : 1: [EMAPool, HSSPool, MNPPooll
.connection.pool ver .Rmi i HH POOLiMANAGEﬁiRUNNING = true
.connectlcn.poul ver. : Return: [{NOMBRE=EMAPool, ESTADO_POOL=AVAILAELE, PO|
RESOURCE_MANAGER_RUNNING=true, SUBPOOLS=[{NOMBRE_SUBPOOL=0, ESTADO_SUBPOOL=AVAIL|
~driver TemplateDriver<BR=busy ax 5; , SESIONES=[{ES
I IVE, CADENA_ ] MAPoo H C POOL_RUNNINC
REQUEST MA\N ;EF‘\ RUNNINC o | F‘UNNIN =true,
d

RE_SESION=3,
Pool, ES

INACTIVE,
HP Equipment
nfvdff /tmp

15.4.10 Starting HP Lock Manager

To start HP Lock Manager, run the following command:
|#nfv—director.sh -a start -c lockmgr

Alternate command:

/opt/0OV/ServiceActivator/EP/LockManager/bin/StartServer.s
h

Following is a sample of the output:

Jtmp § ./ntv-director
Starting RMI service com.hp.spain.lock.manager. PmlLucAMansgerssrvlcs on rmi://localhost:1226/RmilockManagerService
Saving pid in /opt/OV/ServiceActivator/EP/LockManager/tmp/lckmgr.pid

Done. Check /opt/OV ber\lceﬂctl\ator,EP,LocFManager,1og for details.
HP Lucl-. Manager start action completed...
nfvdff stmp s I

15.4.11 Getting status of HP Lock Manager

To Check HP Lock Manager Status, run the following command:
|#nfv—director.sh -a status -c lockmgr

Alternate command:
/opt/0OV/ServiceActivator/EP/LockManager/bin/showStatus.sh |

Following is a sample of the output:
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Connecting to rmi calhost:1226/RmilockManagerService
2 6-22 1

26 2 : [main] INFO RmiLockManagerClient - Invoking service rmi://localhost:1226/RmiLockManagerService
[

2014-06-22 14: main] INFO RmiLockManagerClient - Return: Service running. Lock manager notificater running.
HP Lock Manage z action completed...
nfudff stmp s I

15.4.12 Stopping HP Lock Manager

To stop HP Lock Manager, run the following command:
#nfv-director.sh -a stop -c lockmgr

Alternate command:
/opt/0OV/ServiceActivator/EP/LockManager/bin/StopServer.sh |

Following is a sample of the output:

ftmp § ./nfv-director.sh -a stop -c lockmgr .
Connecting to 4 calhust:IZZGEleLockManagerSerglce
2014-06-22 14: 7 [main] INFO RmiLockManagerClient - Invoking service rmi://localhost:1228/RmiLockManagerService

,767
2014-06-22 1 21,157 [main] INFO RmiLockManagerClient - Return: LockManager shutdown successfull
HP Lock Manager stop action completed...

nfvdff stmp s I

15.5 Assurance components

15.5.1Starting Assurance Gateway

To start NFVD Assurance Gateway, run the following command:
|#nfv—director.sh —-a start -c nfvd-agw

Following is a sample of the output:

#. /nfv-director.sh -c nfvd-agw -a start
Start HP Assurance Gateway daemon
Starting HP Assurance Gateway

HP NFVD Assurance Gateway start action completed...

15.5.2Stopping Assurance Gateway

To stop NFVD Assurance Gateway, run the following command:
fnfv-director.sh -a stop -c nfvd-agw

Following is a sample of the output:

[#. /nfv-director.sh -c nfvd-agw -a stop
Stop HP Assurance Gateway daemon
{"outcome" ccess "}

HP Assurance Gateway Jboss Stopped

:i NFVD Assurance Gateway stop action completed...

15.5.3Getting status of Assurance Gateway

To check status of NFVD Assurance Gateway, run the following command:
|#nfv—director.sh —-a status -c nfvd-agw

Following is a sample of the output:

~director.sh -c nfvd-agw -a status
6 application server is running

P NFVD Assurance Gateway status actlon completed...

15.5.4Restarting NFVD Assurance Gateway

To restart NFVD Assurance Gateway, run the following command:
|#nfv—director.sh —-a restart -c nfvd-agw

Following is a sample of the output:
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daemon

Stopped........
p action completed. ..

rance Gateway...

P NFVD Assurance Gateway start action completed...

15.5.5Starting Open Mediation

To start Open Mediation, run the following command:
|#nfv—director.sh -a start -c openmediation

Alternate command:

/opt/openmediation-V62/bin/nom admin --start-container -
all

Following is a sample of the output:

4. /nfv-director.sh -a start -c openmediation
Container instance number 8 has been STARTED.

HP Open Mediation start action completed...

15.5.6Stopping Open Mediation

To stop Open Mediation, run the following command:
#nfv-director.sh -a stop -c openmediation

Alternate command:

/opt/openmediation-V62/bin/nom admin --shutdown-container
—all

Following is a sample of the output:

#. /nfv-director.sh -a stop -c¢ openmediation

Container instance number @ has been SHUTDOWN
HP Open Mediation stop action completed...

15.5.7Getting status of Open Mediation

To check status of Open Mediation, run the following command:
|#nfv—director.sh -a status -c openmediation

Alternate command:
|/opt/openmediation—v62/bin/nom_admin --list-container

Following is a sample of the output:

#./nfyv-director.sh status -c openmediation
List of the containers:
el STARTED Hub

HP Open Mediation status action completed...

15.6 Monitoring components

15.6.1Starting HP SiteScope

To start HP SiteScope, run the following command:
|#nfv—director.sh —-a start -c SiteScope

Alternate command:
|/opt/HP/SiteScope/start

Following is a sample of the output:

192



2. infy-director.sh -a start -c sitescope
sitescope started as a background process
P sitescope start action completed. ..

/nTy-director.sh -a status -c Sitescope

Sitescope is running
HP SiteScope status action completed...

15.6.2Stopping HP SiteScope

To Stop HP SiteScope, run the following command:
|#nfv—director.sh —-a stop —-c SiteScope

Alternate command:
|/opt/HP/SiteScope/stop

Following is a sample of the output:

[¢. /nfv-director.sh -a stop -c sitescope
stopped SiteScope process (18675
Stopped SiteScope monitoring process (18691

ess
HP SiteScope stop action completed...

15.6.3Getting status of HP SiteScope

To check status of HP SiteScope, run the following command:
|#nfv—director.sh —a status -c SiteScope

Following is a sample of the output:

Sitescope 1s running
Hp SiteScope status action completed...

15.6.4Restarting HP SiteScope

To restart HP SiteScope, run the following command:
|#nfv—director.sh —-a restart -c SiteScope

Following is a sample of the output:

. /nfv-director.sh -a restart -c sitescope

stopped SiteScope process (11365)

/opt/HR/SiteScope/start: line 55: 1 1L ./start-service -x 3@ > /dev/null 2>&1
stopped SiteScope monitoring process (

HP SiteScope stop action completed. ..

Restarting HP Sitescope...
sitescope started as a background process

Hp SiteScope start action completed...

15.7 Automation components

15.7.1Starting HP UCA-EBC

To start HP UCA-EBC, run the following command:
|#nfv—director.sh -a start -c uca-ebc

Alternate command:
|su - uca /opt/UCA-EBC/bin/uca-ebc start

Following is a sample of the output:
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[¢_/nfu-director.sh -a start -c uca-ebc
ucA for EBC Home directory set to: /opt/UCA-EBC
ucA for EBC Data directory set var/ C
Using UCA for EBC e directory specified by the uC C_HOME environment variable: fopt/UCA-EBC

Using UCA for y s y DATA environment variable: /var/opt/UCA-EBC
Using UCA for tance directory : /var/oept/uc. ances/default
*x INFO: Starting UCA for Event Based Correlation version 3.0
A-EBC start action completed...
NFO: UCA for Event Based Correlation version 3.8 started (p1d=26042

15.7.2Getting status of HP UCA-EBC

To check the status of HP UCA-EBC, run the following command:
|#nfv—director.sh -a status -c uca-ebc

Alternate command:
|su - uca /opt/UCA-EBC/bin/uca-ebc show

Following is a sample of the output:

. /nfv-director.sh -a status -c uca-ebc
ucA for EBC Home directery set to: fopt/UCA-EBC

UcA for EEC Data directory set to: fvar/opt/UCA-EEC
nFo - er is running.
P UCA-EBC status action completed...

15.7.3Stopping HP UCA-EBC

To stop HP UCA-EBC, run the following command:
#nfv-director.sh -a stop -c uca-ebc

Alternate command:
|su - uca /opt/UCA-EBC/bin/uca-ebc stop

Following is a sample of the output:

. /nfv-director.sh -a stop -c uca-ebc
3C Home directory set to: /opt/UCA-EBC
Data directo H -
ting Server Stop

A for Event Based Correlation version 3.0 stopped (@).
op completed
top action completed...
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Chapter 16

Extending Monitors using Site
Scope

This section describes how to use the NFV Director to monitor resources.

NFV is a complex system that needs constant monitoring of the physical and the
logical entities. The provisioning and monitoring functions can be brought together
through rules that define manual or autonomous scaling and placement actions,
based on measured key performance indicators (KPIs).

To resolve this, HP NFV Director includes the agent-less monitoring component. Built
using HP SiteScope, it can monitor a wide variety of monitoring points, issuing
events, or executing commands when predefined thresholds are crossed. Since
different virtual network functions have different monitoring needs, the monitoring
points and thresholds are automatically configured by HP NFV Director as the VNF is
provisioned or modified. As an agent-less solution, HP NFV Director does not require
the installation of monitoring agents on the target systems.

The following sections use SiteScope v11.23 for illustrating the product capabilities.
Refer to its documentation for more details.

16.1 Accessing SiteScope

Use the following steps to access SiteScope.

1. To access SiteScope from a browser, enter the SiteScope address in a Web
browser.

The default address is: http://<server name>:<port>/SiteScope.

2. (Optional) To access SiteScope from the Start menu (Windows platforms only),
select Start > Programs > HP SiteScope > Open HP SiteScope.

3. Enter the login credentials and click the Login button.

16.2 Overview of SiteScope dashboard

When you connect to SiteScope, default dashboard can be seen on successful login.
For the first time SiteScope is deployed, there is a delay for initialization of the
interface elements. Dashboard displays current performance data for the
infrastructure elements being monitored by SiteScope and provides access to
functions you use to define filters. Dashboard displays a table of groups and monitors
for the elements highlighted in the monitor tree or listed in the path. You can double-
click each group or monitor node to navigate to child nodes and monitors.

SiteScope dashboard window—contains the following key elements:

Common toolbar—Provides access to page options, documentation, and additional
resources. This toolbar is located on the upper part of the window.

Context toolbar—Contains buttons for frequently-used commands in the selected
SiteScope context.
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Context tree—enables you to create and manage SiteScope objects in a tree
structure.

Context buttons—Provide access to the SiteScope Monitors, Remote Servers,
Templates, Preferences, Server Statistics, and Diagnostic Tools.

Common toolbar — page opteas v teb +

Context toolbar ¢ =0y R T - ™ | StsScope CPU Monkor -°C..| Casnboard || Propsrties || tnattics || Mens | Feponts
ST N - | ¥ | v ¥ 53| curent Status
2100
1) Nome +|Ste..| Type | Torget | Sum... |Upda.. Desc.. [ | @ | §
E- B selacted .
Context tree CPUmonk.. & CPU S 0% 1017720
El 50 Counters.
[ utiization o 0%
Tabs [V 53 T 7 0%
wization ... @ 0%

Context buttons —
7 Tos

Figure 186 SiteScope dashboard

SiteScope monitoring provides a real-time picture of system availability and
performance. You configure SiteScope monitors to collect metrics from a range of
infrastructure components, including Web, application, database, and firewall servers.
The status and metrics are then aggregated for presentation in SiteScope
Dashboard.

Dashboard is linked to the SiteScope monitor tree hierarchy. The data displayed in
Dashboard represents the selected context in the monitor tree. The highest level is
the SiteScope node and any applicable monitor groups. The lowest-level element for
display in a Dashboard view is an individual SiteScope monitor and its
measurements.

Dashboard includes functions that you can use to customize the display of monitor
information. This includes defining named filter settings to limit the display of data to
those matching defined criteria. You can also select various data display options.

Dashboard also includes hyperlinks and menus that you can use to navigate through
the hierarchy of monitor elements, manually run a monitor, disable monitors, and
access alert definitions.

SiteScope Dashboard has the following context buttons that are available from the
left pane:
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Ul

Element Description

[ Monitors

represented by a monitor tree.

Enables you to create and manage SiteScope groups and monitors in a hierarchy

Enables you to set up the connection properties so that SiteScope can monitor

5 Remote Servers

[*') Tempiates

solution template or create and manage your own templates.

Eﬁm

[i] Server Statistics

[ Tools

Enables you to view key SiteScope server performance metrics.

Figure 187 SiteScope Dashboard context buttons

16.3 Analyzing data in SiteScope dashboard

systems and services running in remote Windows and UN X environments.

Enables you to use templates to deploy a standardized pattern of menitoring to
multiple elements in your infrastructure. You can use preconfigured SiteScope

Enables you to configure specific properties and settings related to most of the
administrative tasks within SiteScope.

Displays diagnostic tools that can help you troubleshoot problems in SiteScope and
facilitate moniter configuration.

This task describes the steps to analyze data in SiteScope Dashboard.

1. View monitor and measurement status and availability.

When viewing SiteScope data in the Current Status view of Dashboard, you can
explore the monitor tree to view monitor and measurement status and availability.

Example: Measurement status and availability for a monitor:

A NEIE R I

Bl stescops
fitaSarity
Basic

# Q Dizabled Group I

CPU Lilization on
Directory: ¢\ on Si

Disk Space: Con
TP onlocalhost

SieScope PortM...

Name

Dashboard

1 Properties

Beport:

.
P T

| Status | Type | Target |9.|m|1...|l.hd-t...‘ Desc....

|| & |

8 |

@ Selectzd node
E FTP on localhost
LBl Courtarz (3 out...

round trip fime @
staius

& -

(7]

port rezponse @

Fort

localh...  0.031 ..
003 sec
200
220

11na.

Figure 188 SiteScope Dashboard: view monitor status

2. View configured and triggered alerts.

You can view data about alerts in the configured alerts and triggered alerts
columns. If alerts are configured for a monitor, you can double-click the

Configured Alert icon to see the list of configured alerts, and select an alert to
view or edit the alert properties.

Example: Configured alerts

group - monitors for [abm1ss...| Dashboard l Properties || Alerts i Peports 1
U %, Lj B[RS || <None> w| % v V 5| cumentStetus | Montor History | B B 4 | (%
Status | Type | Target | Summary ‘ Updated Description | ':j ‘ ﬁ.

Bl B selected node
I '-Irmmmrl.. (¥) Group 4 in group, none in error  11120... a2

E= Groups (1 outof 1)
I = browsable monitors on ... (¥} Group 2in group, none in error | 11A2/0._.. .

&8 monitors (3 out of 3)

| Log Flle monitor on lab O 4§ LogFie |labmiss.. 0matches, O matches.. 1112/0. [

|~ Cpumonitor onlabmis... @ g+  cPU labmiss... 1% avg,cpul 1%, cp..  11M20... ]

Memory on labm1ss08 (¥] 4 Memory |lsbmiss..  28% used, 3189MB fr 1112/0... . |
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Figure 189 SiteScope Dashboard: view configured and triggered
alerts

Disable monitors or monitors in group.

Depending on the diagnosis, you can disable the monitor or monitors in group, or
disable alerts associated with the monitor or group and continue to use the
monitor.

Acknowledge monitors.
To acknowledge monitor status, select a monitor or group and click the Add

Acknowledgment |E| icon or select Add Acknowledgment from the context
menu, and enter the details in the Acknowledge Monitors In Group dialog box.

Example: Acknowledge Monitors In Group Dialog

SiteScope group - "Windows mo... Dashboard L _Properties i Alerts Reports.
= 222 | B3 || cNone> (v | ¥ 1 % [ cumentstatus

Monitor History | B T4 @ | T2 2

‘ Mame | Status i‘ype ] iirget ] Summaly: Updked “')ec... I r‘] ‘ ﬁ
- [ selected node
i | Windows monttors fo... Group 3ingrou.. SHOMS ... Acd Ackricwisdoment
t Dcroups (1outof1) R ; 3
= 54 Monitors .
| e @ A - Run Monitor
i Memory on SiteScop... vy Memory SiteSco.. 29%use.. 9M0/08 ... St oA
— Log File monitor on Si... O 4  LogFile StteSco.. 1matche.. 9M0/08 .. e fsa SSPCI )
Coumontoronstes.. @ CPU  SteSco. 25%avg. gnoms. L EnebeDsabehontrsing

Figure 190 SiteScope Dashboard: Acknowledge monitors

5. Monitor your Microsoft Windows/UNIX server's resources.

You can create a Microsoft Windows or UNIX Resources monitor to monitor your
Windows or UNIX Server.

View monitor history.

You enable and configure monitor history in the General Preferences. To view
monitor history, click the Monitor History button in SiteScope Dashboard.

Example: Moenitor history view

SiteScope aroup - " it test” [ Dashboard | Properties Alerts Reports
el == =] | & || <mone> ¥ ¥ - T 3 CurentStatus | Monitor History

Run Time [ Name Status | v [
91008 911 AM CPU Utilization on SteScop... Q@@ 12%avg, cput 10%, cpu2 ..
&M0/08 912 AM C fte: 1 monitor o 100% OK, 1 monitor check

Figure 191 SiteScope Dashboard: view monitor history

16.4 Dashboard - status and availability levels

The following table provides details on different status and availability levels:
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Icon Description
Q Good Status. All performance measurements are within the Good threshold level.

V Warning Status. At least one performance measurement is within the Warning range, but
no measurements are within the Error or Poor range.

Q Error/Poor Status. At least one performance measurement is within the Error or Poor
range. This indicates either of the following:

+ The performance measurement has a value, but at poor quality level.

+ There is no measurement value due to some error.

Q Status Not Defined (No Data). There is no data for the group or monitor. This can be
caused by any of the following reasons:

+ A new monitor has not yet run.
» Monitor counters have not yet been collected.

+ The menitors on which the group or monitor depend are not reporting a Good condition.

(7] No Thresholds Breached Status. No thresholds were defined for the monitor counter,
so no status is assigned.

Figure 192 SiteScope Dashboard: status and availability levels

16.5 SiteScope templates and monitoring

SiteScope Templates provide an enterprise solution for standardizing the monitoring
of different IT elements in your enterprise, including servers, applications, databases,
network environments, and so on. You can use templates to rapidly deploy sets of
monitors that check systems in the infrastructure that shares similar characteristics.
You can create and customize your own templates to meet the requirements of your
organization.

SiteScope templates are used to standardize a set of monitor types and
configurations into a single structure. This structure can then be repeatedly deployed
as a group of monitors targeting multiple elements in the network environments.

Templates speed up the deployment process of monitors across the enterprise
through a single-operation deployment of groups, monitors, alerts, remote servers,
and configuration settings.

Note

¢ Make sure that the monitor-run frequency is always greater than the
time taken to scale-in/scale-out a VNF. Otherwise, multiple scale-
in/scale-out requests might be sent for a single scale-in/out condition.

¢ In Fulfillment artifact templates, each Monitor artifact should be
associated with a separate Monitor Handler artifact (even if the
handler/hypervisor is the same). One-to-one mapping should be
present between a Monitor artifact and a Monitor Handler artifact.

The following table describes the objects used in templates:
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Object

Ilcon Type
= Template
Container
= Template

€3 Template
Variable

" Template
Remote
Server

E3  Template
Group

B2  Template
Monitor

a Template
Alert

Description

A template container enables you to manage your template monitonng
solutions. You can add a template to a template container only.

The template contains the SiteScope group, monitors, remote servers,
vanable definitions, and alerts that make up the template monitoring solution.

A vanable is used to prompt for user input during template deployment.
Template variables are either user-defined or predefined system variables.

Atemplate remote server is used to define Windows or UNIX remote server
preferences that are created when the template is deployed.

A template group contains the template monitors and associated alerts. You
use template groups to manage the deployment of monitors and associated
alerts in your infrastructure.

Template monitors are used to define monitors that are created when the
template is deployed.

Template alerts are used to define alerts on groups and monitors that are
created when the template is deployed. If an alert has been set up for the
template monitor or group, the alert symbal is displayed next to the monitor or
group icon.

Table 7 SiteScope template objects

SiteScope provides template examples for monitoring in Windows and UNIX
environments. These templates are available from the Template Examples folder in
the template tree. You can use the template examples to help you use SiteScope

templates.

The following example shows the Windows basic template. The template contains a
template group, Windows monitors for %%host%%, two template monitors (CPU and
Memory), four user-defined variables (host, user, password, and frequency), and a
template remote server.
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f—]—_r' Template Examples
m Unix HP basic template
= m Windows basic template

I.J—]—E Windows monitors for %6%host%%
Cpu monitor on Fe¥%host9 %
Memory on %%host3:%
—5h 203 host %% remate windows
—=] frequency
—1=] host
—=] password
—=] user

Figure 193 SiteScope: sample template

For deploying a monitor template path is a very essential input which decides which
KPI has to be monitored. In the following example, the Template Path for CPU is
NFVDirector/VM_Monitors/KVM_VM/CPU. After triggering the respective template for
deployment with the associated variables, it moves to Deployed state and this monitor
can be accessed from Monitors Context.

E-& steScope
-0 Masiesememesiglli-ard Templates
0 NFWDirector
-0 HOST_MONITORS
-t NFVI_MONITORS
[E5 VM_MONITORS
_O0 KVM_VYM
&1 lepul

‘ | | —HEE KWVM WM CPU Maonitor

LB swoevmis

Figure 194 SiteScope: monitor context
Note

When configuring variables for Frequency and Error frequency in the Monitor
Run Settings, the variable values can only be in time units of seconds.

When a monitor is copied or moved from one template to another, any user-
defined variables in the monitor are also copied or moved.

The following table shows KPI's supported matrix for various hypervisors which
comes by default as part of NFVD. Boxes marked in pale yellow indicate those KPI's
are not supported for respective hypervisors.
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VMware ESXi || VMware VCenter KVM Openstack
Host vm Host vm Host vm vm
CPU v v v v v v
DiskRead 4 4 & 4 - 7
DiskWrite 4 & & 7 - 7
Memory v v v v v v =
NetworkRx 4 7 7 7 - 7
NetworkTx 7 4 4 4 - 4 4

Table 8 KPI's supported matrix for various hypervisors

The following table is the KPIs and counters supported matrix for various hypervisors
with units which comes by default as part of NFVD.

Hypervisor
Monitor Counters VMWare KVM Openstack | Unit Details
Host/ VM Host VM VM
VCenter
CPU cpu_usage_average v 7 v 7 7 % Pfeec;atags:d
O u:
Memory memory_usage_average 7 77 57 v X % zfe;AO:;':fgyeused
disk_read_rate_average v v X x x kB/s Cir:bmg:s r:::db;:r or‘:: ot
DiskRead disk_read_requests x x x v v request | Disk read requests
disk_write_rate_average Average number of
S X v X X X KBis kilobylges written to disk
DiskWrite disk_write_requests x x x % 7 request | Disk write requests
network_bytes_received x x X v x bytes Network bytes received
network_packets_received v packet | Number of incoming
NetworkRx X X X X packets
network_data_rx_rate_average 7 = x x x kB/s s«;lg?:srraéze a“tl ::‘hich
network_bytes_transmitted Network bytes
e x x | x [ ¥ | % Sl e
network_packets_transmitted acket | Number of outgoing
NetworkTx X X X X 4 P packets
network_data_tx_rate_average 7 . x x x kB/s :;ltearilgaes r‘arﬁ;en ::n \;!heizh

Figure 195 KPIs and counters supported matrix for various hypervisors

The following is a list of out-of-the-box monitors supported by NFVD. These monitors
support infrastructure monitoring for KYM and VMWare. You can use these monitors
for checking the overall performance of the respective infrastructure. You can find
these templates under NFVDirector/NFVI MONITORS in SiteScope Templates
context. For details on the usage of these monitors, refer to the Creating custom
templates section.

Monitors Hypervisor
Infrastructure Performance KVM
Infrastructure Performance VMWare

Table 9 Monitors supported by NFVD

The following is a Condition Expression support matrix, which can be associated with
a monitor artifact. If a monitor artifact is associated with only a single condition
artifact, the other conditions are associated with that monitor artifact using the default
values for v1 release.

Counter names used in the expression should match the ones from the KPI's and
counters supported matrix. A sample of usage for a CPU error condition is
cpu_usage_average > 90.
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Condition Type Operator supported

ERROR >
WARNING >
GOOD <

Table 10 Counter conditions

16.5.1Creating custom templates

Custom templates broaden the capabilities of the regular SiteScope monitors other
than the NFVD supported monitors. They help in tracking availability and performance
of monitored environments. The custom templates enable you to create your own
monitor by using any existing monitors provided by SiteScope.

1. Select the templates context.

2. Right-click the SiteScope root node from the tree and select New > Template
Container.

[ SiteScope

Page Options + Help «

S RIEAR A -/
E-@ . 4 Mew ... h| Template Container
i
HM Paste Cul-V | Templates
HM Import b
“0T9  Expand Al
_'_l &fluwll TEANPRERS

Figure 196 SiteScope: Create custom templates
3. Enter the name of the template container and click the OK button.

4. Right-click this new template container node and select New > Template.
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[ SiteScope
Page Options = Help «

p| Template Container

- = 2 % o Q
=] %ﬂeSmpe

01 Custom Templates

—E:i = Mew ..

:; Faste crly | Jemplate

ul Delete Ctrl-D

id Copy Ctrl-C
Cut Cirl-2
Deploy Template Ctrl-J
Impart b
Export b
Generate XML
Expand Al

Figure 197 SiteScope: new template

Enter the name of the template and click the OK button.

In the example provided in this section, a template container is created with the

name Custom Templates.

Right-click this new template node and select New > Group.

[ SiteScope

Page Options + Help «

.E]-kx s |

E-@ SiteScope
15 Custom Templates
L[] PerformanceMonitor

L Mond  New ...

o NPV

= Sam Paste

1 Temy Cut

1 Solu Delete
Copy
Deploy Template
Deploy Template

,f‘}.h Publish Changes

Export
Expand All

EE
\ariable Values
»| Group CukG  InceMonitor
“ariable

Chrl-v

Cirl-3

Ctrl-D

Microsoft Windows Remote Server
UMIX Remote Server

Cirl-C

Ctrl-J

Using CSV

Last edited by: = SiteScope Administrator

Last edited on:

SearchiFilter Tags

Figure 198 SiteScope: new group

Enter the name of the group and click the OK button.

In the example provided in this section, a template is created with name

PerformanceMonitor.

Right-click this group node and select New > Monitor.
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[ SiteScope

Page Optionz = Help «
= E] - & ¥ | @ o-
B4 SiteScope

[ Custom Templates
I':LI—E] PerformanceMonitor

L7 custom Menitor
M Monitor 0 3 New J
[ MFVDire s
L0 Sample T Paste e
= Tempiate cut Cirl-x
i Solution Delete Cirl-D
Copy Cirl-C
Expand Al

Monitor Ctrl-M
Group

Cirl-G

Ctrl-A

Figure 199 SiteScope: new Monitor

10. Select any one of the monitors of your choice from the list.

11. In the example provided in this section, a group is created with the name Custom

Monitor.

12. Right-click the PerformanceMonitor template node and select New > Variable.

[ SiteScope

Page Options + Help «
TP i—
E-@ SteScope Variable Values
i Custom Templates
=[] PerformanceMonitor
© New .. | Grou ClE heeMonitor
-+ Mon Paste CrlV Variable
= NFY Cut cre | Microsoft Windows Remote Server
Sr] Sam| Delete culp | UMIX Remote Server
<] Tem P
Coy CHrl-C
{1 Solu Py i
Depioy Tempiate il Last edited by: | SiteScope Administrator
Deploy Template Using TSV
Y Last edited on: | Tue Jul 1 2014 01:06 PM IST
@ 4 Publish Changes
Export ]
Expand Al | searchiFiter Tags
|

Figure 200 SiteScope: new Variable

The following window opens.
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f
|%| New Variable

Display order in template:

[ Password variable

Mandatory varable

Varable Values
# Name: | host |
Display name: | host |
Description: | hasﬂ |
Default value: | |

]

[ ok " Cancel |

Figure 201 SiteScope: new Variable details

13. Enter the details for configuring a variable to associate it with the template.

In the following example, the host variable is configured.

After the variable is configured, it appears in the tree under the Template node.
You can configure any number of variables. The following example shows how to
use these variables in the monitor depicted.

[A SiteScope

Page Options v Help

14 Solution Templates

Show run resuits on update

e | @IQ—I Tempiate monitor_-"Per of %3thesti %" [ Propertes || Merts
0
=@ SiteScope ‘ General Setings | =
<0j Custom Templates | |
B[] PerformanceMenitor
EHEE Custom Monitor Menitor Run Settings
B4 Performance of %%host%%
[=1 duration ]
Lﬂ 05| # Frequency: | |5€“ iong6%| ‘ISandsl'l
—
word Error frequency: | | [ seconds|*|
(=] user
15 Menitor Deployment Wizard Templates O Verify error
“t§ NFVDirector
£ Torou Eampes T —

Figure 202 SiteScope: enter variable to associate with template

Following is the complete hierarchy of the Custom Template created.
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[ SiteScope
Page Options + Help

= E] | & = | & O
E-&@# SiteScope
1 Custom Templates '

[j—Eﬂ PerformanceMonitor
FHEE Custom Monitor
l—@“ Performance of %% host%%
duration
host
2] password
=] user v,
-0 Monitor Deployment Wizard Templates
8 NFVDirector
1 Template Examples
1 Solution Templates

7 Tools

Figure 203 SiteScope: hierarchy of custom template

16.5.1.1 Associating Monitor Artifact to Monitor Handler Artifact
After you create Custom templates, associate the artifacts for deploying successfully.
1. Enter the full monitor name.

2. Enter the Template path up to the group level.

An example of Monitor artifact:
<category>
<label>GENERAL</label>
<version>1l</version>
<order>1</order>
<attributes>
<attribute>
<label>Name</label>
<type>
<label>TEXT</label>
</type>
<unit>TEXT</unit>
<value> PerformanceMonitor </value>
<mandatory>true</mandatory>
</attribute>

<attribute>
<label>TemplatePath</label>
<type>
<label>TEXT</label>
</type>
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<unit>TEXT</unit>
<value>

Custom Templates/PerformanceMonitor/Custom
Monitor<value/>

<mandatory>false</mandatory>

</attribute>

</attributes>
</category>

Associate the Monitor artifact to the Monitor Handler artifact.

Create Monitor Argument artifacts with the exact variable name and variable
value.

Sample of the MonitorArgument artifact.

<category>
<label>GENERAL</label>
<version>1l</version>
<order>1</order>

<attributes>
<attribute>
<label>Name</label>
<type>

<label>TEXT</label>
</type>

<unit>TEXT</unit>

<value>host</value>
<mandatory>true</mandatory>

<order>1</order>
</attribute>
<attribute>
<label> Value</label>
<type>
<label>TEXT</label>
</type>
<unit>TEXT</unit>
<value>
hostname</value>
<mandatory>true</mandatory>
<order>2</order>
</attribute>
</attributes>

</category>

6. Associate the Monitor Argument artifacts to the Monitor Handler artifact.
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16.6 Alerts section

SiteScope alerts are natification actions that are triggered when the conditions for the
alert definition are detected. You use an alert to send some notification of an event or
change of status in some element or system in your infrastructure. For example, an
alert can be triggered when a SiteScope monitor detects a change from Good to Error
indicating that the monitored system has stopped responding.

Alerts can be of three types namely Error, Warning, and Good.

Error alert will be triggered on breach of error threshold condition and will be sent
to the configured SNMP target. An error alert will be sent to the destination target
only if the threshold breach has occurred at least 4 times.

Warning alert will be triggered on breach of warning threshold condition and will
be sent to the configured SNMP target. A warning alert will be sent to the
destination target only if the threshold breach has occurred at least 4 times.

Good alert will be triggered on meeting normal/safe threshold condition and will
be sent to the configured SNMP target. A good alert will be sent to the destination
target only if the monitored entity was previously in error condition.

If an alert is defined for a monitor, then it is activated on that monitor only. If an
alert is defined for a template, then it is activated for all the monitors in the
template.

SNMPTarget has to be configured in Preferences section. Destination address
and port have to be configured to map to the endpoint to where alerts have to be
sent.

16.7 Configuring an alert

This task describes the steps involved in configuring an alert definition.

16.7.1Prerequisites

Only a SiteScope administrator user or a user granted the appropriate alerts
permissions can view, create, or edit alerts.

16.7.2Creating/copying an alert

You can create a new alert or copy an existing alert into any group or monitor
container in the SiteScope tree.

16.7.2.1 Creating a new alert

1.

2.
3.
4.

Right-click the container to which you want to associate the alert and select New
> Alert.

Enter a name for the alert.
Select the targets to trigger the alert.

Configure an alert action.

In the Alert Actions panel, click the New Alert Action to start the Alert Action
wizard.

16.7.2.2 Copying an Alert Definition

1.
2.

In the Alerts tab, select the alert you want to copy.

Copy and paste it into the desired group or monitor container.
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The alert target automatically changes to the group or monitor into which the alert is
copied.

Note

If you copy an alert definition from one group container to another, the Alert
targets for the pasted alert are automatically reset to include all of the children
of the container into which the alert is pasted. After pasting an alert, edit the
alert definition properties to be sure that the assigned Alert targets are
appropriate to the new alert context and your overall alerting plan.

16.7.2.3 Testing the alert

1. Select the alert in the Alerts tab of the monitor tree.
2. Click Test.
3. Select the monitor instance you want to test and click OK.
A dialog box opens with information about the alert test.
Note

The monitor you select does not have to be reporting the same status
category that is selected to trigger the alert to test the alert. For example, the
monitor does not have to currently be reporting an error to test an alert that is
triggered by error conditions.

16.7.2.4 Disabling an alert - optional

You can disable alerts from the Alerts tab.
1. Select the alerts that you want to disable.
2. Click the Disable button.

Alerts disabled from the Alerts tab cannot be triggered; this overrides the
associated alerts status set for a monitor in the monitor Properties tab or
Dashboard.

16.8 SNMP preferences

You use SNMP Preferences to configure the settings SiteScope needs to
communicate with an external SNMP host or management console. These are the
default SNMP parameters for use with SNMP Trap alerts.

To access, select Preferences context > SNMP Preferences.
Note

You must be an administrator in SiteScope, or a user granted View SNMP
lists permissions to be able to view SNMP Preferences.

SNMP Preferences enable you to define settings that are used by SiteScope SNMP
Trap alerts when sending data to management consoles. It also enables you to define
SNMP Trap receivers, and listen to multiple local addresses and ports at the same
time. SiteScope uses the SiteScope SNMP Trap Alert type to integrate with SNMP-
based network management systems.

User interface elements are described below:
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Ul Element Description

General Settings

Name Name string assigned to the setting profile when creating a new SNMP
recipient.
Description Description for the setting profile, which appears only when editing or viewing

its properties. You can include HTML tags such as the <BR>, <HR>, and <B>
tags to control display format and style.

Note: HTML code entered in this box is checked for validity and security, and
corrective action is taken to fix the code (for example, code is truncated if it
spans more than one line). If malicious HTML code or JavaScript is detected,
the entire field is rejected. The fallowing is prohibited HTML content:

« Tags: script, object, param, frame, iframe.

« Any tag that contains an attribute starting with on is declined. For example,
onhover.

« Any attribute with javascript as its value.
Preferences Settings: Main Settings Area

Send to host Domain name or IP address of the machine that receives all SNMP trap
messages. This machine must be running an SNMP consale to receive the
trap message.

Examples: snmp.mydomain.comor 206.168.191.20.
SNMP port SNMP port to which the trap is sent.

Default value: 162

Table 11 SNMP User Interface Elements
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Preferences Settings: SNMP Connection Settings Area

Ul Element Description
Timeout Amount of time, in milliseconds, to wait for the SNMP trap requests (including
(seconds) retries) to complete.

Default value: 5

Number of Number of times each SNMP trap GET request should be retried before
retries SiteScope considers the request to have failed.

Default value: 1

Community Default SNMP community name used for sending traps. The community string
must match the community string used by the SNMP management console.

Default value: public

SNMP version Default SNMP protocol version number to use. SNMP V1 and V2c are
currently supported.

Default value: V1

Authentication Authentication algorithm used for SNMP V3. You can select MD5, SHA, or
algorithm None.

Note: This field is available only if SNMP V3 is selected.

User name User name to be used for authentication if you are using SNMP version 3.

Note: This field is available only if SNMP V3 is selected.

Password Password to be used for authentication if you are using SNMP version 3.

Note: This field is available only if SNMP V3 is selected.

Table 12 SNMP Preference Settings
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Preferences Settings: Advanced Settings Area

Ul Element

SNMP trap ID

SNMP object
ID

Add System
OID as a
prefix to
SNMP Trap

SNMP source

Description

Select the type of trap to send. There are several predefined ID types for
common conditions:

+ Generic SNMP trap ID. Select a generic SNMP type from the drop-down
list.

« Enterprise-Specific SNMP trap ID. To use an enterprise specific SNMP
ID type, enter the number of the specific trap type in the box.

Note: When integrating SiteScope with NNMi, you must select Enterprise-
Specific SNMP trap ID, and enter 1. SiteScope sends a different notification
ID for each SNMP version:

« SNMPV1:.1.3.6.1.4.1.11.15.1.4
¢ SNMPV2:.1.3.6.1.4.1.11.15.1.41
Identifies to the console the object that sent the message.

« Preconfigured SNMP object IDs. Select one of the predefined objects
from the drop-down list.

« Other SNMP object ID. To use ancther object ID, enter the other object ID
in the box.

Note:

¢ InSiteScope version 11.20 and later, all logged traps have an object ID that
starts with a dot (“.”). For example, oid=.1.3.6.1.2.1.0.1.3.6.1.4.1.11.2.17.1.

e When integrating SiteScope with NNMi, select Preconfigured SNMP
object IDs and choose HP SiteScope Event from the list.

Adds the default system OID (1.3.6.1.2.1) as a prefix to all SNMP Trap OIDs.
Clear the check box if you do not want to use this prefix.

Default value: Selected

The SNMP trap source: SiteScope Server or the moniter target server.

Default value: Monitored Host

Table 13 SNMP Preferences Advanced Settings

16.9 Sending SiteScope Alerts

SiteScope triggers the alert as soon as any monitor it is associated with matches the

alert trigger condition.

The following examples illustrate how different alert configurations send alerts after
the error condition has persisted for more than one monitor run. If a monitor runs
every 15 seconds and the alert is set to be sent after the third error reading, the alert
is sent 30 seconds after the error was detected. If the monitor run interval is once
every hour with the same alert setup, the alert is not sent until 2 hours later.
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Example 1 - Always, after the condition has occurred at least N times:

Example 1a. An alert is sent for each time monitor is in error after condition persists for at least
three monitor runs. Compare this with Example 1b below.

Alert setup Always, after the condition has occurred at least 3 times

sample interval 0 1 2 3 4 5 6 7 a8
status ¥] Q Q Q Q Q Q [} Q
count c=0 c=1 c=2 c=3 c=4 c=5 c=0 c=1 c=2

alert!  alert! alert!

Example 1b. An alert is sent for each time monitor is in emor after condition persists for at least
three monitor runs. Shows how the count is reset when the monitor retums one non-error
reading between consecutive error readings. Compare this with Example 1a above.

Alert setup Always, after the condition has occurred at least 3 times

sample interval 0 1 2 3 4 5 [ T 8

status (¥ (%] Q Q o o (%) i o

count c=0 c=1 c=2 ¢=0 c=1 c=2 c¢=3 c=0 c=0
alert!

Figure 204 SiteScope: send alerts always
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Example 2 - Once, after the condition has occurred exactly N times:

An alert is sent only once if monitor is in eror for at least three monitor runs, regardless of how
long the error is retumed thereafter.

Alert setup Once, after the condition has occurred exactly 3 times

sample interval 0 1 2 3 4 5 B T 8

status o Q Q Q Q Q Q Q Q

count c=0 c=1 c=2 c¢=3 c=4 c¢c=5 =6 c=7 c=8
alert!

Example 3 - Initially, after X times, and repeat every Y times:

Example 3a. An alert is sent on the fifth time monitor is in error and for every third consecutive
ermror reading thereafter. Compare this with Example 3b below.

Alert setup Initially, after 5 times, and repeat every 3 times

sample interval 0 1 2 3 4 5 6 7 8

status (V] Q Q Q Q Q Q Q Q

count c=0 c¢=1 ¢=2 =3 c=4 c=b c=6 c¢=7 c=8
alert! alert!

Example 3b. An alert is sent on the third time monitor is in error and for every fifth consecutive
error reading thereafter. Compare this with Example 3a above

Alert setup Initially, after 3 times, and repeat every 5 times

sample interval 0 1 2 3 4 & 6 7 8

status [v] Q Q Q Q Q Q Q Q

count c=0 c¢c=1 ¢=2 c=3 c=4 ¢=5 =6 =7 =8
alert! alert!

Figure 205 SiteScope: send alert once

16.10 User management preferences

You can manage SiteScope user accounts from the User Management Preferences

page. This page enables you to administer the users that are allowed access to

SiteScope.

1. To access, select Preferences context >User Management Preferences.
2. Inthe User Management Preferences page, click the arrow next to the New

User |

" button and select New User.

3. Inthe Main Settings panel, enter the user name, login name, and password, and
select the groups that can be accessed by this user profile.

4. Select the permissions to be granted to this user from the Permissions panel, or
use the default permissions.

All permissions are granted except the Add, Edit or Delete user permissions.

5. Click OK.

The new user profile is added to the User Management Preferences list.

The following table provides Ul descriptions of the User Management Preferences

page.
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Ul Element Description

v|

5]
B

&)

(S

(Sl

New. Click the arrow next to the button, and select:
« New User. Creates a new user profile.

+« New User Role. Creates a new user role profile.

Edit. Enables editing the selected user or user role profile.

Delete User/User Role. Deletes the selected user or user role profiles.

Copy to User Role. Enables coping an existing SiteScope user's permissions to
anew userrole.

Note:SiteScope users still need to have a user login and a security group assigned
to them on the LDAP server. (LDAP users have their own LDAP user name and
password for logging on to SiteScope.)

Select All. Selects all listed user and user role profiles.

Clear Selection. Clears the selection.

Table 14 User Management Preferences

Note

Only an administrator in SiteScope or a user with add, edit, or delete user
preferences permissions can create or make changes to user settings and
permissions for the current user or for other users.

By default, a regular user does not have Add, edit or delete user preferences
permissions. This means that they can view their own user properties only.

16.11 Managing certificates

When monitoring a remote server, if the target server uses a self-signed certificate,
the certificate must be added to a trusted keystore. If you are monitoring a URL, a
VMware-based server, a WebSphere Application Server, or a secure connection, you
can manage self-signed certificates from the Certificate Management page.

Use the following procedure to import certificates:

1.
2.

Select Preferences context > Certificate Management.

To add certificates, click the Import Certificates button.

The Import Certificates dialog box appears.

Select File or Host and enter the details of the source server.

From the Loaded Certificates table, select the server certificates that you want
to import and click Import.

The imported certificates are listed on the Certificate Management page.

To view certificate details, double-click a certificate.

Note

To view the Certificate Management page, you must be an administrator in
SiteScope or a user granted with View certificates list permissions.
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Chapter 17

Extending Action capabilities using
UCA-Automation

The correlation and autonomous actions correspond to correlating traps received
from NFV source and taking autonomous actions based on the NFV topology.
Correlation is possible when the collection event is received from various NFV
sources at the UCA EBC value pack. The event collection to UCA EBC is possible
depending on the generic SNMP channel adaptor configuration.

17.1 Correlation and autonomous process

/ UCA EBC Sewﬂ
a "\

Automation !

i
E Console UI (\
|
\

Enterprise
or Oracle

Db

Graph
DB

i UCA EBC CA ‘

NOM
Generic SNMP
CA
NFVD NFVD| infrastructure
Fulfillment HPSA alari

- NFVD Correlation implemented

—.—.» UCA Automation framework m
invent

Figure 206 Correlation and autonomous action process diagram
Correlation and Autonomous actions can be categorized into the following:
e Alarm Enrichment
e Autonomous action

e Status of action and reporting

17.1.1Alarm enrichment

The alarms received from the NFV source should be enriched with NFV topology
information and parameters required for autonomous actions. The UCA NFVD
Problem detection valuepack that is delivered with the NFV Director 2.0 enriches
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alarms. Depending on the action, it fetches the required parameters and finally
publishes the alarms to Open Mediation.

The following is a sample of a raw alarm received from the NFV Director source.

<AlarmCreationInterface xmlns="http://hp.com/uca/expert/x733Alarm">
<identifier>5:65d95213-00fd-4764-adfa-86b00af088la</identifier>
<sourceIdentifier>NFVD Source</sourceIdentifier>
<alarmRaisedTime>2014-06-23T11:55:00Z</alarmRaisedTime>
<targetValuePack>SNMP-Customization-SiteScope-
FlowTarget</targetValuePack>
<originatingManagedEntity>KVM TestVM</originatingManagedEntity>
<originatingManagedEntityStructure>
<classInstance instance="SiteScope\HP\KVM VM CPU
Monitor\KVM TestVM" clazz="Generic Hypervisor"/>
</originatingManagedEntityStructure>
<alarmType>QUALITY OF SERVICE ALARM</alarmType>
<probableCause>calculatedCounterValuel == 1 error</probableCause>
<perceivedSeverity>WARNING</perceivedSeverity>
<networkState>NOT CLEARED</networkState>
<operatorState>NOT ACKNOWLEDGED</operatorState>
<problemState>NOT HANDLED</problemState>
<specificProblem>cpu usage medium: 1</specificProblem>
<additionalText> customPropertiesValues=| httpPort=8888|
_webserverAddress=15.154.72.226|
alertHelpURL=http://15.154.72.226:8080/SiteScope/sisdocs/doc_lib/index.
htm?single=false&amp;context=system availé&amp;topic=config sis alert]|
diagnosticTraceRoute=|errorOnly=|goodOnly=cpu usage high: 0
cpu_usage_low: O0|FullGroupId=HP: KVM VM CPU Monitor|group=KVM VM CPU
Monitor|
groupdescription=CPU |
groupID=201087530]
id=&amp;1lt;id&amp;gt; |
mainStateProperties= groupID: 201087530
calculatedCounterValuel: 0
calculatedCounterValue2: 1
calculatedCounterValue3: 0]
monitorDrilldownUrl=http://ossvm8.ind.hp.com:8080/SiteScope/servliet/Mai
n?activeid=201087531&amp;activerighttop=dashboard&amp;view=new&amp;dash
board view=Details&amp;dashboard model=true&amp;sis_silent login type=e
ncrypted&amp; login=%$28sisp%29knjxbgDESkAn5mKcvgTm]j $2FyFwHH5Ke3m&amp; pas
sword=%28sisp%29EzgXbIXEFD$2BJPEINIT%2FZ1EL]ja0DKaN7 |

monitorServiceId=SiteScopeMonitor:201087530:201087531|
monitorTypeDisplayName=Generic Hypervisor|
monitorUUID=9al45576-cefb-483f-beaa-bd3bd6£9158f |
mountName=[/dev/mapper/VolGroup00-root vol, /dev/mapper/VolGroup00-
root vol (/), /dev/sdal, /dev/sdal (/boot), /dev/mapper/VolGroup00-
home vol, /dev/mapper/VolGroup0O-home vol (/home),

/dev/mapper/VolGroup00-opt vol, /dev/mapper/VolGroupOO-opt vol (/opt),
/dev/mapper/VolGroup00-tmp vol, /dev/mapper/VolGroupOO-tmp vol (/tmp),
/dev/mapper/VolGroup00-usr_vol, /dev/mapper/VolGroupOO-usr vol (/usr),
/dev/mapper/VolGroup00-var_vol, /dev/mapper/VolGroupOO-var vol (/var),

/dev/mapper/VolGroup00-var crash vol, /dev/mapper/VolGroup00-
var_crash vol (/var/crash), /dev/mapper/VolGroupOO-var log audit,
/dev/mapper/VolGroup00-var log audit (/var/log/audit)] |

multiViewUrl=http://15.154.72.226:8080/SiteScope/MultiView]|
fullMonitorName=SiteScope\HP\KVM VM CPU Monitor\KVM TestVM|
newSiteScopeURL=http://15.154.72.226:8080/SiteScope|sample=5|
SiteScopeBaseUrl=http://ossvm8.ind.hp.com:8080 |
SiteScopeHost=ossvm8.ind.hp.com|
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SiteScopeURL=http://15.154.72.226:8080/SiteScope|

.html|
state=Virttop Management/Domains
Information/KVM TestVM/Performance/%$CPU=0.1, ,
cpu_usage high=0,
cpu_usage medium=1, cpu usage low=0|
tag=|targetHost=sheep.gre.hp.com|
targetIP=16.16.94.139]
targetIPVersion=IPV4 |
templateDeployPath=HP/KVM VM CPU Monitor|
time=11:54 AM 6/23/14|

</additionalText>
</AlarmCreationInterface>

SiteScopeuserurl=http://15.154.72.226:8080/SiteScope/userhtml/SiteScope

warningOnly= cpu usage medium: 1|customerId=&amp;lt;customerIdé&amp;gt;

The following is an enriched alarm, after processing by UCA NFVD Problem
Detection.

Valuepack.

- alarmRaisedTime = 2014-05-05T20:41:00.848+05:30
- sourceldentifier = NFVD_Source
- originatingManagedEntity = KVM TestVM

- originatingManagedEntityStructure
-> Host = ossvml.ind.hp.com

- alarmType = QUALITY OF SERVICE ALARM
- probableCause = UtilizationPercentage

- perceivedSeverity = CRITICAL

- networkState = NOT_CLEARED

- operatorState = NOT_ACKNOWLEDGED

- problemState = NOT_HANDLED

- problemInformation = Attribute not available
- specificProblem = ERROR

- additionalInformation = null

- additionalText = SiteScope

alarm|MONITOR.cpuMonitor-001|CONDITION=ERROR |group=KVM VM CPU
Monitor|groupdescription=CPU|groupID=201070542|id=1

- proposedRepairActions = null

- notificationIdentifier =0

- correlationNotificationIdentifiers = Attribute not available

- timeInMilliseconds = 1399302660848 [2014/05/05
20:41:00.848 +0530]

- targetValuePack = null

- sourceScenarios =

[com.hp.uca.expert.vp.pd.ProblemDetection]

- passingFilters [NfvdScenario]

- passingFiltersTags
ProblemAlarm, SubAlarm]}
- passingFiltersParams

{NfvdScenario=[Trigger,

{NfvdScenario={}}

- hasParents = false
- parentsNumber =0

- parents = null
- hasChildren = false
- childrenNumber =0

- children = null
- justInjected = false
- aboutToBeRetracted = false
- hasStateChanged = false
- stateChanges = none
- hasAVCChanged = false

- attributeValueChanges none
- customFields

-> userText = NFVD-PD
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-> NFVTopology =
<Start>
<VIRTUAL MACHINE>
artifactCategory=GENERIC;
GENERAL.Description=A Virtual machine;
artifactId=KVMVM-2001;
GENERAL.Name=KVM TestVM;
SERVICE_ACTION=CREATE;
templateId=template-512;
GENERAL. Type=VMtype;
SERVICE TYPE=NFVD;
SERVICE NAME=INSART;
artifactFamily=VIRTUAL MACHINE;
GENERAL.hostname=KVM TestVM;
GENERAL.Management access=http://vml.ind.com:8080;
</VIRTUAL MACHINE>
<VNF COMPONENT>
artifactCategory=GENERIC;
GENERAL.Description=This is VNFC component;
artifactId=VNFC-BLR1;
GENERAL.Name=vnfc-BNGALORE;
SERVICE ACTION=CREATE;
templateId=template-8001;
lastUpdateTimestamp=15-04-2014 12:58;
creationTimestamp=15-04-2014 12:57;
SERVICE_ TYPE=NFVD;
SERVICE NAME=INSART;
artifactFamily=VNF COMPONENT;
</VNF_COMPONENT>
<VIRTUAL_PORT>
artifactCategory=GENERIC;
artifactId=Ethe.1990;
SERVICE ACTION=CREATE;
templateId=template-512;
lastUpdateTimestamp=15-04-2014 12:58;
SERVICE_TYPE=NFVD;
SERVICE NAME=INSART;
artifactFamily=VIRTUAL PORT;
INFO.Speed=10;
INFO.Name=EthernetPort-10GB;
INFO.ID=Ethe.1990;
INFO.Type=Port;
INFO.MAC=12:34:56:78:9A:BD;
</VIRTUAL7PORT>
<VIRTUAL LUN>
artifactCategory=GENERIC;
artifactId=LUN-1001;
SERVICE_ACTION=CREATE;
templateId=template-512;
lastUpdateTimestamp=15-04-2014 12:58;
SERVICE TYPE=NFVD;
SERVICE NAME=INSART;
artifactFamily=VIRTUAL LUN;
INFO.Name=LUN-1.2-BLR;
INFO.Amount=30;
INFO.ID=LUN-1001;
INFO.Type=Storage;
</VIRTUAL7LUN>
<VIRTUAL_ DISK>
artifactCategory=GENERIC;
artifactId=vDiskl;
SERVICE ACTION=CREATE;
templateId=template-512;
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lastUpdateTimestamp=15-04-2014 12:58;
SERVICE_TYPE=NFVD;

SERVICE_ NAME=INSART;
artifactFamily=VIRTUAL DISK;
INFO.Name=Seagate-500GB-SATA;
INFO.Amount=2;

INFO.ID=PSATA-500;
INFO.Type=Memory;

</VIRTUAL_DISK>

<VIRTUAL MEMORY>
artifactCategory=GENERIC;
artifactId=RAM-4001;

SERVICE ACTION=CREATE;
templateId=template-512;
lastUpdateTimestamp=15-04-2014 12:58;
creationTimestamp=15-04-2014 12:57;
SERVICE TYPE=NFVD;

SERVICE NAME=INSART;
artifactFamily=VIRTUAL MEMORY;
INFO.Name=DDR-RAM-8GB;
INFO.Amount=1;

INFO.ID=RAM-4001;

INFO.Type=Memory;

</VIRTUAL7MEMORY>

<VIRTUAL CORE>
artifactCategory=GENERIC;
artifactId=VCore-1001;

SERVICE ACTION=CREATE;
templateId=template-512;
lastUpdateTimestamp=15-04-2014 12:58;
SERVICE TYPE=NEVD;

SERVICE NAME=INSART;
artifactFamily=VIRTUAL CORE;
INFO.Speed=2233;
INFO.Name=VCore-I5;

INFO.Amount=3;
INFO.ID=Serial-VCore-1001;
INFO.Type=Virtual Core;
</VIRTUAL_CORE>

<MONITOR>

artifactCategory=GENERIC;
GENERAL.Description=Network Monitor;
artifactId=networkMonitor-004;
GENERAL.Name=Network;

SERVICE ACTION=CREATE;
templateId=template-004;
lastUpdateTimestamp=30-04-2014 12:57;
creationTimestamp=30-04-2014 12:57;
SERVICE TYPE=NEFVD;

SERVICE NAME=INSART;
artifactFamily=MONITOR;

GENERAL. Frequency=30;
GENERAL.DeploymentPath=;

</MONITOR>

<MONITOR>

artifactCategory=GENERIC;
GENERAL.Description=Disk Monitor;
artifactId=diskMonitor-003;
GENERAL.Name=Disk;
SERVICE_ACTION=CREATE;
templateId=template-003;
lastUpdateTimestamp=30-04-2014 12:57;
creationTimestamp=30-04-2014 12:57;
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SERVICE TYPE=NFVD;
SERVICE_ NAME=INSART;
artifactFamily=MONITOR;
GENERAL. Frequency=30;
GENERAL.DeploymentPath=HP/NFVD/NS-Routing/VNF-K/VNFC-K;
</MONITOR>
<MONITOR>
artifactCategory=GENERIC;
GENERAL.Description=Memory Monitor;
artifactId=memoryMonitor-002;
GENERAL.Name=Memory;
SERVICE ACTION=CREATE;
templateId=template-002;
lastUpdateTimestamp=30-04-2014 12:57;
creationTimestamp=30-04-2014 12:57;
SERVICE TYPE=NEVD;
SERVICE NAME=INSART;
artifactFamily=MONITOR;
GENERAL.Frequency=30;
GENERAL.DeploymentPath=HP/NFVD/NS-Routing/VNF-Z/VNFC-Z;
</MONITOR>
<MONITOR>
artifactCategory=GENERIC;
GENERAL.Description=CPU Monitor;
artifactId=cpuMonitor-001;
GENERAL.Name=CPU;
SERVICE ACTION=CREATE;
templateId=template-001;
lastUpdateTimestamp=30-04-2014 12:57;
creationTimestamp=30-04-2014 12:57;
SERVICE TYPE=NEVD;
SERVICE NAME=INSART;
artifactFamily=MONITOR;
GENERAL. Frequency=30;
GENERAL.DeploymentPath=HP/NFVD/NS-Routing/VNF-Y/VNFC-Y;
</MONITOR>
<End>
-> Evp = UCA NFVD PublishToNomBus
-> Evpversion = 1.0
-> Evpscenario = publishToNomBus
-> Problem = NFVD:SCALE_OUT_CPU
-> Parameternames = ArtifactInstanceld
-> Parametervalues = KVMVM-2001
-> Resourceinstance = KVMVM-2001
-> Resourcetype = INVENTORY
-> Actionpreset = true
-> Action = SCALE OUT

17.1.2Autonomous action

The Autonomous action of NFV Director is based on UCA Automation Action
Framework. For information on Automation framework, refer to the HP UCA

Automation - Administrator and User Interface Guide.

The mandatory alarm attributes required for Autonomous action are provided in the

following table.

Alarm Attribute Name Alarm Attribute Value
Evp UCA_NFVD_ PublishToNomBus
Evpversion 1.0
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Evpscenario

publishToNomBus

Problem

NFVD:<Problem Name as per UCA Automation>

Action

SCALE_IN | SCALE_OUT | SCALE_UP |
SCALE_DOWN | SCRIPT

If the Action parameter is not available, the Autonomous
action is not triggered. The value is fetched from the
Graph Database, depending on the raw alarm received.

Parameternames

< Value depending on Action Type>

Parametervalues

< Value depending on Action Type>

Resourcetype

INVENTORY

Actionpreset

TRUE

Table 15 Alarm attributes for Autonomous action

17.1.3Status of Action and Reporting

The status of action and reporting is available in UCA Automation console.

« €' | [ ossdemoZLindhp.com:9080/UCAAUtomation/

%

= .
l UCA Automation - Role:Administrator  Logout

~ Basic Search

VoA AP From Date i o Date ] [ Archive

& wontoring ~ Advanced searcn

Search Reset

& Manual Tests

£ Topology View

View Reports

Settings.

B Users

B AutoRefiesh ON | piportrepart Prnt Report arctive
b o= Action Name | Action D Problem Hode. Action Originatol Originator ™ « State Status Action Request  Task Response Resul Start Time End Time.
[ 201019788
] 144 SCALEN 107 SCALE W CPU ClosedLoop alarm 201019788 ok PASSED  <7xmi version="" <7l version="" <7l version="1 18-Jun-12 12:36 18-Jun-14 12:3¢
o 145 SCALE_IN 107 SCALE_IN_CPU  Closed Loop alarm 201019788 Ok PASSED  <7xml version="" <7xmi version="" <2xml version="1 19-Jun-14 12:3¢ 19-Jun-14 12:3¢
o 145 SCALE N 107 SCALE_IN_CPU  Closed Loop alarm 201019788 0k PASSED  <Pxmi version="" <7xmiversion=" <2xmlversion="1 18-Jun-14 12:3¢ 19-Jun-14 12:3¢
o 148 SCALE N 107 SCALE_IN_CPU  Closed Loop alarm 201019788 ok PASSED  <Pxml version="" <% version="" <Zxml version="1 18-Jun-14 02:13 19-lun-14 02:17
] 150 scatem 107 SCALE_N_CPU  Closed Loop. aterm 201018788 ok PASSED  <zxml version=" 4
] 152 SCALEN 107 SCALEWCPU ClosedLoop alarm 201019788 ax PASSED  <7mlversion=" 1 :
o 154 SCALE_IN 107 SCALE_IN_CPU  Closed Loop alarm 201019788 Ok PASSED  <7xml version="" <7xmi versions="" <2xml version="1 23-Jun-14 06:1¢ 23-lun-14 06:1¢
() 201019787
o 140 SCALE_OUT 108 SCALE OUT_CP Closed Loop alarm 201019787 ok PASSED =" <Pl version="" <Pl version="1 18-Jun-14 12:3 19-Jun-14 12:3¢
] o1 ScALE_ouT 106 SCALEOUTCP CiosedLoop aterm 201018787 ok PaSSED <ol version=" < version="1 18-Jun-14 12:% 19-un-14 12:3¢
sl 12 SCALE_ouT 108 SCALE QUTCP ClosedLoop alarm 201019787 K PASSED  <7xmi version="" <7l version="" <7l version="1 18-Jun-14 12:2 18-Jun-14 12:3¢
o 143 SCALE_OUT 108 SCALE_OUT_CP  Closed Loop alarm 201019787 Ok PASSED  <7xmi version="" <7xmiversion="" <2xml version="1 19-Jun-14 12:3€ 19-lun-14 12:%
o 147 SCALE_OUT 108 SCALE_OUT_CP  Closed Loop alarm 201019787 0k PASSED  <?xml version="" <7xmiversion=" <2xmlversion="1 18-Jun-14 02:1% 19-Jun-14 02:1
o 145 SCALE_OUT 108 SCALE OUT_CP Closed Loop alarm 20101787 ok PASSED  <Pxml version=" » 1 18-Jun-14 02:3¢ 19-Jun-14
] 151 SCALE_ouT 106 SCALEOUTCP CiosedLoop aterm 201018787 ok PASSED  <zxml version=" 4
] 153 SCALE_ouT 108 SCALE QUTCP ClosedLoop alarm 201019787 ax PASSED  <7mlversion=" 1 :
o 155 SCALE_OUT 108 SCALE_OUT_CP  Closed Loop alarm 201019787 Ok PASSED  <7xml version="" <7xmi version="" <2xml version="1 23-Jun-14 07:5¢ 23-lun-14 07:5¢
o 156 SCALE_OUT 108 SCALE_OUT_CP  Closed Loop alarm 201019787 0k PASSED  <7xmi version="" <7xmiversion=" <7xmlversion="1 24-Jun-14 12:1¢ 24-Jun-14 12:1¢

Figure 207 Snapshot of Status of action
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(] Print Preview

0144

Action Name:| SCALE_N

Action ID: | 107

Probilem:| SCALE_N_CPU

Mode: Ciosed Loop
‘Action Orginatar: sarm
Originator:| 201019788
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End Times | 18-Jun-14 12:38:10 Pl
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“Rasources <bodys <mag

«<7xmi version="1 0" encoding="UTF-&" standalone="yes 7> <resp_nsg xmins=" 144<Taskin 4
«MajprCode> Basic service <AlinorCades (7l version="1 I sncodinge"UTF-&" standaiones"yes 7agLaLe
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VAl X000_12345678_

Figure 208 Snapshot of Reporting of action
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Chapter 18

Troubleshooting NFV-D

This section describes how to identify and resolve problems that might occur when

using NFV Director.

This chapter covers the following sections:
Troubleshooting installation and configuration

Symptom Reesloe Possible Solution
cause
During installation,
Zn eer;(:; rgff:jg: the Eg;:cilsurr]g; Check if the related port is configured in
pp - 9 /opt/HP/nfvd/bin/nfvd agw env.sh.
port is not properly. — 7=
configured.
During installation,
ngeé;?; rt?jcfasjé]: the cP:;?ig;irne(g Check if the related path is configured in
path is not properly, /opt/HP/nfvd/bin/nfvd agw_env.sh.
configured.
Erroerarrsejvshaggne gg?f?sdﬁgz Make sure that the sequence of RPM installation is
appea . followed as mentioned in the Installation Guide.
installing RPM. installed.
Ersuensltjaellnegleo Each component must be uninstalled in the given
Uninstallation fails. is noq[ sequential manner as mentioned in the Uninstallation
followed section of the Installation Guide.
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1. Check if the
/opt/0OV/ServiceActivator/license.txt file
exists.

a. If the 1icense. txt file is not present, get the
license from the HP site.

b. If present, check the license status by running the
following command:

./opt/0OV/ServiceActivator/bin/checkLicen

Logging in to the License se

NFVD fulfillment might not be ) ] ]

Service activator available or | €. If the license is outdated, update the license by
fails. updated. running the following command:

./opt/0OV/ServiceActivator/bin/updatelice
nse

2. Run the following commands to restart HPSA.
/etc/init.d/activator stop
/etc/init.d/activator start

If the issue persists, refer to the HPSA installation
guide.

Table 15 Troubleshooting installation and configurations

e Troubleshooting Topology

Refer to the Table 17 Troubleshooting Topology

e Troubleshooting monitor deployments

Refer to the Table 18 Troubleshooting Monitor Deployments

e Troubleshooting alarmsTroubleshooting alarms

Refer to the Table 19 Troubleshooting Alarms
e Troubleshooting synchronized NFVD Assurance and Fulfillment

Refer to the Table 20 Troubleshooting synchronized NFVD Assurance
and Fulfillment

18.1 Troubleshooting installation and
configuration

This section describes the possible problems and solutions faced during installing,
uninstalling, and configuring the NFV Director.

18.1.1Best practices

Make sure the system meets the desired hardware requirements, as available in the
Installation Guide.

Make sure that you install each NFVD Assurance component in a given sequence.
For example,
nfvd-assur-gw-base-02.00.000-1.el6.nocarch.rpm
nfvd-assur-gw-tpp-02.00.000-1.el6.nocarch.rpm
nfvd-assur-gw-core-02.00.000-1.el6.nocarch.rpm
nfvd-correlation-02.00.000-1.el6.noarch.rpm
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nfvd-monitors-02.00.000-1.el6.nocarch.rpm

Make sure that all property files are configured correctly and are present under the
/var/opt/HP/nfvd/conf/ directory.

alarms.properties

nfvd-endpoints.xml

nfvd.properties

Stop the SiteScope if it is running and then install the NFVD Assurance RPMs.

18.1.2Troubleshooting cases

Symptom FesEllal Possible Solution
cause

During installation, an
error message appears | Portis not configured | Check if the related port is configured in

because the port is not properly. /opt/HP/nfvd/bin/nfvd agw_env.sh.
configured.

During installation, an

error message appears | Path is not Check if the related path is configured in
because the path is not | configured properly. /opt/HP/nfvd/bin/nfvd_agw_env.sh.
configured.

Ensure that the sequence of RPM
installation is followed as mentioned in
the Installation Guide.

Error message appears | Dependent RPM is
when installing RPM. not installed.

Each component must be uninstalled in
the given sequential manner as
mentioned in the Uninstallation section of
the Installation Guide.

Uninstallation
Uninstallation fails. sequence is not
followed.

1. Check if the
/opt/OV/ServiceActivator/license.txt
file exists.

a. If the 1icense.txt file is not present,
get the license from the HP site.

b. If present, check the license status by
running the following command:

./opt/0OV/ServiceActivator/bin/checkLic

ense

Loggingintothe NFVD | .. might not be | C- If the license is outdated, update the

fulfillment Service available or updated. | license by running the following
activator fails. command:

./opt/OV/ServiceActivator/bin/updateLi

cense

2. Run the following commands to restart
HPSA.

/etc/init.d/activator stop
/etc/init.d/activator start

If the issue persists, refer to the HPSA
Installation Guide.
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Table 16 Troubleshooting installation and configurations

18.2 Troubleshooting Topology

This section describes possible problems that occur when creating the topology.

18.2.1Best practices

Make sure that the following properties are set with correct values in nfvd-
endpoints.xml file.

<TopologyDB>
<Instance>
<host>localhost</host>
<port>7474</port>
<db>db</db>
<data>data</data>
<protocol>http</protocol>
</Instance>
</TopologyDB>
Make sure that the HP UCA EBC component is up and running.

18.2.2Troubleshooting cases

Symptom FeEElla Possible Solution
cause
Check if the Assurance Gateway is up and
running.
Assurance Run the /opt /HP/nfvd/bin/nfv-
gateway Is director.sh status command. You should
Error appears | down. get the following output HP Assurance
when creating Gateway application server is
a component. running.
Could not Check whether the database is configured
create properly in the nfvd-endpoints.xml file.
topology. Check for errors in the server. log.
Check whether the child component already
exists in the topology DB.
Parent ] ] ]
Cannot create | component If the problem persists and if you see a mismatch
relationship. might not be of data between fulfillment and topology,
available. manually perform re-sync topology operation as
mentioned in the Synchronize NFVD Assurance
and Fulfillment section of the Installation Guide.
Delete ComponenF Check if the desired component exists in
component may not exist at
. topology.
fails. topology.
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Check if the database-related information is

HP UCA-EBC properly configured in the

configurationis | /var/opt/HP/nfvd/conf/nfvd-

missing. endpoints.xml file. For more details, see the
HP NFV Director Installation Guide.

Connection
refused.

Table 17 Troubleshooting Topology

18.3 Troubleshooting monitor deployments

This section discusses the possible causes and solutions for errors that occur when
deploying and undeploying various types of monitors.

18.3.1Best practices

Make sure that the following parameters are set with correct values:
SiteScope.login
SiteScope.password
SiteScope.host
SiteScope.port
SiteScope.useSSL

Make sure that the SiteScope component is up and running.
Make sure that all KPIs are defined properly.

For custom monitors, make sure that the actual template path is available in the
SiteScope server.

18.3.2Troubleshooting cases

Symptom Possible cause | Possible solution
Check if SiteScope is active by running the following
] ) command: /opt/HP/nfvd/bin/nfv-director.sh
SiteScope isnot | st us.
running. _
You should see the following message: SiteScope
is running.
Check the status of Assurance Gateway by running the
following script: /opt/HP/nfvd/bin/nfv-
Assurance director.sh status
Cannot deploy | gateway is The output must contain HP Assurance Gateway
monitor. down. application server is running along with the
other components as mentioned in the Installation
Guide.
During the deployment of a monitor follow this
sequence:
Incorrect )
sequence of a. The component must be present at infrastructure.
ACTION. b. Deploy monitor action must be sent.
c. Start monitor action must be sent.

229



Incorrect
SiteScope
configuration.

Check if the SiteScope details like host, port, and user
details are configured correctly in the
/var/opt/HP/nfvd/conf/nfvd-endpoints.xml
file.

Check if the configured host is accessible via deployed
server.

Monitor
deployment
failure due to

certificate error.

Certificate is not
configured

properly.

1. Log in to SiteScope.

2. Select Preferences context > Certificate
Management.

3. To add certificates, click the Import Certificates
button.

The Import Certificates dialog box opens.

4. Select File or Host and enter the details of the
source server.

5. From the Loaded Certificates table, select the
server certificates to import and click Import.

The imported certificates are listed on the Certificate
Management page.

6. To view certificate details, double-click a certificate.

To view the Certificate Management page, you must
be an administrator in SiteScope or a user granted with
View certificates list permissions.

Cannot fetch
real-time

fails displaying

SiteScope is not

Canl_ﬂot dgploy counter from Make sure that the real-time counters are available on
monitor via . .
respective VM respective VM.
vCenter .
via vCenter
server.
Monitor
deployment

Make sure that the SiteScope server is reachable for

the reachable. the NFVD server.
RemoteExcep
tion message.
Monitor
deployment Does not
fails displaying | conform to Refer to the Figure 195 KPIs and counters supported
the No proper KPI : . )
. matrix for various hypervisors.
actual naming
counter error | convention.
message.

Table 18 Troubleshooting Monitor Deployments

18.4 Troubleshooting alarms

18.4.1Best practices

Make sure that the following components are up and running.
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All the components of UCA Automationv 1.1
Generic SNMP CA
OM HP SiteScope Customization for Generic SNMP CA

Assurance Gateway v 1.0
SiteScope v 11.23

Make sure UCA-EBC host and port are correctly configured via SiteScope preference
setting.

18.4.2Troubleshooting cases

Symptom Possible Possible Solution
cause
. Check if all the required components are up and running. Run
. Correlation . .
Generating engine is the /opt/HP/nfvd/bin/nfv-director.sh status
alarms fails. 9 command. For a list of components, refer to the HP NFVD
down. .

Install Guide.

Use the following procedure:

1. Check the reports in SiteScope.

2. Gotothe Preferences in the SiteSope and check
whether the UCA-EBC host and port are configured
correctly.

3. Check if the same port is configured in the
/var/opt/openmediation-
V62/containers/instance-0/ips/generic-
snmp-ca-V20/etc/config.properties file.

UCA-EBC )
details are | 4- Enable the collector.log by setting the
UCA-EBC is not collector.logger.enabled=true inthe
not generating | configured /var/opt/UCA-
alarms. properly in EBC/instances/default/conf/uca-
the ebc.properties file.
SiteScope. | 5. Check the respective alarm information in the logs at
/var/opt/UCA-EBC/instances/default/logs
/uca-ebc-collector. logfile.

Restart the UCA-EBC.

1. Loginas su -uca.

2. Stop UCA-EBC by running the /opt/UCA-
EBC/bin/uca-ebc stop command

3. Start UCA-EBC by running the /opt/UCA-
EBC/bin/uca-ebc start command

Check if the Action registry is properly configured in the

. . /var/opt/UCA-
Fails to take Action EBC/instances/default/conf/ActionRegistry.xml
auto action on registry is file.
alarms. missing.

Check if all value packs are up and running. For more detalils,
refer to the HP NFVD Install Guide.
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1. Enable the logs for Ebc-ebc value packs.

2. Check if alarms related to topologies are present in the
Neo4J DB.

For more details, see section 18.8 Browsing Neo4J DB for
Topology.

UCA-ACB is
not processing
alarms.

SNMP OID
prefix-flag
in the
SiteScope.

In the SiteScope, the Add System OID as a prefix to SNMP
Trap flag must be disabled using the following menu options:
Preferences > SNMP Preferences > Send SNMP Trap
Preference > Advance Settings > SNMP Object.

Table 19 Troubleshooting Alarms

18.5 Troubleshooting synchronized NFVD

18.5.1Best practices

18.5.2Troubleshooting cases

Assurance and Fulfillment

Make sure that all parameters inthe /var/opt/HP/nfvd/conf/nfvd-
endpoints.xml file are set properly.

Symptom

Possible
cause

Possible solution

Re-sync does
not start when
starting NFVD.

Property is not
set.

If re-synchronization is desired when starting NFVD,
make sure that the RESYNC_AT_STARTUP
parameter is set to truel/yes in the
/var/opt/HP/nfvd/conf/nfvd-endpoints.xml
file.

Topology DB
property is not
set.

Make sure that you point to the correct and valid
database in the /var/opt/HP/nfvd/conf/nfvd-
endpoints.xml file.

Fulfillment Make sure that the fulfillment details are properly set in
details are the /var/opt/HP/nfvd/conf/nfvd-
missing. endpoints.xml file.
Re-sync fails. Make sure that the resync flag is set to true in
Resync flag )
nfvd.properties
Make sure that the fulfilment URL configured in the
/var/opt/HP/nfvd/conf/nfvd-endpoints.xml
Fulfillment URL | file is valid.
is incorrect.
For an example of the nfvd-endpoints.xml file,
refer to the HP NFVD Install Guide.
Re-sync
completes
successfully, but | Data is already | An issue might occur when data between NFVD
the topology up-to-date. assurance and fulfillment are already synchronized.
does not
change.
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Table 20 Troubleshooting synchronized NFVD Assurance and
Fulfillment

18.6 Troubleshooting deletion process

18.6.1Best practices

Make sure that the VIM and all the compute nodes are working and properly
monitored from SW perspective and HW perspective.

18.6.2Troubleshooting cases

Symptom Possible cause Possible solution

If it tries to delete a VM and nova
fails, NFV director will stop and will
not delete more VMs and the first
VM that fails will not be deleted from
inventory and monitors will not be
Nova server is down started. Monitors will probably

orin error. continue to inform that something is
happening with the VM (as the
whole compute node is failing), this
may trigger extra actions like scale
in/out depending on the monitor
configuration.

VMs are not deleted
from DB and monitors
are started but the
compute nodes are in
error.

Table 21 Troubleshooting Delete VMs

18.7 Troubleshooting with logs

Various components have their respective log places under respective component
directories. If problems are not addressed using troubleshooting cases sections, the
user can collect and provide the respective logs for further debugging.

18.7.1NFVD Assurance

Logs related to monitoring, components, and topology are available here.

1. Enable logs using the following command:

|$JBOSSiHOME/standalone/configuration/logging.properties

2. Change the value of the 1ogger.level.
The possible values are the following:

FINE
WARN
INFO
DEBUG
SEVER
ERROR

Logs are available at $JBOSS HOME/standalone/log/server.log.

18.7.1.1 Installation or Uninstallation

Logs for all HP NFVD installation and uninstallation operations are available at the

following locations:
/tmp/agw_postinstall base.txt
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/tmp/agw_postinstall monitors.txt
/tmp/agw_postinstall.txt
/tmp/agw_postUninstall.txt
/tmp/agw_preinstall base.txt
/tmp/agw_preinstall monitors.txt
/tmp/agw_preinstall.txt

18.7.2SiteScopes

SiteScope related logs, such as the logs for monitoring deployment, KPI, and so on
are available in the locations mentioned in this section.

Logs are available at the following locations:
/opt/HP/nfvd/tpp/jboss/standalone/configuration
/opt/HP/SiteScope/logs

18.7.3UCA-EBC logs

All alarm-related logs are available in the UCA-EBC logs.

To enable/disable logs, set the collector.logger.enabled=true in the
/var/opt/UCA-EBC/instances/default/conf/uca-ebc.properties

Logs are available at /var/opt/UCA-EBC/instances/default/logs/uca-
ebc-collector.log.

18.7.4NFVD Fulfillment

NFV Director Fulfillment logs are distributed in the following directories:
/opt/HP/jboss/standalone/log
/var/opt/0OV/ServiceActivator/log/<hostname>
/opt/0OV/ServiceActivator/EP/SOSA/log
/opt/0OV/ServiceActivator/EP/LockManager/log
/opt/0V/ServiceActivator/EP/ECP/log

18.8 Browsing Neo4J DB for Topology

To check whether the alarm related topologies are present in the DB,

1. Note the OME name of the alarms from the /var/opt/UCA-
EBC/instances/default/logs/uca-ebc-collector. log file.

2. Access Neo4J using a browser.

3. Run the following query.

start n=node (*) where has (n. GENERAL.Name ) and
n. GENERAL.Name = "<OME Name>" return n

18.9 Contacting customer support

If problems persist even after going through all troubleshooting cases, collect the logs
as mentioned in the troubleshooting sections and contact the customer care.
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Appendix A

Cloud System 8 Operations

A.1l Login

The user can enter the login credentials based on the permissions the user has,
which ranges from a super-admin to tenant (project) user.

@ CloudSystem Portal

User Name

Password

Figure 209 CloudSystem Login Portal

A.2 Overview

The following image shows the global status of the server, which includes allocated
resources, active instances (usage summary), and the capacity of resources for an
active tenant/user (limit summary).
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Limit Summary

o
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- Instances VEPUs RAM Floating IPs Security Groups
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From: | 2014, To 2014
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Usage Summary & Downlosd CEV Summany

Figure 210 CloudSystem overview

A.3 Virtual machines (Instances)

This section provides information on the instances created on a server.

e Name—Name of the virtual machine.

¢ Image Name—Name of the image that was used to create the instance.

e |P Address—IP addresses of the virtual machines (external and internal).

e Size—Technical characteristics, flavor of the virtual machine (RAM, vCPU, disk).

e Status—Status of the VM (Active, Error, shut-down, and so on).

Instances Q

Figure 211 CloudSystem VM Instances

You can run the following VM operations from this section:
e Create a Virtual Machine

e Update a Virtual Machine

e Query for a Virtual Machine

e Delete (Terminate) a Virtual Machine

e Start/ Stop a Virtual Machine
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A.4 Images

This section provides information on the disk images allocated on a server.

Images R Propcit) | s Ssered win e 3 |y Publor2) + Creste image ==
mage ame st putic — Format Acti

Manage Compute

Volume Snapshots
ame

Figure 212 CloudSystem Images list

A.5 Networks

This section provides a list of available networks and subnets.

Networks + crevtenerwors ([T

Manage Compute

Manage Network

Figure 213 CloudSystem List of available networks and subnets
You can run the following operations from this screen:
e Create Network
e Create a Subnet from a Network
e Edit Network
e Edit Subnet

e Delete Network

Hame Hetw

Subnets + creme soiner ([T

test

Figure 214 CloudSystem Subnet
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Appendix B

Automation workflows

B.L WF_NFVD CREATE_INSTANCES FROM_T
EMPLATE

This workflow creates a complete tree of artifact instances from an artifact template
tree. This workflow has three child workflow policies:

e WF_NFVD_INSTANCE_ASSIGNMENT
e WF_NFVD_INSTANCE_VALIDATION
e WF_NFVD_CREATE_POLICY_INSTANCES

Three special nodes called policy nodes are available, as the artifact template tree
can include three types of policy nodes, each one with its specific functionality:

e POLICY:ENTITY_ASSIGN
e POLICY:VALUE_VALIDATION
e POLICY:ENTIY_RANGE

The first child workflow sets the instance attributes of an artifact indicated by the
ENTITY_ASSIGN node and the second child workflow validates those attributes'
content. If the validation is incorrect, the instances cannot be created.

B.1.1 Using the Workflow

To launch the workflow, use the following procedure:
1. Right-click the desired template.
That template defines the parent of the instances tree that is created.
2. From the pop-up menu, select the Create Instances from Template.
On the right-hand side, a form appears.
Enter the Parent Instance ID and the Parent relationship type in the text boxes.
4. Click OK.

After some time, the instance tree is created according to the policies.

B.1.2 Results

B.1.2.1 ERRORS

The following list of errors might appear.

e 1001: Parent Artifact with instanceld %INPUT_PARENTARTIFACTID% does not
exist in the system.

e 1002: Template ID is a mandatory parameter.

e 1003: TemplatelD %INPUT_TEMPLATEID% does not exist.
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e 1004: Error Assign Workflow does not run ok.
e 1005: Error Validation Workflow does not run ok.
e 1006: The instance creation was not possible. The validation failed.

e 1007: Error storing relationship. Parent = %INPUT_PARENTARTIFACTID%,
child = %VAR_ARTIFACT.Id%, type = %VAR_RELATION.Type%

e 1008: Unexpected error executing child workflow.
e 1009:

e 1010: Unexpected error executing child workflow.

B.1.2.2 Successful Ends
e 0: Workflow ends ok

B.2 WF_NFVD_CREATE_POLICY_INSTANCES

B.2.1 General Description

This workflow is a child workflow of
WF_NFVD_CREATE_INSTANCES_FROM_TEMPLATE. The workflow creates the
instances of the policy templates in a Create Instance from Template operation.

B.2.2 Using the Workflow

This workflow is automatically launched when the
WF_NFVD_CREATE_INSTANCES_FROM_TEMPLATE workflow is running.

B.2.3 Results

B.2.3.1 Errors

e 2001: Unexpected error executing child workflow

B.2.3.2 Successful ends
e 0: Workflow ends ok

B.3 WF_NFVD_INSTANCE_VALIDATION

B.3.1 General Description

Workflow launched inside of the Create Instance from Template execution. It is used
to set the attributes of the instances to create according to the policy
(POLICY:ENTITY_ASSIGN).

B.3.2 Using Workflow

This workflow is automatically launched when the
WF_NFVD_CREATE_INSTANCES_FROM_TEMPLATE workflow is running, only if
assigned policies exist.
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B.3.3 Results

B.3.3.1 Errors

13001: Mandatory input parameter INPUT_TEMPLATEARTIFACTID is not
present

13002: Mandatory input parameter INPUT_INSTANCEARTIFACTID is not
present

13003: ERROR Artifact Template with templateld =
%INPUT_TEMPLATEARTIFACTID% does not exist in the system

13004: Mandatory policy attribute TYPE is not present
13005: ERROR Assign workflow do not run OK
13006: ERROR Assign Script do not run ok

13007: ERROR Java Assignment was not be ok

B.3.3.2 Successful ends

0: Workflow ends ok

B.4 WF_NFVD_DELETE_INSTANCE

B.4.1 General Description

This workflow deletes a complete instance tree from the parent to the children.

B.4.2 Using Workflow

To launch it, use the following procedure:

1.

Right-click the instance that is the parent of the tree and which should be deleted.

2. Select the Delete Artifact Instance Tree from the pop-up menu.
3. Click OK.

B.4.3 Results

B.4.3.1 Errors

3001: instancelD (mandatory) not present

3003: Unexpected error executing child workflow
WF_NFVD_DELETE_INSTANCE

3004: child workflow error - %wf _ret_error_description%"

3005: error deleting instance %VAR_ARTIFACT.Id%

3006: ERROR WF_NFVD_ASSURANCE_MONITOR was not run ok
3007: ERROR WF_NFVD_DEACTIVATE_VM_CS8 was not run ok%

B.4.3.2 Successful Ends

0: Workflow ends ok
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B.4.3.3 Warnings
e 0 artifact with instancelD %INPUT_INSTANCEID% not found

B.5 WF_NFVD_SCALE_OUT

In a scenario, where you have 1 Virtual Machine 1 child element (for example, 1
Virtual Core), by launching the Scale-out workflow, you can increase the number of
Virtual Cores in an amount indicated by the Range Policy.

B.5.1 Using the Workflow

1. Right-click the instance that you want to increase the amount.
2. Select the Scale In option in the pop-up menu.
3. Click OK.

B.5.2 Results

B.5.2.1 Errors
e 4001: Artifactinstanceld is a mandatory input parameter

e 4002: Artifact Instance with instanceld = %INPUT_INSTANCEARTIFACTID%
does not exist in the system

e 4003: Scale out operation is only supported for instances created from template.
Instanceld = %INPUT_INSTANCEARTIFACTID%

e 4004: Recursive call failed

e 4005: Malformed Template: The number of children of tempalteld =
%VAR_TEMPLATE_PR.Id% is not 1

e 4006: Malformed template: parent (%VAR_ARTIFACT_TEMPLATEID%) of the
policy (%VAR_TEMPLATE_PR%), must be parent of the OVER Child
(%VAR_TEMPLATE_PR_OVER_CHILD%) too

e 4007: ERROR Create Instance From Template WF
e 4008: ERROR Create New Child Relationship

B.5.2.2 Successful Ends

e 0: Workflow ends ok

e (0: OK. SCALE OUT Operation was not possible to do in all artifacts.

B.6 WF_NFVD _SCALE_IN

This workflow is the opposite of the Scale Out operation. In the previous example, to
decrease the number of Virtual Cores in an amount indicated by the
POLICY:ENTITY_RANGE, launch the workflow over the Virtual Core.

For more information about Policy Range, refer to the 7.3 Policies section.

B.6.1 Using the Workflow

1. Right-click the instance to be decreased.

2. Select the Scale In option.
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3. Click OK.

B.6.2 Results

B.6.2.1 Errors
e 5001: Mandatory input parameter Artifactinstanceld is nor present

e 5002: Artifact Instance with instanceld = %INPUT_INSTANCEARTIFACTID%
does not exist in the system

e 5003: ERROR Delete Instance From Template WF

e 5004: Recursive call failed

B.6.2.2 Successful Ends
e 0: Workflow ends ok

e 0: Fin flujo OK. SCALE IN Operation was not possible to do in all artifacts.

B.7 WF_NFVD_SCALE_UPDOWN

Talking about of the Virtual Core of the example, suppose that its speed is 2 GHz
(this amount is stored in the attribute Amount inside of the INFO Category).

Launching the Scale Up/Down operation it is possible to increase (SCALE_UP) or
decrease (SCALE_DOWN) the Virtual Core speed.

B.7.1 Using the Workflow

To launch this operation, right-click on the instance to do the scale and select Scale
Up/Down in the pop-up menu. When the form appears on the right-hand side, the
empty fields must be filled.

First, choose your operation, typing SCALE_UP or SCALE_DOWN into the field
named Scale Operation.

The function of the last field gives the possibility to do the operation over all the tree
starting by the instance where you apply the scale. Type TRUE if you want this,
otherwise type FALSE.

Finally click OK to start the operation.

B.7.2 Results

B.7.2.1 Errors

e 9001: Mandatory input parameter INPUT_INSTANCEARTIFACTID is nor
present.

B.8 X.733 alarm sample

<AlarmCreationInterface
xmlns="http://hp.com/uca/expert/x733Alarm">
<identifier>1524:e18f842c-c195-4314-8£f5f-
2f7ced771bbb</identifier>
<sourcelIdentifier>NFVD Source</sourceldentifier>
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<alarmRaisedTime>2014-11-28T04:39:00Z</alarmRaisedTime>

<targetValuePack>SNMP-Customization-SiteScope-
FlowTarget</targetValuePack>

<originatingManagedEntity>37add4bb-80£1-49d6-93eb-
bl203d5eafba</originatingManagedEntity>

<originatingManagedEntityStructure>

<classInstance instance="SiteScope\Script

Path\nfvddemo\TEST 2 Server\TEST 2 Frontend\TEST 2 VM Linux xsm
all\artifactId-14170989360221\VMWARE VM CPU Monitor\37add4bb-
80f1-49d6-93eb-b1203d5eafba" clazz="VMware"/>

</originatingManagedEntityStructure>

<alarmType>QUALITY OF SERVICE ALARM</alarmType>

<probableCause>browsableValuel &amp;gt; 50
error</probableCause>

<perceivedSeverity>CLEAR</perceivedSeverity>

<networkState>CLEARED</networkState>

<operatorState>NOT ACKNOWLEDGED</operatorState>

<problemState>NOT HANDLED</problemState>

<specificProblem>VirtualMachine/37add4bb-80f1-49d6-93eb-
bl203d5eafba/Realtime/cpu/usage.average[]: 0</specificProblem>

<additionalText> customPropertiesValues=| httpPort=8888| webser
verAddress=15.154.112.75|alertHelpURL=http://127.0.0.1:18088/S1i
teScope/sisdocs/doc lib/index.htm?single=false&amp; context=syst
em availé&amp; topic=config sis alert|diagnosticTraceRoute=|error
Only=|goodOnly=

VirtualMachine/37add4bb-80f1-49d6-93eb-
bl203d5eafba/Realtime/cpu/usage.average([]: 0|FullGroupId=Script
Path: nfvddemo: TEST 2 Server: TEST 2 Frontend:

TEST 2 VM Linux xsmall: artifactId-14170989360221: VMWARE VM
CPU Monitor|group=VMWARE VM CPU Monitor|groupdescription=CPU
|groupID=201693017|id=1|mainStateProperties=

grouplID:

201693017 |monitorDrilldownUrl=http://localhost.localdomain:1808
8/SiteScope/servliet/Main?activeid=201693019&amp;activerighttop=
dashboard&amp; view=new&amp; dashboard view=Detailsé&amp;dashboard
model=true&amp;sis silent login type=encryptedé&amp;login=%28si
sp%29knjxbgDESkKkANSmKcvgTm] $2FyFwHHS5Ke3m&amp; password=%$28sisp%29
EzgXbIXEFD%$2BJbEINIT%$2FZ1EL]jja0DKaN7 |[monitorServiceld=SiteScope
Monitor:201693017:201693019 |monitorTypeDisplayName=VMware |monit
orUUID=cd88d67c-04fa-461b-8eb8—

7aa9f902dc91 |[mountName=[/dev/sda3, /dev/sda3 (/), /dev/sdal,
/dev/sdal

(/boot) ] |multiViewUrl=http://127.0.0.1:18088/SiteScope/WebMain#
/multiview|fullMonitorName=SiteScope\Script

Path\nfvddemo\TEST 2 Server\TEST 2 Frontend\TEST 2 VM Linux xsm
all\artifactId-14170989360221\VMWARE VM CPU Monitor\37add4bb-
80f1-49d6-93eb-
b1203d5eafba|newSiteScopeURL=http://127.0.0.1:18088/SiteScope|s
ample=1524|SiteScopeBaseUrl=http://localhost.localdomain:18088|
SiteScopeHost=localhost.localdomain|SiteScopeURL=http://127.0.0
.1:18088/SiteScope|SiteScopeuserurl=http://127.0.0.1:18088/Site
Scope/userhtml/SiteScope.html|state=VirtualMachine/37add4bb-
80f1-49d6-93eb-
bl1203d5eafba/Realtime/cpu/usage.average[]=0%|tag=|targetHost=cm
s—
vcentre.ind.hp.com|targetIP=15.213.49.32|targetIPVersion=IPV4 |t
emplateDeployPath=Script
Path/nfvddemo/TEST 2 Server/TEST 2 Frontend/TEST 2 VM Linux xsm
all/artifactId-14170989360221/VMWARE VM CPU Monitor|time=4:39
AM

11/28/14 |warningOnly=|customerId=&amp; lt;customerId&amp;gt; |ale
rtSeverity=good</additionalText>
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|</AlarmCreationInterface>

B.9 Sample operational status change

notification

<AlarmCreationInterface
xmlns="http://hp.com/openmediation/alarms/2011/08">
<identifier>33b88213-2fa3-4ec0-9f18-£f8422b0lecae</identifier>
<sourceldentifier>NFVD Source</sourceldentifier>
<alarmRaisedTime>2014-12-
09T16:55:27.684+05:30</alarmRaisedTime>
<originatingManagedEntity>VIRTUAL MACHINE
14176911829221</originatingManagedEntity>
<originatingManagedEntityStructure><classInstance
instance="14176911829221" clazz="VIRTUAL MACHINE"/>
</originatingManagedEntityStructure><alarmType>UNKNOWN ALARM TY
PE</alarmType><probableCause>UNKNOWN</probableCause>
<perceivedSeverity>INDETERMINATE</perceivedSeverity><networkSta
te>NOT CLEARED</networkState><operatorState>NOT ACKNOWLEDGED</o
peratorState>

<problemState>NOT HANDLED</problemState>

<additionalText>/IMS CSCF/TEST 2 Frontend/TEST 2 VM Linux xsmal
1| {&amp;quot;id&amp;quot; : &amp;quot;14176911829221&amp; quot;,
&amp;quot;status&amp;quot;:&amp;quot;INSTANTIATED&amp;quot;}</a
dditionalText>

<customFields>

<customField value="&lt;START&gt;

&1t;VNF COMPONENT&QE;

artifactId=14176911794361;

artifactFamily=VNF COMPONENT;

artifactCategory=GENERIC;

GENERAL.Description=null;

GENERAL.Name=TEST 2 Frontend;

&1t; /VNF COMPONENT&QL;

&1t;VNF&gt;

artifactId=14176911765241;

artifactFamily=VNF;

artifactCategory=GENERIC; GENERAL.Description=Description;
GENERAL.Name=IMS CSCEF;

&1t; /VNF&gt;

&1t;VIRTUAL MACHINE&QE;
artifactId=14176911829221;artifactFamily=VIRTUAL MACHINE;
artifactCategory=GENERIC;

GENERAL.Description=Description;
GENERAL.Name=TEST 2 VM Linux xsmall;

vimID=Disk ID;

hypervisorID=Disk ID;

&1t; /VIRTUAL MACHINE&Qt;

&1t;END&gt;

" name="NFVTopology"/>

<customField name="vmHostName"/>

<customField value="TEST 2 VM Linux xsmall" name="vmName"/>
<customField name="serverHostName" />

<customField value="Disk ID" name="vimID"/>

<customField value="Disk ID" name="hypervisorID"/>
<customField value="14176911829221" name="sourceArtifactId"/>
<customField value="AGW" name="source"/>

<customField value="power down" name="oldState"/>
<customField value="power on" name="newState"/>
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<customField value=" OperationalStatusChange "
name="alarmName" />

<customField value="ArtifactAlarm" name="alarmSubtype"/>
</customFields></AlarmCreationInterface>

B.10Sample lifecycle notifications

<Alarms xmlns="http://hp.com/openmediation/alarms/2011/08">

<AlarmCreationInterface>
<identifier>144el184e-387c-444e-a223-

81a955bf8a9c</identifier>
<sourceldentifier>NFVD Source</sourceldentifier>
<alarmRaisedTime>2014-12-

12T08:34:48.747+05:30</alarmRaisedTime>
<originatingManagedEntity>VIRTUAL MACHINE KVMVM-

2001</originatingManagedEntity>
<originatingManagedEntityStructure>

<classInstance clazz="VIRTUAL MACHINE"

instance="KVMVM-2001"/>
</originatingManagedEntityStructure>
<alarmType>UNKNOWN ALARM TYPE</alarmType>
<probableCause>UNKNOWN</probableCause>
<perceivedSeverity>INDETERMINATE</perceivedSeverity>
<networkState>NOT CLEARED</networkState>
<operatorState>NOT ACKNOWLEDGED</operatorState>
<problemState>NOT HANDLED</problemState>
<additionalText>NS-512-updated/VNF-BLR1-updated/vnfc-

BANGALORE-updated/KVM TestVM</additionalText>
<customFields>

<customField name="NFVTopology"

value="g&lt; START&gL;

&1t;VNF COMPONENT&QE;

artifactId=VNFC-BLR1;

artifactFamily=VNF COMPONENT;

artifactCategory=GENERIC;

GENERAL.Description=This is VNFC component name change update;

GENERAL.Name=vnfc-BANGALORE-updated;

&1t; /VNF COMPONENT&QL;

&1t;NETWORK SERVICE&QE;

artifactId=ns-9001;

artifactFamily=NETWORK SERVICE;

artifactCategory=GENERIC;

GENERAL.Description=This Network service name update;

GENERAL.Name=NS-512-updated;

&1t; /NETWORK SERVICE&gt;

&1t;VNF&gt;

artifactId=VNF-BLR1;

artifactFamily=VNF;

artifactCategory=GENERIC;

GENERAL.Description=This is update for VNF-Name changed;

GENERAL.Name=VNF-BLR1-updated;

&1t; /VNF&gt;

&1t;VIRTUAL MACHINE&Qt;

artifactId=KVMVM-2001;

artifactFamily=VIRTUAL MACHINE;

artifactCategory=GENERIC;

GENERAL.Description=A Virtual machine;

GENERAL.Name=KVM TestVM;

vimID=null;
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hypervisorID=testing-hypervisor-4491-uuid-updatell26;
&lt;/VIRTUALiMACHINE&gt;
&1t;END&gt;
"/>
<customField name="vmHostName"
value="KVM TestVM"/>
<customField name="vmName" value="KVM TestVM"/>
<customField name="serverHostName"
value="sheep.gre.hp.com"/>
<customField name="vimID" value="89b88213-2fa3-
4ec0-9f18-£8422b01890" />
<customField name="hypervisorID" value="testing-
hypervisor-4491-uuid-updatell26"/>
<customField name="NOMType"
value="http://hp.com/openmediation/alarms/2011/08"/>
<customField name="SourceArtifactId" value="KVMVM-
2001"/>
<customField name="source" value="AGW"/>
<customField name="userText" value="NFVD-PD"/>
<customField name="oldState"
value="INSTANTIATED" />
<customField name="newState" value="ACTIVE"/>
<customField name="alarmName"
value="LifeCycleStateChangeNotification"/>
<customField name="alarmSubtype"
value="ArtifactAlarm"/>
</customFields>
</AlarmCreationInterface>
</Alarms>
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