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1 Introducing the Smart Plug-in for SAP

This chapter describes what information is in the HP Operations Smart Plug-in for SAP
Administrator’s Reference and where you can find it.

Overview

The HP Operations Smart Plug-in for SAP Administrator’s Reference provides information
that is designed to help the administrators of both HP Operations Manager (HPOM) and SAP
NetWeaver to configure the SPI for SAP to suit the needs and requirements of the SAP
NetWeaver landscape, which they plan to manage with HPOM. The book also explains how to
install and configure the various additional sub-agents that come with the SPI for SAP.
Finally, the HP Operations Smart Plug-in for SAP Administrator’s Reference describes how to
integrate the SPI for SAP with performance-related products that are available as a part of
HP Software.

Components of the SPI for SAP

The SPI for SAP components include tools and policies that allow you to configure and receive
data in the form of service problem alerts, messages, and metric reports. The SPI for SAP
service map alerts appear in the HPOM service map, while SPI for SAP messages and
automatic action reports are available in the HPOM message browser.

Tools

In conjunction with HPOM, the SPI for SAP offers centralized tools that help you monitor and
manage the SAP systems. The SPI for SAP tools enable you to configure the management
server connection to selected server instances on specific managed nodes. The SPI for SAP
tools include the tools for administrating and operating the SPI for SAP.

To access the SPI for SAP tools, open the Tool Bank window and click SPI for SAP:Tools. The
following SPI for SAP tools appear:

e SAP R/3 Admin - SAP R/3 Administration of Global Configuration.

e SAP R/3 Admin Local - The SAP R/3 Admin Local group includes tools for editing and
distributing files for local configuration.

e SAP R/3 NT - Tools for Windows managed nodes. These are only a subset of the Tools
available for UNIX nodes.

e SAP R/3 UNIX - Tools for UNIX managed nodes. Some tools are also available for
Windows nodes.
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Policies

The SPI for SAP consists of policies that monitor the SAP systems. The policies contain
settings that enable incoming data to be measured against predefined rules. These rules
generate useful information in the form of messages. The messages have color-coding to
indicate the severity level. You can review these messages to analyze and resolve the problem.
There are several pre-defined corrective actions for specific events or threshold violations.
These corrective actions can be triggered automatically or operator-initiated. Monitoring
comprises of generating alarms related to critical events of the tool, and logging important
performance metrics of the application server.

The SPI for SAP creates the following policy groups/sub groups and configuration files under
the en folder.

e SAP NW Java Monitoring 7.0
e SAP NW Java Monitoring 7.1
e SAP R3 6.x 7.0AS 7.1kernel

e SAP R3 6.xCI

e SAP R3 7.0CI 7.1kernel

e SAP Solution Manager

Reports

The SPI for SAP reports are web-based reports that are produced by HP Reporter (Reporter)
using the default templates and viewed using a web browser. You can request both scheduled
and on-demand versions of reports using Reporter.

The SPI for SAP service reports correlate the data gathered from the HP Software Embedded
Performance Component (CODA) or the HP Performance Agent. You can use the correlated
data to generate reports which display short, medium, or long-term views of your IT
environment and supplement the detailed, real-time graphs that the Performance Manager
provides. You can use these reports for trend analysis.
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2 Customizing SPI for SAP Policies

The SPI for SAP policies help you monitor the SAP Application servers. You can customize
these policies depending on the requirements of your IT environment. This chapter includes
general guidelines about the SPI for SAP policies and explains how you can customize them.
For more information see the policies section in the HP Operations Smart Plug-in for SAP
Online HelpHP Operations Smart Plug-in for SAP Reference Guide.

SPI for SAP Policy Group and Policy Types

You can customize the SPI for SAP policies to suit the needs of your IT environment. However,
you can use these policies without any modifications.
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SPI for SAP Policy Groups

The SPI for SAP policies are organized under the SPI for SAP policy group.

Elements in Policy Group "SPI for SAP"= - & -

Policy Bank / SPI for SAP
SPIfor SAF GRCOUP

Details 5PI for SAP +  Filter «

Showing 1 - 20 of 31 (Show all}

B Type Name 1+ Assigned Latest Mode

D ° SAP MW Java Monitoring 7.0 h - O~
D ° SAP NW Java Monitoring 7.1 Ch O~
D of SAPHR3I B 7.0AS 7. 1kernel Ch O~
Ll o SAPR3 8.xCI By O~
P o SAPR3 7.0CIT.1kernel h O~
O @  global r3itozap 12.0 12.0 Fixed Ch O~
[] @ aglobal r3monaco 12.0 12.0 Fed [~ O~
D =] glebal r3menal 12.0 12.0 Fixed h O~
D ] glokal rimonale 12.0 12.0 Fixed Ch~ &~
O @  glebal r3monchy 12.0 12.0 Fixed Ch O~
[] @ global r3moncts 12.0 12.0 Fed [h~ O~
D = glebal r3mendev 12.0 12.0 Fixed h - O~
D ] globkal rimondizp 120 12.0 Fixed Eh~ &~
|:| = glokal rimondmp 12.0 120 Fixed h O
D =1 glebal rimenjcb 12.0 12.0 Fixed h O
P =] glokal rimenick 120 120 Fixed Ch &~
D ] glebal r3menoms 120 12.0 Fixed Ch« Lo
[] @ global r3monpro 12.0 12.0 Fed [~ O~
D =] glebal rimenrfc 12.0 12.0 Fixed h Lo JE
O @  global r3monsec 12.0 12.0 Fixed Ch O~
L|Chonae an action v|

The SPI for SAP contains the following policy groups:

SAP NW Java Monitoring 7.0 - This group monitors the health of the J2EE engine of the
SAP NetWeaver Web Application Server. With the help of a series of policies, you can collect
metrics indicating the health, availability, and performance of the J2EE engine of an SAP
NetWeaver Web Application Server.

SAP NW Java Monitoring 7.1 - This group monitors the health of the J2EE engine of the
SAP NetWeaver Web Application Server. With the help of a series of policies, you can collect
metrics indicating the health, availability, and performance of the J2EE engine of an SAP
NetWeaver Web Application Server.
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SAP R3 6.x 7.0AS 7.1kernel - This group contains the policies for monitoring the
availability and health of the Web Application server ABAP on the application server of the
SAP versions 6.40, 7.0, and 7.1. This includes metrics related to trace files, dispatcher, and
work processes.

SAP R3 6.xCI - This group contains the policies for monitoring the health and availability of
the Web Application server ABAP for the Central instance of the SAP version 6.40. It includes
metrics related to Idocs, CTS, ABAP dumps, locks, jobs, rfc destinations, spool, security,
update, users, work processes.

SAP R3 7.0CI 7.1kernel - This group contains the policies for monitoring the health and
availability of the Web Application server ABAP for the central instance of the SAP versions
7.0 and 7.1. It includes metrics related to Idocs, CTS, ABAP dumps, locks, jobs, rfc
destinations, spool, security, update, users, work processes.

SAP Solution Manager - This group collects the alert data from SAP Solution Manager 7.1
system and sends it to the HPOM server in case of threshold violation. With the help of a
series of policies, you can collect alert data, send it to HPOM server and acknowledge the
Solution Manager generated alerts from HPOM console.

SPI for SAP Policy Types

The SPI for SAP policies are of two types:
e Measurement Threshold policies pertain only to individual metrics

e Scheduled Task policies pertain to all metrics collected in a specific interval

Measurement Threshold and Scheduled Task Policies

Measurement threshold policies define how the collected data is interpreted for the individual
metric. The rules it contains pertain to threshold values and actions that occur when those
values are met or exceeded. In general an exceeded threshold generates alerts/messages in
the HPOM message browser. In HPOM, you can change the threshold within a measurement
threshold policy by double-clicking the policy and selecting the Threshold levels tabbed page.

Scheduled Task policies define what metrics are collected in the specified collection interval.
You can see how this works by double-clicking a Scheduled Task policy. On the policy’s Task
tabbed page a list of targeted metrics appear in the Command text box.

Monitor policies define all metrics for the SPI for SAP application that are scheduled for
collection at specified interval. Within the name of each monitor policy is its collection interval
(for example, SPISAP-71-High_1h, where collection interval is one hour). When you open any
monitor policy, you can see all metrics listed as number and collected within the interval
following the -m option.

Basic Policy Customization

This section covers basic policy customization such as changing threshold values, scheduling
or deleting a metric from data collection, opening a metric policy or collector policy and so on.

Before you begin to customize any of the policies, you must make copies of the original policies
so that the default policies remain intact.
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Moditying Metric Policies

You can modify the metric attributes for all monitored instances of SPI for SAP.

Threshold Level and Actions

To modify the threshold level and actions, follow these steps:

1
2
3

Open the Policy Bank window.
Click SPI for SAP — <SAP_Policy_Group>.

Select a metric and click Edit from the Actions drop-down list. The Edit Measurement
Threshold Policy window opens.

Click the Thresholds tab.

Edit Measurement_Threshold Policy "SPISAP_0001" 9

Help
[“source | wessage petaurs RIS
Use Instance Fmers Monitoring Type

1 SPISAP_0001.1: Cache Hit rate too high- (& [ Threshold 2

Major 6ot start Actions || Continue Actions

D 2 SPISAP_0001.2:Cache hit rate high - L_g De=cription | | *
Warning

8 * IR I

Flease choose Short term peak behaviour: | No special treatment "l

Reset| Use same a5 threshold value v|

Pleaze do not u=e the browser BACK button, while editing. To quit the editor, use the "Cancel” button

Save || Restore Cancel

Click the condition you want to modify.

Click the different tabs (Threshold, Start Actions, Continue Actions, and End Actions) and
modify the attributes.

Click Save to save the changes.
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8 Deploy the modified policies. For more information on deploying policies, see Deploying
the SPI for SAP Categories and Policies to Managed Nodes section in the HP Operations
Smart Plug-in for SAP InstallConfig Guide.

Table 1 Metric Attributes

Attributes

Description

Threshold

Enter a value for the metric data, which when
exceeded would signify a problem either about to
occur or already occurring.

Duration

Enter a value for the length of time that the
incoming data values for a metric can exceed the
established threshold before an alarm is generated.

Severity

Click the Start Actions tab and then the Message
tab. Select the desired severity setting from the
Severity drop-down list.

Message Text

Do not modify any of the parameters that are
enclosed within <> brackets and beginning with §,
in a message.

Actions

This field provides the ability to add custom
programs.

Operator initiated: These actions are performed
only upon the initiation of an operator.

Automatic: These actions are performed
automatically when the metric alarms.

An alarm can be generated once or multiple times, depending on its Message Generation
setting in the Modify Threshold Monitor window. You can click the Thresholds settings and

modify the settings.

— Specify a special reset value: Enter the reset value in the text box displayed.
Alarms are generated once when the threshold value is exceeded. At the same time, a
reset threshold value is activated. Only when the reset threshold value is exceeded,
does the original threshold value become active again. Then when the threshold value
is again exceeded, another alarm is generated and the process starts all over again.

— Use same as threshold value: Alarms are generated once when the monitoring
threshold value is exceeded. Alarms reset automatically when metric values are no
longer in violation of the thresholds and are generated again when the threshold is

exceeded.

Message Severity

To modify the message and severity of a policy, follow these steps:

1 Open the Policy Bank window.

2 Click SPI for SAP — <SAP_Policy_Group>.

3 Select a metric and click Edit from the Actions drop-down list. From the Edit Threshold

window click Thresholds.

Customizing SPI for SAP Policies
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4 Click Start Actions tab and click Message.

Threshold 2

CRE S Contnue Actons
essage Custom Ariroutes

Node |

=

Application

=

|
lMezzages Group |
Object [

Mezzage Text

Service ID |

Service hosted on |

Mezzage type |

As Default

As Default

As Default

As Default

As Default

Az Default

You can modify the following attributes:

Severity: Indicates the importance of the event that triggers this message.

Message Text: You can modify the text of the message but do not modify any of the
parameters—beginning with $and surrounded by <> brackets—in a message.

Advanced Policy Customization

Advanced policy customization include making copies of default policy groups to customize a
few settings and deleting whole groups of metrics within a policy’s command line.

Creating New Policy Groups

You can separate the custom policies that you create from the original default policies by
creating new policy groups. Before you create a new policy group you must first determine the
metrics and policies you want to modify. To create a new policy group, follow these steps:

1 Create a new policy group:

a Open the Policy Bank window and click SPI for SAP.

b Select the policy group you want to use and click Edit °

The Copy Policy Group window opens.
¢ Rename the group.
d Select a Parent Group.
2 Click Save. The new policy group is saved.

Copy the required policies to the newly created policies and rename it.

4  Click Save.

" from the drop-down list.
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Changing the Collection Interval

To change the metric collection interval, simply change the Polling Interval in the appropriate
collector policy. For example, to change the collection of default metrics from 5 minutes to 10
minutes for the SPI for SAP policy group, follow these steps:

1 Open the Policy Bank window and click SPI for SAP policy group.

2 Select a scheduled policy and click Edit “ 7 from the drop-down list. The Edit Policy
window opens.

Click the Scheduled Task tab. Change the values accordingly in the fields.

Click the Message Failed tab. Change the severity, message text, and object.

Click Save.

o 0 AW

Distribute the new policies. For more information on distributing policies, see Deploying
the SPI for SAP Categories and Policies to Managed Nodes section in the HP Operations
Smart Plug-in for SAP InstallConfig Guide

Changing the Collection Interval for Selected Metrics

To change the collection interval for selected metrics, copy the appropriate collector policy.
Rename the policy with a name reflecting the new interval, deleting all but the metrics you
are changing. Set the new interval. Edit the original policy to remove the changing metrics.

For example, to change the collection interval to 10 minutes for metrics 5-8, follow these steps:
1 Open the Policy Bank window and click SPI for SAP policy group.
2 Click SPI for SAP — SAP R3 6.xCl — r3mondmp.

3 Click Edit W~ from the drop-down list.
4 Click the Scheduled Task tab.

5 In the Minute box, change the polling interval from 5 minute to 10 minutes. For example,
0, 10, 20....

6 Click Save.

7 Re-distribute the modified policies. For more information on distributing policies, see
Deploying the SPI for SAP Categories and Policies to Managed Nodes section in the HP
Operations Smart Plug-in for SAP InstallConfig Guide
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3 Using SPI for SAP Tools

The Tool Bank window displays the tools which you can use to manage your SAP NetWeaver
environment. You can peform the following tasks:

e Start tools

e Broadcast commands on selected nodes

SPI for SAP Tool Groups

The Tool Bank window represents a group of tools. You can click a group to open a
second-level desktop containing the tools of the group. The following tool groups are added to
the Tool Bank under the SPI for SAP group when the SPI for SAP is installed:

e SAP R/3 Admin
e SAP R/3 Admin Local

e SAPR/3NT

e SAP R/3 UN*X
The SAP R/3 Admin Tool Group

The SAP R/3 Admin tool group includes tools for editing and distributing files for global
configuration, as well as other administrative functions such as moving the SAP transport to
the SAP transport directories on managed nodes.

Figure1l SAP R/3 Admin Tool Group

Elements in Tool Group "SAP R/3 Admin"= - & -

Tool Bank/ SAP SPL:Tools / SAP_SPl:Tools:Admin

SAP R/3 Administration of Glebal Configuration

Details SAP RI3 Admin +  Filter «

Showing 1 - 20 of 37 (Show all}

Type Label

"3 ABAP Dispatcher
ABAP4 Dump
ALE
Alert Collector

ddddddddddddddddd

F}

4

CCMS &x

)

Create SPI SAP Netweaver Confi

£Te

Fl

2

Delete Config
nstall Config
dob

F}

F}

2

Lock Check

F}

-Move SAP Transport
-R/3 Service Discovery

5

)

Install Performance Package (Windows)
Install Performance Package (UNIX)
PerfAqt

2

3

s o o

F

Hame
SAP SPITools:Admin.ABAP Dizpatcher

SAP SPLTools:Admin ABAP/4 Dum

SAP SPiToole:Admin ALE Monitor
SAP SPLTools:Admin.Alert Collector
SAP SPLTocle:Admin:CCMS 4.x

SAP SPITools:Admin:CreateSPISAPNetweaverConfi

SAP SPLTools:Admin.CTS
SAP SPiToole:AdminDelete Config
SAP SPLTools:Admininstall Config
SAP SPLTocle:Admin.Job

SAP SPiToolk:AdminLock Check

SAP SPLTools:Admin:Move SAP Transport

SAP SPITools:Admin:OvR3ServiceDiscovery

SAP SPITools:Admin:PerfinsNT
SAP SPLTools:Admin:PerfinsUX
SAP SPiToole:AdminPerformance Agent

SAP SPLTools.Admin PerfRmNT

h v
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[
=
[=p
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[=p
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=

0~
o~
o~
o~
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Description
Configure ABAP Dispatcher Monitoring

Configure ABAP/4 Dump Monitoring

Configure ALE Monitoring

Configure Alert Collector Monitoring

Configure CCMS Monitor for SAP R'2 4.x Menitoring

Creates the configurations for SPI SAP to monitor NV =tack in the nede level
Configure Correction & Transport System Monitoring

Delete global configuration files on =elected nodes

Inztall configuration on =elected nodes

Configure Job Monitoring

Configure Lock Check Monitoring

Transfer the SAP R/2 transport to the selected nodes

Trigger SAP RI3 Service Discovery

Inztall Performance Package on Windows node

Inatall Performance Package on UNIK node

Configure Performance Agent Monitoring

Remove Performance Package from VWindows node
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The following table lists the tools which appear in the SAP R/3 Admin tool group and
describes briefly what each of the tools does.

Table 2 SAP R/3 Admin Tools

Tools

Description

ABAP Dispatcher

Opens the global r3mondisp.cfg configuration file for the
Dispatcher monitor

ABAP/4 Dump

Opens the global r3mondmp . cfg configuration file for the
ABAP-dump monitor

Opens the global r3monale.cfg configuration file for the
iDOC-status monitor

Alert Collector

Opens the global r3monaco.cfg configuration file

CCMS 4.x

Opens the global r3monal . cfg configuration file of the central
SAP R/3 CCMS alert monitor

Create SPI SAP
NetWeaver Config

Helps you configure the monitoring environment for the SAP
NetWeaver Web Application Server (J2EE)

CTS

Opens the global r3moncts.cfg configuration file

Delete Config

Removes global configuration files from selected managed nodes.
This should only be used when de-installing the product

Install Config

Installs global configurations on selected managed nodes. This is
the recommended way to distribute monitor-configuration files to
the managed nodes

Job Opens the global r3monjob.cfg configuration file of the job
monitor
Lock Check Opens the global r3monlck.cfg configuration file for the

lock-check monitor

Move SAP Transport

Moves the RFC Transport to the directory: /usr/sap/trans. The
OS user starting the tool must have write access to the directory

R/3 Service
Discovery

Automatically creates a service-configuration file that defines a
service view of the SAP NetWeaver services on the selected
managed nodes

Install Performance
Package (Windows)

Installs performance package on the Windows nodes

Install Performance
Package (UNIX)

Installs Performance package on the UNIX nodes

PerfAgt

Opens the performance agent’s global configuration file
r3perfagt.cfg

Remove Performance
Package (Windows)

Removes performance package on the Windows nodes

Remove Performance
Package (UNIX)

Removes performance package on the UNIX nodes
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Table 2

SAP R/3 Admin Tools

Tools

Description

Process

Opens the process monitor’s global configuration file
r3monpro.cfg

R/3 Security

Opens the SAP security monitor’s global configuration file
r3monsec.cfg

Check the SAP
NetWeaver
Connection

Checks if a successful connection was established between the SPI
for SAP and the SAP NetWeaver Web Application Server

Install the RFC
Library

Installs the downloaded RFC libraries into appropriate directories
on the management server

RFC Dest

Opens the RFC monitor’s global configuration file the r3monrfc

SAP Availability

Opens the SAP status monitor’s global configuration file,
r3status.cfg

SAP R/3 GUI

Opens the SPI for SAP’s central configuration file r3itosap.cfg

SAP Trace Opens the SAP trace monitor’s global configuration file
r3mondev.cfg

SiteConfig Opens the siteconfig file

Spool Opens the SAP spooler monitor’s global configuration file

r3monspl.cfg

Statistical Records

Opens the performance monitor’s configuration file
r3perfstat.cfg

System Change

Opens the change-system monitor’s global configuration file
r3monchg.cfg

Transport Opens the Transport monitor’s global configuration file
r3montra.cfg

Update Opens the update monitor’s global configuration file
r3monupd.cfg

User Opens the SAP user monitor’s global configuration file

r3monusr.cfg

Work Process

Opens the work-process monitor’s global configuration file
r3monwpa.cfg

Write Statistical
Records

Write statistical records in SAP

OM Switch

Opens the global r3monoms . cfg configuration file for the
operation-mode switch monitor

If you use a SPI for SAP tool to check or modify a configuration file, r3conf uses the text
editor defined by the environment variable $EDITOR. If the variable SEDITOR is not set,
r3conf uses vi to edit the SPI for SAP configuration files. For more information about editing
and distributing monitor configurations, see the HP Operations Smart Plug-in for SAP

Reference Guide.

Using SPI for SAP Tools

37



32

The SAP R/3 Admin Local Tool Group

The SAP R/3 Admin Local group includes tools for editing and distributing files for local

configuration.

Table 3 SAP R/3 Admin Local Tools

Tools

Description

Delete Local Deletes the local SPI for SAP configuration
Config files on the selected managed nodes and, in

addition, any files related to the selected
managed nodes, which reside on the HPOM
management server

Distribute Distributes and installs the local SPI for SAP
Local Config configurations on the selected managed nodes

The contents of the SAP R/3 Admin and SAP R/3 Admin Local tool groups are very similar.
Table 3 lists only those tools in the SAP R/3 Admin Local tool group that have not already
been described in Table 2 on page 30 and indicates what each tools does.

Figure 2 on page 32 shows the tools available in the SAP R/3 Admin Local tool group.

Figure 2 SAP R/3 Admin Local Tool Group
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Description
Configure ABAP Dizpatcher Monitering

Configure ABAP/2 Dump Menitoring

Configure ALE Menitoring

Configure Alert Collecter Menitoring

Configure CCMS Moniter for SAP R/3 4.x Menitoring
Configure Correction & Tranzport System Monitering
Delete the local configuration on the selected nodes
Distribute the local configuration to the selected nodes
Configure Job Monitering

Configure Lock Check Monitering

Configure Operation Meds Switch Monitering
Configure Performance Agent Monitering

Configure Operating system Procezs Monitering
Configure R/3 Security Monitering

Configure RFC Destination Menitoring

Configure SAP Availability Menitor

Configure SAP R/3 legin infermation for GUI 2ezzions

For more information about editing and distributing monitor configurations, see the HP

Operations Smart Plug-in for SAP Reference Guide.
The SAP R/3 UN*X and SAP R/3 NT Tool Groups

These two groups include tools that provide direct, context-sensitive startup of the SAP
front-end on UNIX and Microsoft Windows platforms respectively. For instance, if you receive
a performance alert, you can click the Performance icon and open the SAP performance

analysis tool.
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In addition, the SAP R/3 UN*X group includes a number of tools that involve interactive
actions with terminal output, for example: Check R/3 Database, Status R/3 Config, or

Version Verify. These tools are not supported on the Microsoft Windows platform.

Before you select a tool from one of these groups, you must select the managed node on which
you want the tool to run. Make sure that you select the tool from the tool group that

corresponds to the managed node’s platform, for example: UNIX or Microsoft Windows.

Table 4 lists the tools, available in both tool groups, that open a SAP GUI session.

Table 4  SPI for SAP Tools that Call SAP Transactions
SAP Trans-
Tool Description action code
Control Panel CCMS control panel RZ03
DB Performance | Shows database performance | DB02
through tables and indexes.
Gateway Gateway monitor SMGW
Job Maintain Define background jobs SM36
Job Overview Status of background jobs SMX
Job Performance |dJob performance SM39
Maintain Maintenance thresholds RZ06
Thresholds
Operation Modes | Maintain operation modes RZ04
Operation Sets Maintain operation sets SM63
Performance Workload analysis ST03
Process Process overview SM50
Profile Profile maintain RZ10
Maintain
Servers Server overview SM51
Syslog System log, local analysis SM21
Syslog Msg System log message SE92
maintenance
Users User overview ALO8

The Version Verify tool allows you to compare the installed base version of the SPI for SAP
with the version of any SPI for SAP components that have been added subsequently.

Using SPI for SAP Tools
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Accessing Data on a Managed Node

The following tools allow quick access to SAP NetWeaver related information from the
selected managed node.

Table 5 SAP Information and Platform Availability

SPI for SAP Tool Name S 3| SAPRBNT
Check R/3 database v
R/3 Info 4 4
R/3 Process Logs v
Java R/3 Frontend v
Status R/3 Config v

Checking the SAP NetWeaver Database

The Check R/3 Database tool establishes a connection to the database server and thus
provides a rapid way of checking the database connection.

SAP NetWeaver Information

The R/3 Info tool provides the following information for SAP NetWeaver instances that are
installed on a selected node:

Hostname

SAP system name
Instance name
Instance number
SAP release number

List of processes for the selected instance

) The R3 Info tool is available for both UNIX and Windows nodes and present in both the sap
R/3 UNIX and SAP R/3 NT tool groups.

To display information for a selected managed node:

1

2

34

In the Node Bank window, select the UNIX or Microsoft Windows node for which you want
to display an information about SAP NetWeaver.

In the SAP R/3 UNIXor SAP R/3 NT Tool Group window, click the R/3 Info icon. The
requested information is displayed, as shown in Figure 3.
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Figure 3 Output from the R/3 Info Tool
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Starting the SAP NetWeaver Front-End

The Java R/3 Frontend tool makes full use of the distributed architecture of SAP
NetWeaver. It uses the local sapgui utility (running on the HPOM management server) and
profile to connect to the desired SAP system. Because multiple SAP systems may be installed
on a selected managed node, you are prompted with a list of installed SAP systems and
functional modules.

To start the SAP NetWeaver front-end:

1 In the Node Bank window, select the UNIX node on which you want to start an SAP
session.

2 Inthe sap R/3 UN*X Tool Group, click the Java R/3 Frontend icon. The local sapgui
starts, connects to the selected SAP component, and displays the SAP NetWeaver login
screen.

‘» Using the SAP NetWeaver front-end locally improves application performance by decreasing
the data flow across the network.

R/3 Process Logs

The R/3 Process Logs tool reports all error conditions in a specific file structure. Also, all
SAP NetWeaver standard output and standard error information is stored on disk. The log
analyzer extracts relevant ERROR information for all functional modules of each SAP system
and displays this information for the selected managed node.

To display the SAP NetWeaver process log for a selected managed node:

1 In the Node Bank window, select the UNIX node for which you want to display a process
log.

2 Inthe sap R/3 UN*X Tool Group, click the R/3 Process Logs icon.

3 Press Enter. The system displays an output file selection window (see Figure 4).
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Figure 4 Logfile-Output Selection Window

i R/3 Process Logs

HF Operiew SHART Plug-In for SAP R/3
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4  Enter the number associated with the output log file you want to view. For example, if you
enter 17 for the dev_w0 file, the system displays a log file.

> stdoutl-5 and stderrl-5 are always displayed, even if the associated files do not
contain an error message.

5 To access additional process logs, return to the process logs selection window by entering
the command:
q!

In order to use commands related to the vi editor your editor environment variable must
be set to vi.

The Status R/3 Config Tool

The Status R/3 Config tool runs on the selected managed node and provides an ASCII
representation of the current local SAP NetWeaver configuration. Status R/3 Config lists
all SAP systems installed on the selected managed node and, in addition, the functional
modules per system. The SAP NetWeaver process status also provides a list of all established
SAP NetWeaver processes and their current status.

Select a managed node, then click the Status R/3 Config icon to display the R/3
Configuration Status window.
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Figure 5 R/3 Configuration Status Window
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Launching Tools

To launch a tool, follow these steps:

1 Click Integrations — HPOM for Unix Operational Ul and log on to HPOM as the HPOM
Administrator.

2 In the Nodes list, right-click on the desired managed node or node group and select Start
— SPI for SAP — <Tools>.
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4 Customizing the SPI for SAP Monitors

This describes how to set up the SPI for SAP monitors and distribute them to the SAP servers
in your SAP landscape.

Introduction to the SPI for SAP Monitors

The SPI for SAP includes a set of monitors, which you configure to run at regular intervals to
collect information regarding various aspects of your SAP environment’s health.

The HPOM administrators, working from the HPOM desktop, distribute the appropriate SPI
for SAP policies to the SAP servers which they want to manage and monitor with HPOM.
Monitor distribution is usually completed as part of the SPI for SAP installation and
configuration process.

If you have never configured the SPI for SAP monitors, you will want to read the detailed
description of each alert monitor and alert-monitor configuration file. The alert-monitor
configuration files include information about default configurations as well as a list of changes
you need to make sure that the monitor works correctly in your SAP environment.

Before Using the SPI for SAP Monitors

Before using any of these monitors, be sure to complete the following tasks:

e Set up the required SAP users and their associated logons as described in the HP
Operations Smart Plug-in for SAP Installation and Configuration Guide for UNIX.

e Specify details of all SAP systems to monitor in the r3itosap.cfg file. You can define
entries in r3itosap.cfg:

— as a part of the installation procedure (refer to the HP Operations Smart Plug-in for
SAP Installation and Configuration Guide for UNIX) or,

— At any time, use the Config SAP R/3 GUI function in the SPIfor SAP > SAP R/3 Admin
tool group configuration-file policy editor.

) If the SAP instance you want to monitor is part of a high-availability cluster, such as MC/
ServiceGuard, you need to add an extra entry to the “cluster host mapping” section of the
r3itosap.cfg file to tell the SPI for SAP about the nodes configured in the cluster. If the
host-mapping entry is not present in the r3itosap.cfq file, the SPI for SAP might encounter
problems monitoring the nodes in the cluster, for example, resolving the hostname of the
cluster nodes, starting the monitors at the correct time, and associating messages with the
appropriate managed nodes.
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For more information about configuring the SPI for SAP to monitor SAP in a high-availability
environment, see the HP Operations Smart Plug-in for SAP Installation and Configuration

Guide for UNIX.

The SPI for SAP Monitors

Table 6 provides an overview of SPI for SAP alert-monitors.
Table 6 The Alert Monitors

Alert Monitor

Monitor Function

r3monal 2

Monitors SAP NetWeaver system log events and
alerts from the internal SAP CCMS 4.x alert
monitor

r3mondev

Monitors errors in SAP trace and log files

r3mondisp

Monitors the status of the ABAP dispatcher for all
SAP instances configured in the SPI for SAP’s
central configuration file r3itosap.cfg

r3monpro

Monitors SAP work processes and database
processes

r3monsec

Monitors the security settings in SAP for
instances configured in the r3itosap.cfg file

r3status

Monitors the status of the SAP instances
configured in the r3itosap.cfg file

a. SAP syslog monitor r3monxmi is now obsolete.

Table 7 provides an overview of the alert-collector monitors used by r3moncol, the SPI for

SAP alert collector.

Table 7 The r3moncol Alert-Collector Monitors

Alert-Collector
Monitor

Monitor Function

r3monaco

Although this is not an alert-collector monitor, you
must assign r3monaco to the managed nodes to
monitor SAP’s Temporary Sequential (TemSe) file.
For more information, see Monitoring the TemSe
file on page 198

r3monale

Monitors the status of iDOCs in the SAP
NetWeaver System

r3monchg

Monitors the SAP NetWeaver system change
options

r3moncts

Monitors the correction-and-transport system

r3mondmp

Monitors ABAP/4 Dumps
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Table 7 The r3moncol Alert-Collector Monitors (cont’d)

Alert-Collector

Monitor Monitor Function
r3monjob Monitors SAP NetWeaver batch jobs
r3monlck Monitors the Enqueue process, which manages

logical locks for SAP NetWeaver transactions and
reports on obsolete locks

r3monoms Monitors the operation mode switch to determine
whether a scheduled operation mode started after
the specified time. Note that changes in SAP
mean there are no operation-mode switch errors
to monitor in WebAS 7

r3monrfc Checks the status of RFC destinations in an SAP
environment

r3monspl Monitors spooler entries, spooler errors, and print
errors

r3montra Monitors the transport system.

r3monupd Monitors the update process for active status and
errors

r3monusr Monitors the number of users logged-in to
SAP NetWeaver

r3monwpa Monitors the status of the work processes. It

reports any processes that are running in debug,
private, or no restart modes, compares the
number of configured work processes with the
actual number running, and checks the number of
expected work processes waiting and the number
running

Important Monitor-Configuration Concepts

This section describes the concepts supporting the CCMS alert-monitors and in addition,
explains how to configure the monitors.

Monitor-Configuration Files

Each alert or alert-collector monitor has an associated configuration file, which you can edit to
define your own rules for how you want to monitor alerts for all the monitors. However, the
monitors have default configurations, which you can use without modification. For more
information about the contents of the SPI for SAP’s monitor-configuration files, see:

e The SPI for SAP Monitor-Configuration File on page 45

General information which applies to the configuration of all the SPI for SAP monitors.
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The Alert-Monitor Configuration Files on page 70

Information about the keywords and parameters, which you use to configure the alert
monitors r3monal, r3mondev, r3monpro, and r3monsec.

The r3mondisp Configuration File on page 103

Information about the keywords and parameters, which you use to configure the ABAP
dispatch-queue monitor, r3mondisp.

The r3status Configuration File on page 92
The Alert-Collector Monitor Configuration Files on page 128

Information which applies to the configuration of the alert-collector monitor r3moncol
and the alert collectors it uses, for example, r3monale, r3mondmp, r3monjob, and so on.

Monitor-Configuration File: Global vs. Local

Configuration files can be distributed to the managed nodes either globally or locally, as
follows:

Globally

Globally using the Install Config function in the SPI for SAP > SAP R/3 Admin tool
group, which distributes copies of each configuration file to all selected managed nodes.

Locally

Locally using the Distribute lLocal Config function in the SPIfor SAP > SAP R/3 Admin
Local tool group.

For more information about when to use each of these distribution methods and for
instructions on editing the configuration files, see The SPI for SAP Monitor-Configuration
File on page 45.

Monitor-Configuration Modes

The SPI for SAP supports the following configuration modes:

Global

You define the monitoring conditions for all managed nodes in a single configuration file.
If you specify a global configuration, the monitoring conditions you define must cover the
monitoring needs of all managed nodes.

Local

You define the monitoring conditions for a particular node in a configuration file
associated only with that single, managed node. If a local configuration is used, each node
can have its own configuration file, which defines only the monitoring conditions for that
particular node.

You can deploy a mixture of global and local configurations. For an explanation of the
relationship between local and global configuration as well as instructions on the use of each
configuration mode, see Distributing Alert-Monitor Configuration Files on page 61.
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Alert Monitor Order of Precedence

Each time an alert monitor runs, its behavior is determined by information defined in an
alert-monitor-specific configuration file. An alert monitor chooses which configuration file to
use according to a defined “order of precedence”, as follows:

1 The monitor first checks for the presence of the
SAPOPC_<R3monitor name> CONFIGFILE variable and determines the location of the
configuration files from this. For more information about the
SAPOPC_<R3monitor_name>_CONFIGFILE variable, see the section about the specific
monitor you want to configure, for example, r3monpro: Environment Variables on
page 87.

2 On UNIX managed nodes:
a Local configuration file

The monitor checks for (and if found uses) the HPOM for UNIX local configuration file
in:

<OvDataDir>/conf/sapspi/local
b  Global configuration file

If the monitor does not find an HPOM for UNIX local configuration file, the monitor
checks for (and if found uses) the HPOM for UNIX global configuration file in:

<OvDataDir>/conf/sapspi/global
3 On Windows managed nodes:
a Local configuration file

The monitor checks for (and if found uses) the HPOM for Windows local configuration
file in:

%0vAgentDir%\ conf\sapspil\local
b  Global configuration file

If the monitor does not find an HPOM for Windows local configuration file, the
monitor checks for (and if found uses) the HPOM for Windows global configuration file
in:

%0vAgentDir%\ conf\sapspi\global

Remote Monitoring with Alert Monitors

The SPI for SAP includes a feature which allows you to extend the scope of all the alert,
alert-collector, and performance monitors (except r3mondev, r3monpro, r3mondisp) to monitor
the status of SAP on remote SAP servers, which are not HPOM managed nodes and where the
SPI for SAP is not installed. You set up and perform the remote monitoring from an HPOM
managed node, where the SPI for SAP software is running.

) Although the SAP Server defined in the RemoteHost parameter is not an HPOM managed
node, it must still be present in the HPOM Node Bank. If you do not add the SAP Server
defined in RemoteHost to the HPOM Node Bank, HPOM cannot resolve the host name
associated with the remote host and, as a consequence, cannot display any messages from the
remote host in the message browser.
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In addition, the SAP Server defined in RemoteHost must appear in the r3itosap.cfg file to
ensure that the SPI for SAP can log into (and extract information from) the SAP instances it
is monitoring on the RemoteHost. For more information about the r3itosap.cfg file, refer to
the HP Operations Smart Plug-in for SAP Installation and Configuration Guide for UNIX.

To make use of the remote-monitoring feature provided by the SPI for SAP, for example, to
monitor an SAP System running in an environment that is not supported by the SPI for SAP,
you need to perform the following actions. Specifying Individual Remote Servers to Monitor
on page 44 shows how a new line is required for each additional SAP server, which you want
to monitor remotely.

e Enable the RemoteMonitoring keyword by removing the leading hash symbol “#” in
each monitor’s configuration file.

¢ Define the name of the local host, on which you want to perform the monitoring. Note that
you need a new line for each local host that you want to associate with a remote host.

¢ Define the name of the remote SAP server (RemoteHost), which you want to monitor.
e Make sure that the remote host is added to the HPOM node bank.

The RemoteMonitoring keyword accepts the following parameters:

¢ LocalHost

This is the name of the local HPOM managed node where the SPI for SAP software is
running and whose HPOM agent you want the SPI for SAP to use to remotely monitor the
SAP server defined in the parameter “RemoteHost”.

e RemoteHost

This is the name of the remote SAP server you want to monitor from the host defined in
the parameter “LocalHost”. Although the remote host does not have the SPI for SAP
software installed and is not usually an HPOM managed node, it must be present in the
HPOM Node Bank to ensure that messages are handled correctly.

e SAP System and SAP Number (r3monal only)

The CCMS alert and syslog monitor r3monal needs to know both the ID and the Number
of the SAP System running on the SAP server defined in the parameter “RemoteHost”.

For more information about any additional requirements when defining remote monitoring
with the alert monitors, and in particular r3monal (the CCMS alert monitor), see The SPI for
SAP Monitor-Configuration File on page 45 and The Alert-Monitor Configuration Files on
page 70.

Specifying Individual Remote Servers to Monitor

# ____________________________________________________________
# Remote LocalHost RemoteHost

# Monitoring

RemoteMonitoring =sapl =sdsapl

RemoteMonitoring =sapl =sdsap2

RemoteMonitoring =sap?2 =sdsap3

# ____________________________________________________________

Note that you can use the Alert-classes section at the end of the monitor-configuration file to
associate an instance of a monitor with a specific host, SAP instance, or processes on the
remote server in the same way as you can with a normal (local) managed node. For more
information about configuration-file keywords, see The SPI for SAP Monitor-Configuration
File on page 45.
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The SPI for SAP Monitor-Configuration File

During the SPI for SAP installation and configuration, the SAP specialist must set up initial
configuration values for the SPI for SAP monitors and distribute the modified configuration
files to the managed nodes.

Each configuration file provided with the SPI for SAP defines default settings by using the
keyword. Some keywords can only be used with specific monitors, all which are specific to a
particular sub-section of the monitor configuration file. The information below lists the
keywords that appear in the various sub-sections of the configuration file and explains the
contents of the alert-classes section at the end of the configuration file, where you define
conditions that when met, generate messages about the SAP alerts you are monitoring. You
can also see which keywords you can use with which monitors and find out the permitted
values for keyword parameters:

AlertMonFun on page 46

Configure the r3moncol alert collectors in the SAP System
AlertDevMon on page 46

Configure trace- and log-file monitoring in the SAP System
AlertMonPro on page 46

Configure process monitoring per SAP System
AlertInstMonPro on page 46

Configure process monitoring per SAP instance
AlerMonSyslog on page 47

Configure filtering of CCMS alerts or system logs

Alert Classes on page 47

In the alert-classes section at the end of the configuration file, valid keywords are
monitor-specific.

CCMS Acknowledge Message on page 50
CCMS Monitor Set on page 51

Disable Monitoring With Severity on page 51
DP Queue Check on page 52

Monitor the size of the ABAP-dispatcher queue
Enable DP Queue Check on page 54

Check the status of the ABAP-dispatcher
History Path on page 55

Instance Profile Path on page 55

Remote Monitoring on page 56

RFCTimeOut on page 57

Severity Values on page 57

The Severity Values section contains the Severity<Level> keyword

Trace File on page 58
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e Trace Level on page 59

e XMISyslogMode on page 59

AlertMonFun

Only with r3moncol

Use the AlertMonFun keyword in the r3moncol configuration files to configure the SPI for
SAP alert collectors, which monitor internal SAP alerts generated by, for example, the iDOC
monitor, the ABAP-dump monitor, the spooler monitor, and so on. The AlertMonFun keyword
requires a value for the following parameters:

AlertMonFun =<SAP Hostname> =<SAP System> =<SAP Number> \
=<SAP Client> =<AlertMonitor> =<Enable/Disable> \

=<0pC Severity> =<OpC Object> =<OpC MsgGroup> \
=<Alerttype> =<RFC Parameter>

For more information about the parameters that you need to define for the AlertMonFun
keyword, see Alert-Collector Keywords and Parameters on page 128.

AlertDevMon

Only with r3mondev

Use the AlertDevMon keyword in the r3mondev.cfg file to configure the SPI for SAP to
monitor trace- and log-files in the SAP System. The AlertDevMon keyword requires a value
for the following parameters:

AlertDevMon =<SAP System> =<SAP Number> =<Enable/Disable> \
=<Filemask> =<Opc Severity> =<Opc Object> =<OpC MsgGroup>

For more information about the parameters that you need to define for the AlertDevMon
keyword, see Alert Classes on page 47.

AlertMonPro

Only with r3monpro

Use the AlertMonPro keyword in the r3monpro.cfg file to configure the SPI for SAP to
monitor SAP-related processes per SAP System. On SAP servers running the UNIX operating
systems, r3monpro can identify processes at the instance level with Alert/nstMonPro. For
more information about r3monpro, see r3monpro: The SAP Process Monitor on page 86.

The AlertMonPro keyword requires a value for the following parameters:

AlertMonPro =<Hostname> =<Process name> =<Enable/Disable> \
=<Mode> =<Process number> =<Opc Severity> =<Opc Object> \ =<OpC MsgGroup>

For more information about the parameters that you need to define for the AlertMonPro
keyword, see Alert Classes on page 47.

AlertlnstMonPro

Only with r3monpro in UNIX

Use the AlertInstMonPro keyword in the r3monpro.cfg file to configure the SPI for SAP to
monitor SAP-related processes per SAP instance. The AlertInstMonPro keyword requires a
value for the following parameters:
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AlertInstMonPro =<Hostname> =<Process name> \

=<Enable/

Disable> =<Mode> =<Process number> =<0pc Severity>\=<Opc Object> =<OpC MsgGro
up>

For more information about the parameters that you need to define for the AlertInstMonPro
keyword, see Alert Classes on page 47.

AlerMonSyslog

Only with r3monal

Use the AlerMonSyslog keyword in the r3monal.cfg file to configure the SPI for SAP to
monitor Syslog filtering. This can be used only with the r3monal alert monitor CCMS alerts or
system logs in combination with the XMI/XAL interface. If you want the format of the syslog
alerts to resemble the style used by the now-obsolete r3monxmi monitor, see also
XMISyslogMode on page 59. The AlerMonSyslog keyword requires a value for the following
parameters:

AlerMonSyslog =<SAP System> =<SAP Number> =<SyslogId> \
=<Enabled/Disabled>

For more information about the parameters that you need to define for the AlerMonSyslog
keyword, see Alert Classes on page 47.

Alert Classes

The alert-classes section at the end of the monitor-configuration file allows you to use
keywords and parameters to define conditions that, when met, generate messages about the
SAP alerts you are monitoring. The contents of the alert-classes section change according to
the monitor you are configuring. Some monitors require a specific keyword, and each keyword
requires a specific combination of parameters to configure a given SPI for SAP monitor.

For example, the keywords AlertMonPro and AlertInstMonPro appear exclusively in the
configuration file for the SAP-process monitor, r3monpro. However, all r3moncol monitors use
the keyword AlertMonFun to configure alert monitoring. The parameters SAP Hostname, SAP
System, and SAP Number are present in all the monitor-configuration files, but the
=CHANGE_OPT alert-type parameter can only be used with r3monchg, the SAP System-change
Monitor.

For more information about which alert types and parameters are allowed with which
monitor-specific alerts, see the information in this section and, in addition, the section which
corresponds to the individual monitor you want to configure, for example: r3monale, or
r3mondmp.

) The SPI for SAP monitors are configured by default to manage all SAP Systems, which you
define in the SPI for SAP’s central configuration file r3itosap.cfg. The
monitor-configuration files should not be edited by anyone who does not have a detailed
knowledge of SAP NetWeaver and, in addition, the local SAP NetWeaver landscape, which
you want to manage with the SPI for SAP.

The following list shows all the parameters in the alert-classes section of all the SPI for SAP
monitor configuration files. Where appropriate, restrictions are indicated in brackets (), for
example, (r3mondev only).

e AlertMonitor (r3moncol and r3monsec only):
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=<Moni tor._Name>

The short form of the alert monitor you are configuring, for
example, =ALE for r3monale, =CTS for r3moncts, and so on.

Note: =SECURITY for r3monsec.

Alerttype (r3moncol and r3monsec only):

=<Alerttype>

Enable/Disable:
=0
=1

The alert type is monitor specific. For example, r3monale uses the
IDOC_CURRENT _STATUS alert type to monitor alerts related to
the status of iDOCs; r3mondmp uses the alert type
ABAP4_ERROR_EXIST to monitor alerts relating to each ABAP
dump that occurs in a monitored SAP System. For more information
about which alert types belong to which alert-collector monitor, see
the “Alert-Types” section for a given monitor, for example,
r3monale: The iDOC-Status Monitor on page 136 includes the alert
type IDOC_CURRENT_STATUS on page 138.

Disable the monitor

Enable the monitor. This is the default setting.

Filemask (r3mondev only):

=<File Name>

The name of the trace file you want r3mondev to monitor. You can
use the wildcard “*” (asterisk) to monitor multiple file names, for
example, =dev_*

Mode (r3monpro only):

=<mode_value>

OPCMsgGroup:

The mode or way in which you want to evaluate ProcessNumber, for
example, Max, Min, Exact, and Delta. For more detailed
information about the possible values, see r3monpro: The SAP
Process Monitor on page 86.

=<HPOM_Msg._Group> The name of the HPOM message group to which the generated

OPC Object:

message belongs, for example: R3_CTS, or R3_DMP. The default
names all start with “R3_” and reflect the names of the alert
monitors to which they correspond, for example, r3moncts or
r3mondmp. Note that if you change the names of the HPOM
message groups in the monitor-configuration files, remember to
ensure that the changes are reflected in the message conditions to
avoid the generation of unmatched messages.
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=<HPOM_Object>

OPC Severity:

The HPOM object associated with the generated message. The
object names tend to reflect the names of the alert types

associated with the alert-collector monitor, for example,
REQUEST or TASK for r3moncts.

If you change the names of the HPOM objects in the
monitor-configuration files (or add new ones), you must ensure
that these changes are reflected in the message conditions to avoid
the generation of unmatched messages.

The =Syslogld string in the OPC Object field has nothing to do
with the Syslogld alert parameter described below, which only
appears in the syslog-filtering section of the r3monal . cfg file.

=<HPOM Msg_Severity> The severity level of the HPOM message you want to map the

CCMS alert to, for example: Normal, Warning, Major, Critical.

¢ Process Name (r3monpro only):

=<NameSID>

The name of the SAP process you want r3monpro to monitor.

e Process Number (r3monpro only):

=<nn>

The number (nn) of instances of the SAP process defined in
ProcessName. You can qualify the number with Max, Min, Exact,
and Delta. For more information see r3monpro: The SAP Process
Monitor on page 86.

e RFC Parameter (r3moncol only):

=<RFC_Param>

e SAP Client:

The name of the parameter followed by any required query
conditions, each with the prefix “=”, for example, =CP (for
“Contains Pattern”) or EQ for (“Equals”). For more information
about query conditions, see Alert-Collector Monitor Query
Conditions on page 123. For more information about monitor-
specific, alert-type parameters, see the appropriate monitor
description, for example: Table 29 on page 138 for the r3monale
monitor.

=ALL Monitor all SAP instance numbers with the SPI for SAP. This is the
default setting.

=<ClientID> The number of the specific SAP client you want to monitor, for example,
099. Use a new line for each individual host.
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e SAP Hostname:

=ALL Monitor all SAP hosts with the SPI for SAP. This is the default setting.

=<SAP host> The host name of a specific SAP server you want to monitor. Use a new
line for each individual host.

e SAP Number:

=ALL Monitor all SAP instance numbers with the SPI for SAP. This is the
default setting.

=<Instance> The number of the specific SAP instance you want to monitor, for
example, 00, 99. Use a new line for each host.

e SAP System:

=ALL Monitor all SAP Systems with the SPI for SAP. This is the default
setting.

=<SAP_SID> The ID of a specific SAP System want to monitor, for example, DEV. Use
a new line for each individual host.

e Syslogld (r3monal only):

=A00 The lower end of the range of SAP syslog IDs, whose CCMS Alerts or
syslogs you want to monitor.
=177 The upper end of the range of SAP syslog IDs, whose CCMS Alerts or

syslogs you want to monitor.

CCMS Acknowledge Message

The r3monal monitor uses the CCMSAcknowledgeMessage keyword to switch the CCMS
auto-acknowledge feature on or off in SAP. CCMS alerts which are complete do not generate
messages in HPOM. This keyword requires a value for the following parameters:

CCMSAcknowledgeMessage =<SAP System> =<Ack. Filtered \
Messages> =<Enabled/Disabled>

e SAP System:
The SAP System ID whose CCMS Alerts you want to acknowledge (or complete) in SAP.
e Ack. Filtered Messages:

This feature determines whether SAP acknowledges (or completes) CCMS Alerts which
match the defined conditions in CCMS or not. Acknowledged CCMS alerts do not generate
messages in HPOM.

Chapter 4



=0 Do not acknowledge (complete) the CCMS Alerts in SAP. This is the default
setting and leads to matched alerts generating an HPOM message.

=1 Acknowledge the CCMS Alerts in SAP. This is same as clicking the [Complete
Alert] button in SAP CCMS. No messages are sent to HPOM.

e Enable/Disable:

=0 Disable the auto-completion of CCMS alerts. Note that this also disables the
setting for Ack. Filtered Messages. This is the default setting.

=1 Enable the auto-completion of CCMS alerts.

CCMS Monitor Set
Define a CCMS monitor set to use with the new and enhanced XMI/XAL interface (BAPI). The
CCMSMonitorSet keyword requires a value for the following parameters:

CCMSMonitorSet =<SAP System> =<SAP Number> =<Monitor Set> \
=<Monitor>

e SAP System:
The SAP System ID whose CCMS Alerts are defined in the parameter Monitor Set.
e SAP Number:

This SAP instance number of the SAP System whose CCMS Alerts are defined in the
parameter Monitor Set.

¢ Monitor Set:

=SAP CCMS Technical Expert Monitors

The name of the monitor set as it appears in the CCMS Alert- Monitor tree.
¢ Monitor:

=System / All Monitoring Segments / All Monitoring Context

The names of the monitors belonging to the monitor set defined in the parameter “Monitor
Set” separated by a forward slash (/).

Disable Monitoring With Severity

Only with r3mondisp, the ABAP dispatcher monitor

Specify which r3mondisp message severity should trigger the disabling of integrated SPI for
SAP monitors to prevent the monitors increasing loads unnecessarily by requesting work
processes from the SAP Systems, whose ABAP dispatcher you are monitoring with the SPI for
SAP. The DisableMonitoringWithSeverity keyword accepts the following parameters:

DisableMonitoringWithSeverity  =<hostname> =<SID> \
=<InstanceNr> =<Severity>

e Hostname:

The name of the SAP Server where the instance is running whose ABAP dispatcher you
want to monitor:
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=ALL All hosts monitored by the SPI for SAP. This is the default setting.

=<SAP_host> The name of the SAP server, where you want to disable
dispatcher-queue monitoring. Use a new line (and keyword) for each,
individual SAP server.

e SID:
The SAP System ID of the instance whose ABAP dispatcher you are monitoring:

=ALL All System IDs which the SPI for SAP monitors. This is the default
setting.

=<SAP_SID> The SAP System ID of the instance whose ABAP dispatcher you want to
monitor, for example: “SP1”
e InstanceNr:

The number of the SAP instance whose ABAP dispatcher you are monitoring:

=ALL All System IDs which the SPI for SAP monitors. This is the default
setting.

=<SAP_InstNr> The number of the SAP instance whose ABAP dispatcher you want to
monitor, for example: “45”

e Severity:

The severity level of the message r3mondisp sends which would trigger the disabling of
SPI for SAP monitors that require a work process to logon to SAP, for example: “warning”

The DisableMonitoringWithSeverity keyword must be used in conjunction with keywords
DPQueueCheck, which you configure in the r3mondisp. cfg file, and EnableDPQueueCheck,
which you define in the configuration file of the SPI for SAP monitor you want to integrate
with r3mondisp.

DP Queue Check

Only with r3mondisp, the ABAP dispatcher monitor

Manages the pro-active monitoring of the ABAP dispatcher and its queues. If more than one
threshold matches for the same managed node and the same work-process, r3mondisp only

sends the message with the highest severity level. The DPQueueCheck keyword accepts the
following parameters:

DPQueueCheck =<hostname> =<SID> =<InstanceNr> \ =<disable/enable> \
=<0OVO Msg Group> =<0VO Msg Object> =<0OVO Severity> \
=<WP-Type> =<Idle/Queue> =<percentage idle/full>

e Hostname:

The name of the SAP Server where the instance is running whose ABAP dispatcher you
want to monitor:
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=ALL All the hosts which the SPI for SAP monitors. This is the default setting.

=<SAP_host> The name of a SAP server, where you want to enable monitoring of the
dispatcher-queue. Use a new line for each individual host.

e SID:
The System ID of the SAP instance whose ABAP dispatcher you want to monitor:

=ALL All System IDs which the SPI for SAP monitors. This is the default
setting.

=<SAP_SID> The SAP System ID of the instance whose ABAP dispatcher you want to
monitor, for example: “SP1”

e Instance Nr:

The number of the SAP instance whose ABAP dispatcher you want to monitor:

=ALL All instances which the SPI for SAP monitors. This is the default
setting.

=<SAP_InstNr> The number the SAP instance whose ABAP dispatcher you want to
monitor, for example: “45”

e Enable/Disable:
Enable (1) or disable (0) the DPQueueCheck for the defined SAP instance, for example: 1
e HPOM Msg Group:

The name of the HPOM message group to which the message generated by r3mondisp
should be assigned

e HPOM Msg Object:

The name of the HPOM message object to which the message generated by r3mondisp
should be assigned, for example: “Dialog”

e HPOM Msg Severity:

The severity level assigned to the HPOM message generated by r3mondisp, for example:
“critical”

e WP-Type:

The type of work process whose queues you want to check, for example: DIA (for dialog), or
BTC (Batch)

¢ Idle/Queue:

The status of the work process in the queues you are monitoring. Use “IDLE” if you want
to monitor what percentage of the allocated work processes in the monitored queue are
idle (or available) at a given point in time; use “QUEUE” if you want to monitor what
percentage of the maximum allowed work processes in the monitored queue are currently
allocated.

¢ Percentage Full:
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How full (or empty) the monitored queue must be as a percentage of the maximum before
r3mondisp generates an alert. Note that =IDLE =10 generates an alert if less than 10% of
the allocated work processes are idle; =QUEUE =70 generates an alert if more than 70%
of the maximum allowed work processes in the queue are in use.

Enable DP Queue Check

Only with SPI for SAP monitors that require a dialog work process to log on to SAP.

Configure the SPI for SAP monitors that log on to SAP to check the status of the ABAP
dispatcher and the size of its queues before starting. If there are no or too few dialog work
processes available, the monitor does not start and displays a message in the message
browser indicating the reason. Use this keyword if you think that allocating to the SPI for
SAP monitor the work process it requires to logon to SAP might cause further performance
problems for the ABAP dispatcher. For more information about monitoring the ABAP
dispatcher and its queues, see r3mondisp: the ABAP Dispatcher Monitor on page 100.

The EnableDPQueueCheck keyword requires the following parameters:

EnableDPQueueCheck =<Hostname> =<SAP SID> =<SAP Number> \
=<Enable/Disable>

e Hostname:

The name of the SAP Server where the instance is running whose ABAP dispatcher you
want the SPI for SAP monitors to check before starting:

=ALL All the hosts which the SPI for SAP monitors. This is the default
setting.
=<SAP_host> The name of a SAP server, where you want to enable checking of the

dispatcher-queue. Use a new line for each individual host.

e SAP SID:

The SAP System ID of the instance whose ABAP dispatcher you want the SPI for SAP
monitors to check before starting:

=ALL All System IDs which the SPI for SAP monitors. This is the default
setting.
=<SAP_SID> The SAP System ID of the instance whose ABAP dispatcher you want

to check, for example: “SP1”

e SAP Number:

The number of the SAP instance whose ABAP dispatcher you want the SPI for SAP
monitors to check before starting:

=ALL All instances which the SPI for SAP monitors. This is the default
setting.

=<SAP InstNr> The number the SAP instance whose ABAP dispatcher you want the
SPI for SAP monitors to check, for example: “45”

e Enable/Disable:
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Enable (=1) or disable (=0) this particular monitor to monitor the ABAP dispatcher for the
defined SAP instance, for example: 1. The default is Disable (=0). You have to enable the
SPI for SAP monitors individually.

Note that if you enable this feature, you do not need to schedule the ABAP dispatcher
monitor r3mondisp. However, to ensure that a valid configuration file for r3mondisp is
available. The r3mondisp.cfg configuration file defines the path to the profile of the SAP
instance the SPI for SAP is monitoring and, in addition, the severity level of the message
sent to HPOM when a threshold is violated for the ABAP dispatcher.

History Path

The HistoryPath[Unix | AIX | WinNT] keyword in the monitor-configuration file accepts the
following parameters:

HistoryPath<Unix|Aix|WinNT> <HostName> =<Path>

e Hostname:

=ALL Monitor all hosts with the SPI for SAP. This is the default setting.

=<SAP_host> The name of a SAP server, where you want to specify the path to the
monitor history file. Use a new line for each individual host.

e Path:
UNIX: =default
AIX: =default
Windows: =default

The =default value here is associated with the default path to the history files which the SPI
for SAP monitors write. UNIX managed nodes generally use /var/opt/0OV/conf/sapspi/.
AIX uses /var/opt/0V/conf/sapspi for HTTPS agents.

Microsoft Windows managed nodes use %QOuvDataDir%\conf\sapspi.

Instance Profile Path

Only with r3mondisp, the ABAP dispatcher monitor

The path to the profile-configuration file for an SAP instance whose ABAP dispatcher you
want to monitor; the InstanceProfilePath keyword accepts the following parameters:

InstanceProfilePath =<hostname> =<SID> =<InstanceNr> \ =<path>
e Hostname:

The name of the SAP Server where you want to specify a path to an SAP profile
configuration file:

=ALL All hosts monitored by the SPI for SAP. This is the default setting.

=<SAP host> The name of a SAP server, where you want to specify the path to the
SAP profile configuration file. Use a new line for each individual SAP
server.
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SID:
The ID of the SAP System whose profile path you want to specify:

=ALL All System IDs which the SPI for SAP monitors. This is the default
setting.
=<SAP_SID> The System ID of the SAP instance whose configuration-file path you

want to specify, for example: “SP1”

Instance Nr:

The number of the SAP instance whose profile path you want to specify:

=ALL All instance numbers which the SPI for SAP monitors. This is the
default setting.

=<SAP_InstNr> The number of the SAP instance whose configuration-file path you
want to specify, for example: “45”

Path:

The path to the profile file for the specified SAP instance. The default location for SAP
profile files is /usr/sap/<SID>/SYS/profile. If the SAP profile file resides in the default
location, use =default; if the profile is not in the default location, specify the full path to
the profile file, for example: /usr/sap/<path>/profile

Remote Monitoring

The RemoteMonitoring keyword allows you to configure the SPI for SAP on a local host to
monitor an SAP instance on a remote host. You can use the RemoteMonitoring keyword with
all the SPI for SAP monitors except r3mondev, r3monpro, and r3mondisp. RemoteMonitoring
accepts the following parameters:

RemoteMonitoring =<LocalHost> =<RemoteHost> =<SAPSystem> \ =<SAPNumber>

LocalHost:

The name of the HPOM managed node where the SPI for SAP is running and whose
HPOM agent the SPI for SAP will use to do the monitoring on the host defined in
“RemoteHost”.

RemoteHost:

The name of the remote SAP system monitored by the host defined in “LocalHost”. The
RemoteHost does not have the SPI for SAP installed and is not usually (but could
theoretically be) an HPOM managed node.

SAP System (r3monal only):

This is the ID of the SAP System running on the SAP server defined in the parameter
“RemoteHost” which you want to remotely monitor with the SPI for SAP running on
“LocalHost”.

SAP Number (r3monal only):

This is the specific instance number of the SAP System running on the SAP server defined
in the parameter “RemoteHost” which you want to remotely monitor with the SPI for SAP
running on “LocalHost”.
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Note that the remote-monitoring feature does not work with all the alert monitors, for
example, you cannot configure r3mondev, r3monpro, and r3mondisp to monitor SAP instances
running on a remote server. For more information, see the appropriate section on the
individual alert monitor.

Setting up Remote Monitoring for r3monal

# ____________________________________________________________
# Remote LocalHost RemoteHost SAP SAP

# Monitoring System Number
RemoteMonitoring =sapl =sdsapl =SP6 =00
RemoteMonitoring =sapl =sdsap?2 =SP6 =00
RemoteMonitoring =sap?2 =sdsap3 =WA1 =33

# ____________________________________________________________

) The name of the host where the remote SAP instance is running must appear in the SPI for
SAP’s central-configuration file (r3itosap.cfg) along with the appropriate login
information.

For more information about using the RemoteMonitoring keyword, see the individual alert
monitors and, in addition:

e  Remote Monitoring with Alert Monitors on page 43
e r3status: Monitoring SAP Remotely on page 94
e Remote Monitoring with the Alert-Collector Monitors on page 126

e  Remote Performance Monitoring on page 215

RFCTimeOut

For all monitors except r3mondev; r3monpro, r3mondisp, and r3status

RFCTimeOut defines the maximum amount of time, in seconds, before an RFC XMI/XAL
function call is cancelled, for example: =120. If the RFC call takes longer than expected to
complete, to receive a reply to the initial request, the System is probably down or has a
serious performance problem.

) The time limit no longer applies after the call completes and SAP allocates a free
Dialog process.

Severity Values

Only with r3monal, the CCMS-alert monitor

In the Severity Values section of the r3monal . cfg configuration file, the Severity<Level>
keyword configures the r3monal monitor to map the severity of CCMS alerts (for example,
SeverityCritical) in the SAP subsystem to a specific message-severity level in HPOM (for
example, CRITICAL). The Severity<Level> keyword accepts the following values:

Severity<Level> =<SAPSystem> =<SAPNumber> =<Enabled> \
/<Disabled> =<OpcSeverity>

Note that the Enabled/Disabled parameter determines whether r3monal considers or ignores
CCMS alerts with the specified SAP severity level for mapping to the defined message
severity in HPOM:
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=1 (Enabled) Consider CCMS alerts with the severity Severity<Level> (for
example: SeverityCritical) and send a message to HPOM with the
severity <OpcSeverity>.

=0 (Disabled) Ignore CCMS alerts with the severity Severity<Level> (for example:
SeverityWarning) and do not send a message to HPOM.

Table 8 Mapping Severity Levels

CCMS Alert Severity HPOM Message Severity
SeverityCritical (red) = CRITICAL
SeverityWarning (yellow) = WARNING
SeverityNormal (green) = NORMAL
SeverityNull = UNKNOWN

The alert-collector monitors (r3moncol) have two additional HPOM severity levels to map to;
Minor and Major. The severity hierarchy in ascending order is: Normal, Warning, Minor,
Major, Critical.

Trace File

The TraceFile keyword in the monitor-configuration file accepts the following parameters:

Tracefile =<HostName> =<FileName> =<TraceMode> =<TracePeriod>

Hostname:

=ALL Monitor all SAP servers with the SPI for SAP. This is the default setting.

=<SAP_host> The name of a specific host where tracing is enabled and you want to
specify a trace level. Use a new line for each individual host.

Filename:

=r3mon<alert_monitor._name>.log, for example, r3mondev. log, or r3mondmp. log. This
is the default setting. Alternatively, you can specify the name of the file to which you want
to write the trace log. By default, monitor trace files are located in the following
directories:

— UNIX: /var/opt/0V/1log
— AIX:

— HTTPS: /var/opt/0V/log
— Microsoft Windows:

—  HTTPS: %OvDataDir%\log

For more information about changing the path, see the environment variable
SAPOPC_TRACEPATH in Alert-Collector Monitor Environment Variables on page 125.
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e TraceMode:

=w default value

=a append

e TracePeriod

Monitor verifies whether the existing file has expired the time period mentioned in the
config file. If the time period is expired, a new file will be created. Otherwise new trace log
entries will be appended into the already existing file.

Trace Level

The TraceLevel keyword in the monitor-configuration file accepts the following parameters:
Tracelevel =<HostName> =<Trace Level>

e Hostname:

=ALL Monitor all SAP hosts with the SPI for SAP. This is the default setting.

=<SAP_host> The name of a SAP server, where you want to specify a trace level. Use a
new line for each individual host.

e Trace level:

=0 Disable logging; this is the default setting for all configuration files.
=1 r3monal, r3mondev, r3monpro: Enable all logging

r3moncol, r3mondisp, r3status, r3perfagent: Log only error messages
=2 r3moncol, r3mondisp, r3status, r3perfagent only: Log all messages

=3 r3moncol, r3mondisp, r3status, r3perfagent only: Log everything
including debug messages

XMISyslogMode

Alert monitor r3monal only.

The XmiSyslogMode keyword allows you to specify that the r3monal monitor sends SAP
system log messages in the style and format previously used by the monitor r3monxmi, which
is now obsolete. The XmiSyslogMode keyword accepts the following parameters:

XmiSyslogMode =<Enable | Disable>
e Enable/Disable:

=0 Disable the XMI compatibility mode; this is the default setting.
=1 Enable XMI compatibility mode.

For more information about the XMISyslogMode keyword and when you can use it, see
r3monal: XMI Compatibility Mode on page 80.
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To Configure the SPI for SAP Alert Monitors

1

In the Tool Bank window, click the appropriate tools. There are two Tool groups that
include monitor configuration icons:

SAP R/3 Admin For global configurations
SAP R/3 Admin Local For local configurations

In the Tool Group window, click the icon that corresponds to the alert monitor to be
changed. The selected alert monitor’s configuration file opens.

Edit or enter lines to define trace levels. For example, you can set a default for ALL hosts
(hostname = ALL), then add lines for any hostname exceptions. For example:

TraceLevel =ALL =0
TraceLevel =hpbbx10 =1

In this example, tracing is turned off for all the hosts except for host hpbbx10. For more
information about trace levels, see Trace Level on page 59.

Specify the name of the trace file in which you want to record trace information. For
example:

TraceFile =ALL =r3monpro.log

Default trace file names for each monitor are given in Table 9
Table 9 Default Trace File Names

Tracefile Name Monitor Alert Type
r3monaco.log Alert Calls
r3monal . log Alerts
r3monale.log iDOC alerts
r3monchg. log System Change
r3moncts. log Correction and Transport System
r3mondev. log Trace and Log Files
r3mondisp.log ABAP dispatcher
r3mondmp. log ABAP/4 Dumps
r3monjob.log Job
r3monlck.log Lock_Check
r3monoms . log OM Switch
r3monpro.log Work and Database Processes
r3monsec. log Security
r3monspl . log Spooling
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Table 9 Default Trace File Names (cont’d)

Tracefile Name Monitor Alert Type
r3montra.log Transport
r3monupd. log Update
r3monusr.log User
r3monwpa.log WorkProcess Availability

4 Specify the history path, which is the directory path by which you can locate an alert
monitor’s history file. Alert monitors include the following default paths for UNIX, AIX
and Windows servers:

HistoryPathUnix =ALL =default
HistoryPathAIX =ALL =default
HistoryPathWinNT =ALL =default

) You can tell the alert monitors to use a specific history path on Windows managed
nodes rather than the default: =default, for example: $0vAgentDir%\Tmp. For
more information, see the SAPOPC_HISTORYPATH environment variable and
the alert-monitor configuration-file keyword, History Path on page 55.

Each alert monitor writes its own history file. Each time an alert monitor completes a run,
it adds a new section to its history file. This feature enables the alert monitor to check for
changes since the previous run.

" Do not edit any of the monitor history (*.his) files. Editing the monitor history file
could compromise the accuracy and consistency of your records. The monitor uses
its history file to determine which, if any, events have occurred since the last run
and whether to send any messages.

5 Define the monitoring conditions. Monitoring conditions are rules that control the checks
which the alert monitor makes each time it runs. The monitoring conditions you enter are
different for each alert monitor. See Alert Classes on page 47 for general information
about the keywords and parameters that are allowed with each monitor.

) For specific information on the monitoring conditions for each alert monitor, see
the appropriate section on the particular alert monitor.

Distributing Alert-Monitor Configuration Files

You can distribute the alert-monitor configuration files to the managed nodes in any one of
the following ways:

1 The Install Config tool

Use the Install Config tool located in the SPIfor SAP > SAP R/3 Admin tool group. The
Install Config tool distributes copies of each global monitor-configuration file to all
selected managed nodes. This method can be used by any HPOM user with the necessary
access permissions.
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2 The Distribute Local Config tool

Use the Distribute Local Config tool located in the SPIfor SAP > SAP R/3 Admin Local
tool group. The Distribute Local Config tool distributes a copy of the local monitor-
configuration file existing on the management server in the directory /var/opt/0V/
share/conf/sapspi/local/<node_name> to the selected managed node only. It is
possible to have local configuration files for only a subset of the monitors. In that occasion,
only this subset is distributed to the directory for local configuration on the managed
node, and the other monitors (for which local configuration files do not exist) look into the
directory for global configuration files instead.

Distributing monitors does not ensure the availability of monitor-configuration files on
managed nodes. Always make sure that either a local or a global configuration file exists
on the managed node for each monitor used.

This method can be used by any HPOM user with the necessary access permissions.

Global Configuration files

Global configuration files are installed in the following directories on the managed node:
e UNIX: /var/opt/0OV/conf/sapspi/global

e AIX (HTTPS): /var/opt/OV/conf/sapspi/global

e  Microsoft Windows (HTTPS): %OvDataDir%\conf\sapspi\global

Local Configuration Files

Local configuration files are installed in the following directories on the managed node:
e UNIX: /var/opt/0OV/conf/sapspi/local

e AIX (HTTPS): /var/opt/OV/conf/sapspi/local

e Microsoft Windows (HTTPS):
%O0vDataDir%\conf\sapspil\local

Local and Global Configurations

This section explains briefly how to apply either a local or a global alert-monitor configuration
and, in addition, how to delete configurations, which have already been applied and
distributed. This section provides instructions for the following tasks:

e To Apply a Global Configuration on page 63
e To Apply a Local Configuration on page 63
e To Delete Selected Local Configurations on a Node on page 64

It is possible to configure both global and local directories on the same machine. When a
monitor executable runs, it uses an order of precedence to determine which configuration file
should be used. For more information, see Alert Monitor Order of Precedence on page 43.

The procedures described in this section assume that you have already distributed the SPI for
SAP templates to the nodes you want to manage.
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To Apply a Global Configuration

1

In the tool group SPIfor SAP > SAP R/3 Admin, click the icon associated with the alert
monitor, which you want to configure.

Edit the configuration file of the alert monitor as required. For a detailed description of
file parameters, see To Configure the SPI for SAP Alert Monitors on page 60.

Save the modified configuration file.

) If you use the standard SPI for SAP tools to configure r3moncol alert collectors,
the SPI for SAP checks the validity of the new configuration file and will not allow
you to save a file, which contains configuration errors. For more information about
the validation tool and the messages it generates, see Validating the
Alert-Collector Configuration Files on page 133 and Understanding
Configuration-File Error Messages on page 133.

Repeat steps 1 through 3 for each alert type you wish to monitor, making sure to make all
required changes in each corresponding alert monitor configuration file.

In the Node Bank window, select the managed nodes to which you want to distribute
updated configurations.

Click the icon Install Config.

The global configuration files are copied to one of the directories mentioned in Global
Configuration files on page 62 on each of the selected managed nodes.

To Apply a Local Configuration

1

In the Node Bank window, select the managed node(s) on which you want to create or
update a local configuration.

On the management server in the tool group SAP R/3 Admin Local, click the icon
associated with the alert monitor you want to configure.

Edit the configuration file of the alert monitor as required. For more information, see To
Configure the SPI for SAP Alert Monitors on page 60

If this is the first local configuration for the selected alert monitor and node,
opening the configuration file automatically places a copy of the dedicated
global-configuration file in the local-configuration directory on the managed node.

If you do not want to have a local configuration for this alert monitor, you must delete this
file from the directory before the next distribution of local-configuration files (see To
Delete Selected Local Configurations on a Node on page 64).

Save the modified configuration file. If you use the standard SPI for SAP tools to configure
r3moncol alert collectors, the SPI for SAP checks the validity of the new configuration file
and will not allow you to save a file, which contains configuration errors. For more
information about the validation tool and the messages it generates, see Validating the
Alert-Collector Configuration Files on page 133 and Understanding Configuration-File
Error Messages on page 133.

Repeat steps 1 through 4 for each alert type you wish to monitor locally, ensuring you
make all required changes in each corresponding alert-monitor configuration file.

In the Node Bank window, select the managed nodes to which you want to distribute
updated local configurations.
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In the tool group SAP R/3 Admin Local, click the Distribute Local Configicon.

The local configuration files are copied to one of the directories mentioned in Local
Configuration Files on page 62 on each of the selected managed nodes.

To Delete All Local Configurations on a Node

1

In the Node Bank window, select the managed nodes for which you want to delete the local
configuration.

On the management server, in the tool group SAP R/3 Admin Local, click the icon
Delete Local Config.

On the management server, the local-configuration directories for the selected managed
nodes are deleted and the updated configurations are distributed to the managed nodes.

To Delete Selected Local Configurations on a Node

1

On the HPOM management server, change to the local-configuration directory for the
node:

cd /var/opt/OV/share/conf/sapspi/local/<node_name>
Remove the configuration file that is no longer required:
rm <filename>.cfg

In the Node Bank window, select the managed node whose local configuration you want to
delete.

In the tool group SPI for SAP > SAP R/3 Admin Local, click the icon Distribute Local
Config.

The existing local configuration is removed and replaced by the new configuration, which
does not include the configuration file you have removed. Even if it is empty, do not
manually remove the directory /var/opt/OV/share/conf/sapspi/local/
<node_name> on the management server.

If you accidentally remove this directory, or this directory is otherwise not present, the
Distribute Local Config function is not able to redistribute the configuration, which
means that the local configuration on the managed node cannot be updated..
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5 SPI for SAP Alert Monitors

This chapter describes the alert monitors r3monal, r3monpro, r3mondev, r3status, and
r3monsec and explains how to use the configuration files to control them.

Introducing the SPI for SAP Monitors

The SPI for SAP includes a set of monitors, which you configure to run at regular intervals to
collect information regarding various aspects of your SAP environment.

You deploy SPI for SAP monitors to the SAP NetWeaver servers, which you want to manage
and monitor with HPOM. Monitor distribution is part of the SPI for SAP installation and
configuration process. Before distributing a monitor, the HPOM administrator, working from
the HPOM desktop, first assigns and distributes the appropriate SPI for SAP policies.

If you are new to configuring the monitors, you will want to read the detailed description of
each alert monitor and alert-monitor configuration file. Each alert-monitor configuration file
includes information about default configurations as well as a list of changes you must make
to the configuration file.

Polling Rates for the Alert Monitors

The alert monitors have different polling rates, that is, the frequency at which the monitor
runs. You can change the polling rate at the schedule policy for the monitor. For more
information about the default polling rates for each alert monitor, see Table 10, which shows
the rates in days, hours, and minutes.

Table 10 Default Polling Rates for Alert Monitors

Polling Rate

Alert-Monitor Name
Days Hours Mins

r3monal

r3mondev

r3mondisp

N | W | Ou| Ot

r3monpro

r3monsec 1

r3status 2
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The Alert-Monitor Configuration Files

Each SPI for SAP alert monitor is defined and configured in an HPOM policy and in several
files, including an executable file and a configuration file.

The policy defines the rules for generating messages that appear in the HPOM message
browser. The policy also controls the frequency with which the associated executable file runs.
If you want to customize a policy, follow the instructions given in the online help for HPOM
administrators.

The monitor executable file runs at the regular interval specified in the monitor policy. The
monitor executable checks for and, if present, reports conditions defined in the individual
monitor’s associated configuration file. You can define these monitoring conditions to suit the
needs of your environment. For information about copying and renaming the monitor
templates, refer to the HP Operations Smart Plug-in for SAP Installation and Configuration
Guide.

The SPI for SAP monitor’s configuration file allows you to use keywords to set up the monitor
to meet the requirements of your particular environment. Note that although most of the
keywords appear in all the configuration files, some of the keywords can only be used in
conjunction with specific monitors.

For more information about the keywords which you can use in the SPI for SAP alert-monitor
configuration files, see Monitor-Configuration Files on page 41. Note that the contents of
r3status.cfg and the r3status monitor configuration file, are explained in greater detail in
The r3status Configuration File on page 92. Excerpt from the r3mondev.cfg File on page 70
shows what a configuration file looks like for the r3mondev monitor, which scans the trace and
log files of the SAP system for the string “ERROR”.

Excerpt from the r3mondev.cfg File

# TracelLevel hostname only error messages=1 info messages=2 debug
messages=3

# Disable=0

TraceLevel =ALL =0

# ____________________________________________________________________________
# TraceFile hostname filename TraceMode TracePeriod

# (a=append/w=create (default)) (in mins)
TraceFile =ALL =r3moncts.log =w =60

# ___________________________________________________________________________
# History hostname path

# Path

#

HistoryPathUnix =ALL =default

HistoryPathAIX =ALL =default

HistoryPathWinNT =ALL =default

# ____________________________________________________________

# AlertDevMon SAP SAP Enable =1 Filemask Severity Opc OpC

# Sys Number Disable=0 Object MsgGro
up

#AlertDevMon =ALL =ALL =1 =dev_* =WARNING =r3mondev =R3_Tr
ace
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#AlertDevMon =ALL =ALL =1 =std~* =CRITICAL =r3mondev =R3_Tr

ace

#Dispatcher trace file

AlertDevMon =ALL =ALL =1 =dev_disp =WARNING =r3mondev =R3_Tr
ace

#Workprocess trace file for workprocess with number 0

AlertDevMon =ALL =ALL =1 =dev_w0 =WARNING =r3mondev =R3_Tr
ace

#message server trace file

AlertDevMon =ALL =ALL =1 =dev_ms =WARNING =r3mondev =R3_Tr
ace

#screen processor trace file

AlertDevMon =ALL =ALL =1 =dev_dy0 =WARNING =r3mondev =R3_Tr
ace

#tp process trace file

AlertDevMon =ALL =ALL =1 =dev_tp =WARNING =r3mondev =R3_Tr
ace

r3monal: the CCMS 4.x Alert Monitor

The r3monal monitor uses the SAP NetWeaver CCMS monitoring architecture introduced at
CCMS version 4.0 and enables you to monitor the output of SAP’s own internal monitor, the
CCMS alert monitor. The r3monal monitor maps the alerts identified by the CCMS monitor to
HPOM messages, which you can view in the HPOM message browser.

) Since SAP has indicated that it intends to phase out support for the shared-memory
interface, the SPI for SAP only supports the XMI/XAL interface.

This section includes information about the following topics, which describe the contents of
the r3monal configuration file:

e r3monal:
e r3monal:
¢ r3monal:
e r3monal:
e r3monal:
¢ r3monal:
e r3monal:
e r3monal:
e r3monal:
¢ r3monal:
e r3monal:
e r3monal:

e r3monal:

SPI for SAP Alert Monitors

Monitoring Conditions on page 72
CCMS Monitor Sets on page 72
CCMS Alert Monitors on page 75
CCMS Acknowledge Message on page 77
Environment Variables on page 77
File Locations on page 78

Remote Monitoring on page 78

RFC Time Out on page 78

Severity Levels on page 79

Trace Levels on page 80

XMI Compatibility Mode on page 80
Alert Classes on page 81

Migrating from r3monxmi on page 81
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e r3monal: Monitoring the J2EE Engine (Web AS Java) on page 83
¢ r3monal: Monitoring Stand-alone Enqueue Servers on page 83

¢ r3monal: Monitoring SAP Security-Audit Logs on page 83

¢ r3monal: Monitoring the Enterprise Portal on page 83

e r3monal: Monitoring the CEN on page 84

e r3monal: Testing the Configuration on page 84

r3monal: Monitoring Conditions

You must define and enable the keywords -—Severity<Level>, RFCTimeOut,
CCMSMonitorSet, and CCMSAcknowledgeMessage. All other keywords in the r3monal.cfg
configuration file are optional. For more information, see Severity Values on page 57,
RFCTimeOut on page 57, CCMS Monitor Set on page 51, and CCMS Acknowledge Message
on page 50 respectively.

r3monal: CCMS Monitor Sets

The XMI/XAL interface allows the SPI for SAP to read, write, and reset CCMS alerts directly
in the CCMS alert-monitor tree. The most obvious advantage of this feature is that you can
use existing CCMS monitor sets as templates to define your own monitor sets, which contain
only those CCMS alerts you want to monitor with the SPI for SAP.

Remember to login to SAP and define the new CCMS monitor sets which you want the SPI for
SAP to use to generate messages before you start the configuration of the r3monal monitor in
HPOM. Figure 6 on page 73 shows how the application servers bounty and hpspi003 appear
in the Monitor-tree when you select and expand the central-instance item WA1.

) To create or modify items in the CCMS monitor tree, you need to make sure that the
Maintenance Function for the CCMS monitor sets is switched on. You can find the
Maintenance function option in the Extras menu, as follows:

Extras > Activate Maintenance Function

If you are not interested in receiving messages concerning all the alerts present in the default
monitor set, for example, OperatingSystem, DatabaseClient, and so on, you can expand the
individual application-server item and select only the alerts which you want to use to
generate messages that will be sent to HPOM. In the example configuration shown in

Figure 6, we have also selected the Oracle ® item so that we hear about problems with the
database too.
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Figure 6 Defining a Monitor Set
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Make sure that the new monitor sets you define for the SPI for SAP are visible to and usable
by the HPOM user, which you have defined for the SPI for SAP. If you are logged into SAP as
the defined HPOM user, then you can see only the CCMS monitor sets defined for the defined
HPOM user and those marked “Public”. If you are logged into SAP as the administrator, you
can see all available monitor sets, in which case you have to ensure that you make the new
monitor sets you define for the SPI for SAP visible either to the defined HPOM user for the
SPI for SAP or everyone by using the option “Public”. Remember to use only ASCII characters
when defining the name of a CCMS monitor set as the SPI for SAP cannot currently interpret
non-ASCII characters in monitor-set names.

One SAP System/SID can have multiple monitor sets. If you need to define multiple monitor
sets for a SAP System/SID, remember to include each new monitor set on a new line in the
monitor-set section of the r3monal . cfg monitor configuration file, as illustrated in
Configuring Multiple Monitor Sets. The name you define in the monitor parameter must
match the name of the monitor set as it appears in the CCMS alert-monitor tree. The names
of monitors must appear in the configuration file exactly as they are shown in SAP including,
for example, forward slashes (/), as shown in Configuring Multiple Monitor Sets.

Note that the combination of traditional long SAP names and the line break in the example
configuration file shown in Configuring Multiple Monitor Sets disguises the name of the
monitor. The complete name of the last monitor is: =System / A1l Monitoring Segments /
All Monitoring Contexts. Note that the names you use do not have to be this long. In
addition, if you want to associate multiple monitors with one, single monitor set, you have to
specify each individual monitor on a new line as shown by the first two entries in Configuring
Multiple Monitor Sets, where the SPISAP monitor set has two Monitors; System and
DB_ALERT.

SPI for SAP Alert Monitors 73




74

Configuring Multiple Monitor Sets

# Monitor Set

#
CCMSMonitorSet
CCMSMonitorSet
RT
CCMSMonitorSet
/\

Contexts

SAP
System
=WAl
=WAl

=SP6

SAP Monitor Set Monitor
Number

=33 =SPISAP =System
=33 =SPISAP =DB_ALE
=00 =SAP CCMS Technical Expert Monitors =System

All Monitoring Segments / All Monitoring

The default configuration of individual CCMS alert monitors does not always meet the
demands of your environment and, in some instances, you will need to change it. You can
check and, if necessary, modify a monitor’s properties in the Performance Attribute tab of
the Monitor: Properties and Methods window, as illustrated in Figure 7 on page 75. If you
decide to change the monitor properties, you need to consider the following points:

e Ensure that the severity level of the CCMS Alerts matches the severity level of the HPOM
messages, which are generated by the CCMS Alerts. For more information about
configuring severity levels, see Severity Values on page 57.

e Ensure that severity-level thresholds configured for a given CCMS alert monitor are
appropriate for your needs.
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Figure 7 Checking and Modifying CCMS Alert-Monitor Thresholds
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To open the Monitor: Properties and Methods window for a specific CCMS monitor,
browse to the desired monitor in the monitor-set tree and either click the Properties button
or double-click the monitor you want to view.

r3monal: CCMS Alert Monitors

Alerts are the most basic element of the strategy that SAP uses to monitor the health of the
SAP Landscape. Alerts are associated with objects such as disks and CPUs, and objects have
attributes such as response times and usage statistics. The status of the object as well as its
performance and availability over time are important to the SAP System administrator. The
SAP NetWeaver CCMS alert monitor displays the configured alerts (along with any
associated objects and attributes) as CCMS monitors in a monitor tree, which you can
browse, as illustrated in Figure 8. Note that public monitor sets are visible to (and usable by)
all SAP users.

For ease of navigation, the CCMS monitors are grouped into pre-defined monitor sets, for
example, SAP CCMS Technical Expert Monitors or SAP CCMS Admin Workplace. The
pre-defined monitor sets contain a large number of sub sets and monitors, which can generate
thousands of alerts, some of which you really do not need.
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Figure 8 CCMS Monitor Sets
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If you switch on the maintenance function for the CCMS monitor sets, you can create your
own CCMS monitor sets, which contain only the monitors for the alerts you want to know
about on a regular basis. When you have created your own monitor sets, you can add them to
the monitor-set tree and configure the SPI for SAP to monitor them. In this way, you can
reduce the alerts you hear about and the information you receive so that it is easier to

manage.
Figure 9 CCMS Alert Properties
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When a condition is reported in the SAP NetWeaver CCMS monitor, the monitoring object and
its attributes are included in the resulting alert as shown in Figure 9.
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r3monal: CCMS Acknowledge Message

The CCMSAcknowledgeMessage feature determines whether r3monal tells SAP to
automatically acknowledge (complete) CCMS Alerts, which match the defined conditions.
Enabling the CCMSAutoAcknowledge feature in the r3monal . cfg configuration file is same
as selecting the alert and clicking the [Complete Alert] button in SAP CCMS.

Automatically Acknowledging CCMS Alerts

# Triggers auto-acknowledge of CCMS alerts

# ____________________________________________________________
# CCMSAcknowledgeMessage SAP Ack. filtered Enable=1

# System Messages Disable=0
CCMSAcknowledgeMessage =ALL =0 =0
CCMSAcknowledgeMessage =SP6 =0 =

# ____________________________________________________________

You can enable or disable the auto-acknowledgement feature for specific SAP Systems defined
on individual lines in the r3monal . cfg configuration file. However, note that if you disable
the auto-acknowledgement feature (=0) for a specific SAP System, r3monal ignores the
setting for Ack. Filtered Messages defined on the same line.

If you enable the Ack. Filtered Messages keyword, messages that are filtered out (and not
sent to the HP Operations agent) by the A1erMonSyslog specifications (which means, setting
Disabled=0 in the appropriate line) will be acknowledged in CCMS. Therefore, these alerts
will not be visible in the HPOM message browser or in SAP CCMS anymore. For more
information on AlerMonSyslog, see r3monal: Alert Classes on page 81.

Note that, if you enable the CCMSAcknowledgeMessages keyword, you also need to make
sure that you enable the Severity<Level> keyword. The Severity<Level> keyword allows you
to filter CCMS alerts according to severity. For more information, see r3monal: Severity
Levels on page 79.

r3monal: Environment Variables

Table 11 lists the environment variables, which you can use to configure the r3monal monitor.

Table 11 r3monal Environment Variables

Environment Variable Description

SAPOPC_DRIVE The Windows drive where the HPOM agent
is running, for example, E: \usr\...

SAPOPC_HISTORYPATH Path to the r3monal history file

SAPOPC_R3MONAL_CONFIGFILE | Name of the r3monal configuration file

SAPOPC_SAPDIR The Windows drive where SAP NetWeaver is

running, for example, E: \usr\sap

SAPOPC_TRACEPATH Path to the r3monal trace file
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r3monal: File Locations

The r3monal monitor uses the default files listed in Table 12. For more detailed information
about the contents of the in SPI for SAP monitor-configuration files in general and the file
r3monal.cfg in particular, see The SPI for SAP Monitor-Configuration File on page 45.

Table 12 r3monal File

File Name Description

r3monal (.exe) | Executable for the SAP NetWeaver CCMS alert
monitor

r3monal .cfg Configuration file for the CCMS alert monitor

r3monal.his History file for storing data after each monitor run

r3monal: Remote Monitoring

The RemoteMonitoring keyword allows you to configure the SPI for SAP on local host to
monitor an SAP instance on a remote host. For more information about the parameters you
can use with the RemoteMonitoring keyword, see the list of keywords in Remote Monitoring
with Alert Monitors on page 43. Note that SAP System and SAP Number are only required by

r3monal.

Enabling Remote Monitoring in the r3monal.cfg File

# _________________________________________________________
# Remote Host Localhost Remotehost SAP SAP

# System Number
RemoteMonitoring =hpspi003 =ovsdsapb =SP6 =00

# _______________________________________________________

r3monal: RFC Time Out

You use the RFCTimeout keyword to define the maximum amount of time in seconds before
an RFC XMI/XAL function call is canceled, for example: =120. You need to set a time-out
which takes into account the environment in which SAP is running. For example, if the RFC
call takes longer than expected to complete, that is, to receive a reply to the initial request, the
SAP System is probably down or has a serious performance problem. Note that after the RFC
call completes and SAP allocates a free Dialog process, the time limit no longer applies.

Setting the Time-out period for XMI/XAL Function Calls

# Max. time in sec. before a RFC XMI/XAL function call is

# canceled. If the RFC call takes longer than expected, the
# system is probably down or has a major performance problem.
RFCTimeOut = 120
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r3monal: Severity Levels

The “Severity Values” section of the r3monal .cfg file defines how you filter CCMS alerts in
the CCMS monitor trees you are managing with r3monal and map the severity level of the
filtered CCMS Alerts to the desired severity level for the corresponding HPOM messages. You
use the keywords SeverityWarning and SeverityCritical in combination with the
CCMSAcknowledgeMessage keyword, which is described in more detail in r3monal: CCMS
Acknowledge Message on page 77. For more information about the SPI for SAP configuration
files in general, see The SPI for SAP Monitor-Configuration File on page 45.

By adding a new line for individual combinations of SAP system ID and SAP number, you can
restrict the severity mapping between CCMS Alerts and HPOM messages to a specific SAP
System ID and SAP Number. Default Settings for Severity Levels in r3monal.cfg shows the
default settings for severity levels in the r3monal . cfg file.

Default Settings for Severity Levels in r3monal.cfg

# _________________________________________________________
#Severity SAP SAP Enabled=1 OpCSeverity
#Values System  Number Disabled=0

SeverityWarning =ALL =ALL = =WARNING
SeverityCritical =ALL =ALL =1 =CRITICAL

# _____________________________________________________________

You can edit the severity levels in r3monal.cfg in any one of the following ways:
1 Enable or disable severity levels

If you want to disable (=0) the generation of messages for CCMS alerts with the severity
“warning”, add a new (or change the existing) SeverityWarning line as follows:

SeverityWarning =ALL =ALL =0 =WARNING

2 Change how the SPI for SAP maps CCMS severity levels to message severity
levels in HPOM

If you want the SPI for SAP to report all SeverityWarning events as critical, add a new (or
change the existing) SeverityWarning definition, as follows:

SeverityWarning =ALL =ALL =1 =CRITICAL
3 Define SID-Specific exceptions

If you want the SPI for SAP to report as critical all SeverityWarning events that occur on
SAP system LP2, leave the default settings for ALL systems and add the following line:

SeverityWarning =LP2 =ALL =1 =CRITICAL
Excerpt from the r3monal Configuration File

# A Monitor Set defines the messages you want to forward to HPOM.

# ________________________________________________________________________
# Monitor Set SAP SAP Monitor Set Monitor

# System Number

#CCMSMonitorSet =WAl =33 =SPISAP =System

#CCMSMonitorSet =WAl =33 =SPISAP =DB_ALERT

#CCMSMonitorSet =SP6 =00 =SAP CCMS Technical Expert Monitors
=System / All Monitoring Segments / All Monitoring Contexts

# ________________________________________________________________________
# Remote Host Localhost Remotehost SAP SAP

# System Number
#RemoteMonitoring =hpspi003 =ovsdsapb =SP6 =00
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# CCMSAcknowledgeMessage SAP Ack. filtered Enable=1
# System  Messages Disable=0
CCMSAcknowledgeMessage =ALL =0 =0
CCMSAcknowledgeMessage =SP6 =0 =0

# XMI compatibility mode
# makes the r3monal send syslog messages r3monxmi style

# ________________________________________________________________________
# XmiSyslogMode Enabled =1

# Disabled =0

XmiSyslogMode =0

# Syslog filtering

# ________________________________________________________________________
# Alert Classes SAP SAP SyslogId Enabled=1

# System Number From To Disabled=0
AlerMonSyslog =ALL =ALL =A00 =MZZ =1

AlerMonSyslog =ALL =ALL =NO00 =777 =0

AlerMonSyslog =LPO =01 =A00 =777 =1

r3monal: Trace Levels

For more information about the trace levels the alert monitors use and, in particular, the trace
levels available to the r3monal monitor, see Trace Level on page 59 in the section
Monitor-Configuration Files on page 41.

r3monal: XMI Compatibility Mode

The XmiSyslogMode keyword allows you to specify that the r3monal monitor sends SAP
system log alerts in the style and format previously used by the r3monxmi monitor. Note that
at SPI for SAP version 11.x, the r3monxmi monitor is now obsolete; to continue monitoring
CCMS syslog alerts, you will have to use the r3monal monitor, which uses the BAPI External
Alert Management Interface (XAL).

Sending Syslog Messages in XMI Format

# XMI compatibility mode
# makes the r3monal send syslog messages r3monxmi style

# ____________________________________________________________
# XmiSyslogMode Enabled =1

# Disabled =0

XmiSyslogMode =

# ____________________________________________________________

If you enable XmiSysLogMode you need to define in detail how the old r3monxmi monitor
would filter SAP system-log messages. In most cases, you would do this by copying an existing
configuration for the now-obsolete r3monxmi monitor and paste it into the r3monal
configuration file, r3monal . cfg. If you do not provide the r3monxmi configuration, the SAP
syslog messages will not appear in the XMI format you want. For more information about
migrating from r3monxmi to r3monal, see r3monal: Migrating from r3monxmi on page 81.
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r3monal: Alert Classes

In the alert-classes section of the r3monal . cfg file, you define how the SPI for SAP’s CCMS
alert monitor r3monal filters syslog events in the SAP System; the filtering mechanism
ensures that you extract and display only those syslog events that you are interested in
seeing. You filter the syslog events that you want to monitor by specifying ranges of message
numbers (syslog IDs). Each line of the alert-classes section of the r3monal.cfg file is set up in
a particular way. Each entry defines monitoring for a specified range of syslog events. You can
specify which syslog events to monitor by enabling or disabling ranges of syslog IDs either
globally or for specified SAP systems and instances.

In Syslog events in the r3monal.cfg file, r3monal monitors the syslog events with IDs A00
through MZZ on all SAP Systems and SAP numbers but does not monitor the syslog events
with IDs NOO through ZZZ on all SAP Systems and numbers. Syslog event monitoring is
enabled on SAP System LPO for IDs A00 through ZZZ.

Syslog events in the r3monal.cfg file

# Syslog filtering

# _____________________________________________________________
# Alert Classes SAP SAP SyslogId Enabled=1

# System Number From To Disabled=0
AlerMonSyslog =ALL =ALL =A00 =MZZ =1
AlerMonSyslog =ALL =ALL =NO0O =777 =0
AlerMonSyslog =LPO =01 =A00 =777 =1

# ____________________________________________________________

r3monal: Migrating from r3monxmi

The old r3monxmi monitor used XMI, the eXternal Management Interface, which was first
introduced with SAP 3.0F. Since the SPI for SAP no longer supports SAP version 3.x, you can
no longer use r3monxmi to monitor SAP System-log messages. If you want to continue to
monitor syslog messages and CCMS alerts, you will have to migrate your XMI configuration
to r3monal, the CCMS 4.x alert monitor. However, you can use the contents of the
message-filtering section of the old r3monxmi . cfg file in the new configuration file for
r3monal.

) The r3monxmi monitor was application-server dependent; you had to install r3monxmi on each
application server of the SAP System whose syslog messages you wanted to monitor.

The r3monal monitor is application server independent; r3monal can read the syslog
messages from all application servers from a single location. Typically, you install r3monal on
the central instance of the SAP system, whose syslog messages you want to monitor.

To migrate syslog-message monitoring from r3monxmi to r3monal:
1  Define a CCMS monitor and monitor set for the syslog alerts

r3monal uses the internal SAP NetWeaver CCMS monitor to check for syslog alerts; use
transaction RZ20 to configure CCMS monitors.

2 In the CCMS monitor tree, check the r3syslog branches of all the application servers,
whose syslog messages you want to monitor with the SPI for SAP.

You can automate the process by creating monitor-tree elements (MTESs) based on rules.
When adding the new MTE node to the CCMS monitor, check the option Rule Node in the
Create Nodes dialog; when setting up the CCMS rule, use the following values:
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¢ Rule Type:
CCMS_GET_MTE_BY_CLASS
e MTE Class:
R3Syslog
3 Enable the XmiSyslogMode keyword in the r3monal .cfg file

If you want the r3monal monitor to use the old r3monxmi configuration based on XMI
message conditions, use the XmiSyslogMode keyword in the r3monal . cfg file. In this
mode, r3monal sends SAP system-log alerts in the style and format previously used by the
r3monxmi monitor.

4  Set up the system-log filters

Since r3monal supports the same system-log message filtering as r3monxmi, you can copy
an existing system-log filtering configuration from the old r3monxmi .cfg configuration
file and paste it into the new r3monal . cfg file. System-log message filtering is defined
with the AlerMonSysLog keyword in the AlertClasses section of the configuration file.

# _________________________________________________________
# Alert Classes SAP SAP SyslogId Enabled=1

# System  Number From To Disabled=0
AlerMonSyslog =ALL =ALL =A00 =MZZ =1
AlerMonSyslog =ALL =ALL =N00 =ZZZ =0
AlerMonSyslog =LP =01 =A00 =ZZZ =1

# _________________________________________________________

Figure 10 on page 82 shows you how the CCMS rule node for SAP syslog elements should look
when you complete the configuration successfully.

Figure 10 Rules-based CCMS MTE for Syslog Elements
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r3monal: Monitoring the J2EE Engine (Web AS Java)

The SPI for SAP can help you monitor the complete SAP NetWeaver environment, including
the SAP J2EE Engine. Monitoring the SAP J2EE Engine is important since the combination
of Java technology and the J2EE infrastructure is the foundation on which new SAP
components such as the SAP Enterprise Portal or Process Infrastructure (PI) are built.

To monitor the SAP J2EE engine, you configure r3monal, the SPI for SAP’s CCMS Alert
monitor, to check for alerts generated by the J2EE monitor sets, which concern the status and
availability of SAP’s J2EE Engine, for example: the J2EE kernel, J2EE services, or the
registered SAP CCMS agents within the SAP NetWeaver environments that you are
monitoring with the SPI for SAP. For more information about configuring r3monal to monitor
SAP’s J2EE engine, see The J2EE (Web AS Java) Monitor on page 105.

r3monal: Monitoring Stand-alone Enqueue Servers

The enqueue server stores information about the locks currently in use by the users logged
into the SAP System; the lock-related information is stored in the lock table of the main
memory. If the host on which the enqueue server is running fails, the lock data is lost and
cannot be restored even when the enqueue server restarts and all locks have to be reset. In a
high-availability environment, you can avoid problems of this kind by configuring a
stand-alone enqueue server. The combination of a stand-alone enqueue server and an enqueue
replication server running on a separate host forms the basis of a high-availability solution.

To use the SPI for SAP to monitor alerts generated by a stand-alone enqueue server
configured in a high-availability WebAS environment, you have to enable the appropriate
CCMS monitors and MTEs (monitor-tree elements) in SAP and then configure r3monal, the
SPI for SAP’s CCMS alert monitor, to check for alerts concerning the status and performance
of the stand-alone enqueue server in the SAP System. For more information about configuring
r3monal to monitor a stand-alone enqueue server in WebAS, see The Enqueue-Server Monitor
on page 108.

r3monal: Monitoring SAP Security-Audit Logs

The SAP security-audit log keeps a record of security-related activities in the SAP System and
stores the information it collects in an audit log on each application server. The SPI for SAP
allows you to monitor the CCMS alerts logged by the security-audit use them to generate
messages, which you can arrange to send to the HPOM message browser.

To use the SPI for SAP to monitor the SAP security-audit logs, you have to enable the
appropriate CCMS monitors and MTEs (monitor-tree elements) in SAP and then configure
r3monal, the SPI for SAP’s CCMS alert monitor, to check for alerts generated by the
security-audit-log monitor, which concern the status of security events in the SAP System. For
more information about configuring r3monal to monitor SAP’s security-audit logs, see The
SAP Security-Audit Monitor on page 114.

r3monal: Monitoring the Enterprise Portal

The SAP Enterprise Portal provides a secure and stable web interface that gives users global
access to the information, applications, and services that they need to work effectively in the
SAP landscape. The SPI for SAP allows you to make use of standard SAP elements to monitor
the components of the SAP Enterprise Portal and provide reports on availability, response
time, configuration, and performance.
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To use the SPI for SAP to monitor alerts generated by a fully configured SAP Enterprise
Portal, you have to enable the appropriate CCMS monitors and MTEs (monitor-tree elements)
in SAP and then configure r3monal, the SPI for SAP’s CCMS alert monitor, to check for alerts
concerning the status and performance of the Enterprise Portal. For more information about
configuring r3monal to monitor an Enterprise Portal, see The SAP Enterprise-Portal Monitor
on page 110.

r3monal: Monitoring the CEN

The central monitoring system (CEN) is a single SAP system that you designate as the central
point of control for CCMS alerts originating from all over the monitored SAP landscape. The
CEN concept allows you to reduce the overhead of monitoring and managing multiple SAP
systems by making essential information concerning problem alerts available in one, central
location.

After you configure SAP to use the CEN for the central management of CCMS alerts, you can
use the SPI for SAP’s r3monal monitor to intercept the CCMS alerts destined for the CEN
and use the alerts to generate messages, which it forwards to the HPOM message browser.
For more information about configuring r3monalto monitor an SAP CEN, see Monitoring
CCMS Alerts in the CEN on page 266.

r3monal: Testing the Configuration

The SPI for SAP’s optional test transport includes a program that generates an ABAP dump
which you can use to verify that the r3monal monitor checks the syslog and sends a message
to HPOM if a dump occurs in the SAP System. If the test completes successfully, a message
about the test dump appears in the HPOM message browser. Note that this test works only if
you configure r3monal to monitor the appropriate SAP CCMS monitor sets, for example:
<SAPSID>/R3Abap/Shortdumps.

For more information about SPI for SAP transports, see the transports read-me file /usr/
sap/trans/readme on the HPOM managed node; for more information about importing and
applying SPI for SAP transports, see the HP Operations Smart Plug-in for SAP Installation
and Configuration Guide. After importing the transport, you can view the test programs
installed by using the SAP transaction SE80 to open the ABAP object navigator and browsing
to the report (or program) /HPOV/YSPI0004.

r3mondev: The SAP Trace-file Monitor

The r3mondev monitor scans the trace files and log files of the SAP system for the string
“ERROR”. Because it monitors only what has occurred since its previous run, any error within a
trace file generates only a single alert. The file monitor scans the following directories, where
<SID> stands for the SAP system ID and <InstanceNumber> stands for the SAP instance
number of the monitored SAP System:

e UNIX/Linux: /usr/sap/<SID>/<InstanceNumber>/work/
e Windows: <drive:>\usr\sap\<SID>\<InstanceNumber>\work

Messages generated by this monitor include an operated-initiated action, which calls the vi
editor. vi then displays a list of all trace files and log files and prompts you to select a file
from the list and display its contents.
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This section contains information about the following topics:
¢ r3mondev: File Locations on page 85

e r3mondev: Environment Variables on page 85

e r3mondev: Monitoring Conditions on page 85

e r3mondev: Editing the Configuration File on page 86

r3mondev: File Locations

The file monitor, r3mondev, includes the files listed in Table 13. For more detailed information
about the contents of the in SPI for SAP monitor-configuration files in general and the file
r3mondev.cfg in particular, see The SPI for SAP Monitor-Configuration File on page 45.

Table 13 r3mondev Files

File Description

r3mondev ( .exe) Executable for the file monitor

r3mondev.cfg Configuration file for monitored files
r3mondev.his History file that stores data for each monitor run

r3mondev: Environment Variables

The file monitor uses environment variables listed in Table 14.

Table 14 r3mondev Environment Variables

Environment Variable Description

SAPOPC_DRIVE The Windows drive where the HPOM
agent is running, for example, E: \usr\. ..

SAPOPC_HISTORYPATH Path to the r3mondev history file

SAPOPC_R3MONDEV_CONFIGFILE | Name of the r3mondev configuration file

SAPOPC_SAPDIR The Windows drive where SAP NetWeaver
is running, for example: E: \usr\sap

SAPOPC_TRACEPATH Path to the r3mondev trace file

r3mondev: Monitoring Conditions
This section of the r3mondev.cfg file enables you to specify the device monitoring details for
the SPI for SAP.

For more information about the entries in the r3mondev.cfg file including keywords and
their possible values along with a description of each editable parameter, see The
Alert-Monitor Configuration Files on page 70.

The monitoring conditions section of the r3mondev.cfg file includes the following default
settings:
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# AlertDevMon SAP SAP Enable=1 File Severity Opc OpC

# System Number Disable=0 Mask Object MsgGrou
P
AlertDevMon =ALL =ALL =1 =dev_* =WARNING =r3mondev =R3_Tra
ce
AlertDevMon =ALL =ALL =1 =std* =CRITICAL =r3mondev =R3_Tra
ce

r3mondev: Editing the Configuration File

You can edit the r3mondev monitor’s configuration file, r3mondev.cfg, in the following ways:

Disable messages

If you do not want to receive any messages relating to dev_* files for any of the SAP
systems you are monitoring with the SPI for SAP, change the first line of the
r3mondev.cfg configuration file as follows:

AlertDevMon =ALL =ALL =0 =dev_* =WARNING =r3mondev =R3_Tr
ace

Change a message’s severity level

If you want to reduce the severity of all messages relating to std* files from critical to
warning, change the second line of the r3mondev. cfg configuration file as follows:

AlertDevMon =ALL =ALL =1 =std* =WARNING =r3mondev =R3_Trace
Define exceptions to general rules

If you want to increase the severity of messages relating to dev_* files on SAP system LP2
from warning to critical, leave the default settings as they are and add the following line:

AlertDevMon =LP2 =ALL =1 =dev_* =CRITICAL =r3mondev\
=R3_Trace

) Wildcards are only allowed at the end of the string. Only SAP trace files located in the work
directory are relevant and the names of these files must begin with either dev or std.

r3monpro: The SAP Process Monitor

The r3monpro monitor scans all processes associated with a given instance, such as dialog,
enqueue, update, batch, dispatch, message, gateway, and spool work processes. It is also used
for monitoring database processes.

This section contains information about the following topics:

r3monpro: File Locations on page 87
r3monpro: Environment Variables on page 87
r3monpro: Monitoring Conditions on page 87

r3monpro: Example Configuration on page 88
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r3monpro: File Locations

The process monitor r3monpro contains the files listed in Table 15. For more detailed
information about the contents of the in SPI for SAP monitor-configuration files in general
and the file r3monpro.cfg in particular, see The SPI for SAP Monitor-Configuration File on

page 45
Table 15 r3monpro Files
File Description
r3monpro ( .exe) Executable for the process monitor
r3monpro.cfg Configuration file for the process monitor
r3monpro.his History file for storing data after each monitor run

r3monpro: Environment Variables

The process monitor r3monpro uses the environment variables listed in Table 16.

Table 16 r3monpro Environment Variables

Environment Variable

Description

SAPOPC_DRIVE

The Windows drive where the HPOM
agent is running, for example, E: \usr\...

SAPOPC_HISTORYPATH

Path to the r3monpro history file

SAPOPC_R3MONPRO_CONFIGFILE

Name of the r3monpro configuration file

SAPOPC_SAPDIR

The Windows drive where SAP NetWeaver
is running, for example: E: \usr\sap

SAPOPC_TRACEPATH

Path to the r3monpro trace file

r3monpro: Monitoring Conditions

Monitoring conditions for r3monpro are specified in the r3monpro.cfg file. Individual rows
define monitoring conditions for specific processes. You use the r3monpro.cfg file to set the
rules which define how the number of processes running should be measured and what
severity level should be assigned to the alert that is generated if the number of processes

exceeds the limits you define.

You can set monitoring conditions for a specific process to any of the following modes:

e Exact

The number of process running on a managed node must be equal to the specified number.

The number of processes running on a managed node must not be less than the specified

e Min
number.
e Max
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The number of processes running on a managed node must not be more than the specified
number.

e Delta

r3monpro triggers an alert if there is any change in the number of processes running on a
managed node or if the specific amount of allowed change in the number of instances of
the same process exceeds the defined limit. This mode enables you to recognize changes
without having to define an absolute number of processes for a managed node.

For example, if Delta =2, then a difference of 2 or more between the number of processes
(n) found in the previous and current monitor run on a managed node triggers an alert.
Note that if r3monpro triggers an alarm, it resets n to the number of processes discovered
in the most recent monitor run, and calculates the new Delta on the basis of the new
number of processes found running.

Messages generated by matched conditions include an operated-initiated action; the action
calls an SPI for SAP module which lists all the current processes for the affected SAP
instance.

For more information about the entries in the r3monpro.cfg file including keywords and
their possible values along with a description of each editable parameter, see The
Alert-Monitor Configuration Files on page 70.

r3monpro: Example Configuration

The first row of the following example shows how to monitor the saposcol process on all
hosts. Note that exactly one such process should run at any given time. Any violation of this
number is critical. It affects the HPOM object saposcol. The associated HPOM message
group is R3_State.

The last row of the same example specifies that eight or fewer instances of the dw.sapSID
process should run on all hosts. If the number is larger than eight, the monitor generates a
warning message associated with HPOM object dw.sap and HPOM message group R3_State.

The string SID has special meaning in this context. SID will be replaced by the SAP System
name on the managed node. This enables global definitions for different SAP Systems.

AlertInstMonPro =ALL =00 =saposcol =1 =Exact=1 =CRITICAL =saposcol =R3_Sta
te
AlertInstMonPro =C01 =00 =explorer =1 =Max =1 =CRITICAL =explorer =R3_Sta
te
AlertInstMonPro =T11 =00 =dw.sapSID =1 =Min =8 =WARNING =dw.sap =R3_Sta
te

It is also possible to ensure that a process is not running. To do so, use the mode Exact and
enter 0 as the number.

On servers running the UNIX operating system, r3monpro can identify processes at the
instance level. On servers running the Windows operating system, you need to define on a
single line the total number of work processes on the node. For example, if there are two SAP
instances, each with four (4) work processes, the total number of processes is eight (8).

For SAP servers running on UNIX operating systems, you can configure the SPI for SAP
process monitor r3monpro to monitor the specific SAP-gateway read process gwrd associated
with individual SAP SIDs, which is especially useful in a multi-SID environment. If you have
multiple instances of SAP running in the same SID, you can configure r3monpro to monitor
the specific SAP-gateway read process gwrd assigned to each, individual instance, too. For
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more information about how to configure r3monpro to monitor individual gwrd processes in an
environment where multiple SAP instances or multiple SAP SIDs are running on the same
SAP server, have a look at the following examples:

e Monitoring SAP-Gateway Read Processes per SID on page 89
Monitoring SAP-Gateway Read Processes per SAP SID

e Monitoring SAP-Gateway Read Processes per SAP Instance on page 89
Monitoring SAP-Gateway Read Processes per SAP Instance

Monitoring SAP-Gateway Read Processes per SID on page 89 shows how to configure
r3monpro to monitor the individual gwrd processes associated with specific SIDs on a SAP
server hosting multiple SAP SIDs.

Monitoring SAP-Gateway Read Processes per SID

AlertInstMonPro =Q12 =ALL =gwrd -dp pf=/usr/sap/
SID* =1 =Exact =1 =CRITICAL \

=gwrd =R3_State

AlertInstMonPro =Q22 =ALL =gwrd -dp pf=/usr/sap/
SID* =1 =Exact =1 =CRITICAL \

=gwrd =R3_State

AlertInstMonPro =Q32 =ALL =gwrd -dp pf=/sapmnt/
SID* =1 =Exact =1 =CRITICAL \

=gwrd =R3_State

AlertInstMonPro =Q52 =ALL =gwrd -dp pf=/usr/sap/
SID* =1 =Exact =1 =CRITICAL \

=gwrd =R3_State

Monitoring SAP-Gateway Read Processes per SAP Instance on page 89 shows how to
configure r3monpro to monitor the individual gateway processes associated with specific SAP
instances on a SAP server hosting multiple SAP instances per SAP SID.

Monitoring SAP-Gateway Read Processes per SAP Instance

AlertInstMonPro =Q12 =12 =gwrd -dp pf=/usr/sap/

SID* =1 =Exact =1 =CRITICAL \ =gwrd =R3_State
AlertInstMonPro =Q22 =21 =gwrd -dp pf=/usr/sap/Q22/SYS/profile/
022_D21_sap2apl \ =1 =Exact =1 =CRITICAL =gwrd =R3_State
AlertInstMonPro =Q22 =22 =gwrd -dp pf=/usr/sap/Q22/SYS/profile/
Q022_D22_sap2apl \ =1 =Exact =1 =CRITICAL =gwrd =R3_State
AlertInstMonPro =Q32 =32 =gwrd -dp pf=/sapmnt/

SID* =1 =Exact =1 =CRITICAL \ =gwrd =R3_State
AlertInstMonPro =Q52 =52 =gwrd -dp pf=/usr/sap/

SID* =1 =Exact =1 =CRITICAL \ =gwrd =R3_State

In the configuration file r3monpro.cfg, the path to the SAP-instance profile defined in the pf
parameter is case-sensitive. To avoid problems, make sure that the path to the SAP-instance
profile defined in the r3monpro.cfg configuration file matches the path displayed in the
output of the ps command, for example:

[root@accral# ps -eaf | grep gwrd
Q22adm 15691 15688 0 Jun 6 ?  52:54 gwrd -dp \ pf=/usr/sap/Q22/SYS/profile/Q22_D21_sap2apl
root 20756 20599 0 10:22:58 pts/tb  0:00 grep gwrd
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r3status: The SAP Status Monitor

The r3status monitor checks the current status of SAP NetWeaver and compares it with the
last recorded status to determine whether any change in status occurred since the last time
the monitor ran. Using the SAP NetWeaver function module RFC_SYSTEM_INFO, the
r3status monitor provides the following features:

e Reports about local SAP NetWeaver system-availability
e Recognition and monitoring of each individual SAP NetWeaver instance
e SAP NetWeaver availability status reported may be: up, down, hanging (RFC time out).

The r3status monitor is of type time frame. It runs every two minutes and compares the
current value with the previous value stored in the history file and generates a message if it
finds a difference, which it needs to report. For more information about reporting types, see
Report Types for the Alert-Collector Monitors on page 121.

The lack of response from SAP could be due to a problem which does not mean that the
System is down. For example, SAP would not respond if all available dialog work processes
were allocated. For more information about how r3status interprets the responses it
receives from SAP, see r3status: Establishing the SAP Status on page 93.

This section contains information about the following topics:
e r3status: File Locations on page 91

e r3status: Environment Variables on page 91

e r3status: History File on page 92

e The r3status Configuration File on page 92

e r3status: Establishing the SAP Status on page 93

e r3status: Monitoring SAP Remotely on page 94
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r3status: File Locations

This table lists the files used by the r3status monitor.
Table 17 r3status Files

File

Description

r3status(.exe)

Executable for the r3status monitor

r3status.log

The r3status monitor creates a log/trace file after each run of
the monitor. The trace file is stored in the standard HPOM
Agent log directory.

r3itosap.cfg

The r3status monitor uses information in the r3itosap.cfg
file to determine which SAP instances it is supposed to
monitor.

r3status.cfg

The r3status monitor uses information in the r3status.cfg
file to determine history paths, trace levels, and which SAP
instances it is supposed to monitor on remote SAP servers.

r3status.his

History file for storing data after each run of the r3status
monitor. The r3status monitor uses information in this file to
determine whether a change of status has occurred. For more
information, see r3status: History File on page 92.

r3status: Environment Variables

Table 18 lists the environment variables used by the r3status monitor.
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Table 18 r3status Environment Variables

Environment Variable Description

SAPOPC_RFC_TIMEOUT set time out value for RFC
connections - default is 20 seconds

SAPOPC_HISTORYPATH Path to the r3status.his history
file @

SAPOPC_R3STATUS_CONFIGFILE Name of the configuration file,

which the r3status monitor uses

SAPOPC_R3ITOSAP_CONFIGFILE Name of the general configuration

file, which contains SAP login
information used by the SPI for
SAP monitors

SAPOPC_TRACEPATH Path to the r3status trace file

a. See: r3status: History File on page 92
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r3status: History File

The first time the r3status monitor runs, it writes its findings to the history file,
r3status.his. The next time the r3status monitor runs, it uses the information in the
r3status.his file to determine whether a change of status has occurred since the last time
the monitor ran and, as a consequence, which if any message it needs to send to the HPOM
management server. For more information about the default location of the monitor history
files on the managed nodes, see The SPI for SAP Monitor-Configuration File on page 45.

The r3status monitor updates the entries in the r3status.his file at the end of each time
it runs, with the current timestamp and the current status of each monitored SAP instance.

Excerpt from the r3status.his file on page 92 shows the format and contents of the
r3status.his file.

Excerpt from the r3status.his file

021028-11:18:29

# _______________________________________________________________
021028-11:18:29 #Keyword SAP SAP SAP State
021028-11:18:29 # System Number Instance
021028-11:18:29 #

021028-11:18:29 ConfiguredInstance =DEV =00 =DVEBMGS00 =UP
021028-11:18:29 ConfiguredInstance =PKR =99 =DVEBMGS99 =DOWN

The r3status Configuration File

The r3status monitor’s configuration file allows you to use the keywords listed below to
change the configuration from the default settings to meet the requirements of your
particular environment. Where appropriate, possible values for a given keyword are also
specified. Default r3status Configuration File on page 94 shows what a complete
configuration file looks like for the r3status monitor, which monitors the status of both local
and remote SAP Systems.

The following standard keywords work as expected in the context of the r3status.cfg
configuration file. For more information about the parameters the keywords require, see The
SPI for SAP Monitor-Configuration File on page 45:

e TraceLevel
e TraceFile
e HistoryPath[Unix | AIX | WinNT]

The following keywords require special attention when used in the context of the SPI for SAP
r3status.cfg configuration file:

¢ EnableDPQueueCheck

r3status requires a dialog work process to log on to SAP and determine the System’s
status. Enable the EnableDPQueueCheck keyword (=1) if the SAP System whose status
you are monitoring is experiencing performance problems and you want r3status to
check the size and status of the ABAP dispatcher before starting its monitor run. If there
are no, or too few, dialog work processes available, r3status sends a message to the
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message browser indicating that it did not start due to the violation of a threshold defined
for dialog processes. The command disables the monitor run only for the SIDs where the
threshold violation for the dialog work processes occurred.

If you use the EnableDPQueueCheck keyword in the r3status configuration file,
remember to configure the keywords DPQueueCheck and DisableMonitoringWithSeverity
in the r3mondisp . cfg configuration file, too. For more information about monitoring the
ABAP dispatcher and its queues, see r3mondisp: the ABAP Dispatcher Monitor on

page 100.

The default run interval for r3status is two minutes. If your SAP landscape consists of
large numbers of SAP instances running on multiple hosts, network congestion or a slow
response from SAP might prevent EnableDPQueue from checking the status of the ABAP
dispatchers on all the configured SAP instances before r3status starts its next run. In
the unlikely event that this happens, the old instance of r3status aborts without
reporting the status of any dispatchers that it has not yet checked. To avoid this problem
re-occurring, increase the run interval for r3status.

¢ RemoteMonitoring

r3status cannot check the status of the ABAP dispatcher on a SAP System, which the
SPI for SAP is monitoring remotely.

For more information about monitoring the status of remote SAP Systems, see r3status:
Monitoring SAP Remotely on page 94.

r3status: Establishing the SAP Status

When the status monitor r3status checks the availability of an SAP System, it reports the
status as: up, down, or connection time-out. Although the meaning of “up” and “down” is clear,
the status of the connection time-out status requires some explanation. The time-out status
could occur if an SAP System is hanging, in which case the problem could be due to an RFC
time out, which itself needs investigating and is a good example to show how difficult it can be
sometimes be to establish the exact state of the SAP System the SPI for SAP is monitoring.

The status monitor, r3status, considers an SAP instance as “not available” if the SAP
instance does not respond within 60 seconds. However, the lack of response from SAP could be
due to a problem which does not mean that the System is down, for example: all available
dialog work processes are allocated, or all available SAP gateway connections are busy. The
SPI for SAP status monitor, r3status, reports the status of the SAP System it is monitoring
according to the following rules:

e Available:

r3status reports an SAP System as available if it can log on to the SAP instance and, in
addition, start and receive a response from the SAP function module
RFC_SYSTEM_INFO within 60 seconds.

e Not Available:

r3status reports an SAP System as not available if the SAP instance does not respond
within 60 seconds or the function module RFC_SYSTEM_INFO could not start, for
example: due to the fact that the instance is down.
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r3status: Monitoring SAP Remotely

The SPI for SAP includes a feature which allows you to extend the scope of the monitors to

remotely monitor the status of SAP on SAP servers (which are not HPOM managed nodes)

from a host, which is already configured as an HPOM managed node and where the SPI for
SAP is running.

To make use of the remote-monitoring feature provided by the SPI for SAP, for example, to
monitor a SAP server running on an operating system that is not supported by the SPI for
SAP, you need to enable the RemoteMonitoring keyword (by removing the leading hash
symbol “#”) in the r3status.cfg file. Next, on the same line, you define the name of the local
host, which you want to perform the monitoring. Finally, you have to define the name of the
remote SAP server, which you want to monitor. Default r3status Configuration File on

page 94 shows how a new line is required for each additional SAP server, which you want to
monitor remotely.

You can associate multiple remote SAP servers with one, single local host or you can associate
single remote hosts with individual, different local hosts. Default r3status Configuration File
on page 94 shows a mixed approach where one local host “sapl” is used to monitor two remote
hosts; “sdsap” and “sapwolf”. A third local host “sap2” remotely monitors the remote host
“triosap”.

For more information about the contents of the r3status monitor’s configuration file
including the keywords and parameters you use to define local and remote server names, see
the entry concerning “Remote Monitoring” in The r3status Configuration File on page 92.

Default r3status Configuration File

# ______________________________________________________________________
# TraceLevel hostname Disable=0 only error messages=1
# info messages=2 debug messages=3
#
TraceLevel =ALL =0
# _______________________________________________________________________
# TraceFile hostname filename TraceMode TracePeriod
# (a=append/w=create (default)) (in mins)
TraceFile =ALL =r3status.log =w =60
# ______________________________________________________________________
# History hostname path
# Path
#
HistoryPathUniX =ALL =default
HistoryPathAIX =ALL =default
HistoryPathWinN =ALL =default
# ____________________________________________________________
# Check the ABAP dispatcher before a connection to SAP is
# opened. If the dialog queue is too full or not enough
# free work processes are available, monitoring is disabled.
#
# This feature should only be enabled in special cases. For
# regular dispatcher monitoring, use the r3mondisp.
#
# EnableDPQueueCheck hostname SAP SAP Enable=1/
System  Number Disable=0
EnableDPQueueCheck =ALL =ALL =ALL =0

Chapter 5



# Remote Local Remote

# Monitoring Host Host

RemoteMonitoring =sapl =sdsap

RemoteMonitoring =sapl =sapwolf

RemoteMonitoring =sap? =triosap

# ____________________________________________________________

r3monsec: The SAP Security Monitor

The SPI for SAP security monitor checks the following areas in your SAP Systems:

e The privileges and authorizations assigned to (and used by) important SAP users
e Insecure (default) passwords in use by SAP and Oracle users

e SAP System parameters which affect overall system security

e Miscellaneous security events such as failed logins or attempts to change SAP System
settings

In addition to the other SAP user roles and authorizations required by the SPI for SAP (such
as SAPSPI_MONITORING_%*), you also have to assign the authorizations defined in the SAP
user role /HPOV/SAPSPI_SECURITY_MON to the HPOM user under which r3monsec runs
before r3monsec starts; the user role / HPOV/SAPSPI_SECURITY_MON includes
authorizations (such as S_TCODE or S USER_AUT) that are needed to execute the SAP
reports, which r3monsec calls by means of the SAP RFC interface.

This section contains information about the following topics:
e r3monsec: File Locations on page 95
e r3monsec: Alert Types on page 96

e r3monsec: Monitoring Security Remotely on page 99

) If you use the SPI for SAP tools located in the tool bank to configure r3monsec, the SPI for
SAP checks the validity of the new configuration when you try to save the modified
configuration file. For more information about the validation tool and the messages it
generates, see Validating the Alert-Collector Configuration Files on page 133 and
Understanding Configuration-File Error Messages on page 133.

r3monsec: File Locations

The SAP System-security monitor r3monsec uses the files listed in this table.

Table 19 r3monsec Files

File Description

r3monsec (.exe) | Executable for the SAP System-security monitor
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Table 19 r3monsec Files (cont’d)

File Description

r3monsec.cfg Configuration file for the SAP System-security monitor.

r3monsecpw.msg | Contains encrypted passwords for standard Oracle
users in an SAP environment.

r3monsec.log File used to store trace data collected by the SAP
System-security monitor.

r3monsec: Alert Types

The security monitor r3monsec uses the following alert types:
e r3monsec: SAP_PARAMETERS on page 96

Monitors security-related parameters such as those defined in the SAP report RSPFPAR.
e r3monsec: DEFAULT USERS on page 98

Monitors settings for passwords defined for SAP and Oracle users to ensure that insecure
default passwords are not in use.

e r3monsec: PRIVILEGED_USERS on page 98

Monitors any special privileges granted to SAP users or being requested by users who are
not normally entitled.

The SPI for SAP interprets include and exclude parameter values for an alert-type entry
according to whether the values appear in the same parameters or in different parameters.
The SPI for SAP compares values in different parameters using ‘and’. The SPI for SAP
compares values in the same parameter as follows.

e Include: use ‘or’ to compare the parameters
e Exclude: use ‘and’ to compare the parameters
The SPI for SAP evaluates include values before it evaluates exclude values.

Note that the SPI for SAP ignores include and exclude parameters for the r3monsec alert
types SAP_PARAMETERS and DEFAULT_USERS; however, you must use include and
exclude parameters for the alert type PRIVILEGED_USERS.

r3monsec: SAP_PARAMETERS

Use the SAP_PARAMETERS alert type to configure the SPI for SAP’s security monitor,
r3monsec, to monitor the settings of (and any changes to) security-related SAP parameters.
The SAP_PARAMETERS alert type compares the values you define in the r3monsec.cfg file
with the contents of the SAP report RSPFPAR, which contains security-related parameters
for the SAP instances you are monitoring.

The default settings for the alert type SAP_PARAMETERS reflect a small selection of the
parameters defined in the SAP report RSPFPAR; you can change the contents of the
SAP_PARAMETERS section of the r3monsec.cfg file to suit the needs of your SAP
environment by adding, modifying, or removing values accordingly.

) The alert type SAP_PARAMETERS ignores include (=I) and exclude (=E) parameter.
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Example SAP_PARAMETERS settings on page 97 shows how to configure r3monsec to
monitor the SAP parameter, which defines whether SAP should automatically unlock locked
SAP users at midnight. The example configuration tells r3monsec to check that the automatic
unlocking of locked SAP users is disabled in SAP (=EQ =0). In this example, r3monsec would
generate a message with the severity level “critical” if it found that the parameter was
enabled in SAP and assign the generated message to the HPOM message group R3_Security.

Example SAP_PARAMETERS settings

AlertMonFun =ALL =ALL =ALL =ALL =SECURITY =1\
=CRITICAL =SAP_PARAMETERS =R3_Security\
=SAP_PARAMETERS =login/failed user_auto_unlock =I =EQ =0 =

Table 20 on page 97 shows the default settings for the SAP_PARAMETERS alert type; if your
SAP Systems are configured differently, r3monsec will generate alerts. For example, in the
default configuration, SAP user passwords must have 6 characters or more and contain at
least 4 letters and 2 integers. If you configure your SAP instance to allow passwords which do
not conform to the rules defined in r3monsec’s configuration file, for example: passwords
which contain only five characters or do not contain any integers, r3monsec sends a message
to the message browser.

Note that r3monsec does not read or check the SAP passwords themselves; r3monsec
compares the rules you define in r3monsec . cfg for the length and form of SAP passwords
with the rules defined in SAP itself for password creation. If the rules for password creation,
form, or length in the r3monsec. cfg file differ in any way from the rules for passwords
defined in SAP, the SPI for SAP sends a message to the message browser.

Table 20 Default Settings for SAP_ PARAMETERS

Default
Parameter Value
login/failed_user_auto_unlock 0
(0=disabled;
l=enabled)
login/fails_to_session_end 3
login/fails_to_user_lock 5
login/min_password_diff 3
login/min_password_lng 6
login/min_password_letters 4
login/min_password_digits 2
login/min_password_specials 0
login/no_automatic_user_sapstar 1
login/password_max_new_valid 10
login/password_max_reset_valid 2
login/password_expiration_time 30
login/disable_password_logon 0
(0=disabled;
l=enabled)
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Table 20 Default Settings for SAP_PARAMETERS (cont’d)

Default
Parameter Value
login/disable_multi_gui_login 0
(0O=disabled,;
1=enabled)
login/disable_cpic 0
(0=disabled;
1=enabled)
login/system_client 100
login/disable_multi_rfc_login 0
(0O=disabled,;
1=enabled)
rdisp/gui_auto_logout 1800

r3monsec: DEFAULT_USERS

Use the DEFAULT _USERS alert type to configure the SPI for SAP’s security monitor,
r3monsec, to check the passwords for standard SAP or Oracle database users and determine
whether any well-known, default passwords are still in use. Standard SAP users include
SAP*, DDIC, SAPCPIC, and EARLYWATCH. The DEFAULT_USERS alert type makes use of
the SAP report RSUSR003.

The r3monsec.cfg configuration file provides default settings for the alert type
DEFAULT_USERS. Note that include (=I) and exclude (=E) parameter is ignored for the alert
type DEFAULT_USERS.

Default Settings for DEFAULT_USERS

AlertMonFun =ALL =ALL =ALL =ALL =SECURITY =1\
=CRITICAL =DEFAULT USERS =R3_Security\
=DEFAULT_USERS

The default configuration for the DEFAULT_USERS alert type enables the SAP and Oracle
user check, which means the monitor generates an alert if it finds a default password in use.

r3monsec: PRIVILEGED USERS

Use the PRIVILEGED_USERS alert type to configure the SPI for SAP’s security monitor,
r3monsec, to check the authorizations granted to SAP users in the Systems you are
monitoring with the SPI for SAP. The PRIVILEGED_USERS alert type compares the values
defined in the r3monsec. cfg file with the contents of the SAP report RSUSR005, which lists
information concerning the critical authorizations granted to SAP users. The SAP
System-security monitor, r3monsec, generates an alert for any SAP user who has critical
authorizations but is not defined in the r3monsec.cfg file.

) The SAP report RSUSR005 is SAP-client dependent; r3monsec monitors only the users for
the SAP clients defined in the central SPI for SAP configuration file r3itosap.cfg.
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The r3monsec.cfg configuration file does not provide any default settings for the alert type
PRIVILEGED_USERS; you have to decide which user authorizations you want to monitor in
SAP and insert the strings that define them into the monitor-configuration file manually. You
can use the report RSUSRO005 to find the strings defining the authorizations you want to
monitor, for example: “All rights for background jobs”, as illustrated in Example Settings for
PRIVILEGED_USERS on page 99. Note that you need to use a new line for each user
authorization that you want to monitor.

After you have determined which user authorizations you want to monitor, set include (=I) or
exclude (=E) parameter to specify which SAP users you want to check for the use (or misuse)
of the defined authorization. Example Settings for PRIVILEGED_USERS on page 99 shows
how to exclude SAP user KWAME from the check to determine which users have permission
to execute external operating-system commands.

Example Settings for PRIVILEGED_USERS

AlertMonFun =ALL =ALL =ALL =ALL =SECURITY =1\

=CRITICAL =PRIVILEGED_USERS =R3_Security\

=PRIVILEGED_USERS =All rights for background jobs =I =EQ =ALL =
AlertMonFun =ALL =ALL =ALL =ALL =SECURITY =1\

=CRITICAL =PRIVILEGED_USERS =R3_Security\

=PRIVILEGED_USERS =Execute external operating system commands\
=E =EQ =KWAME =

Note that the string you paste into the r3monsec.cfg file must match an existing string in
SAP. If the string you paste into the r3monsec . cfg configuration file does not exist in SAP,
for example because it contains a typo or is only a sub-set of a known SAP user-authorization
string, no match occurs and the r3monsec monitor does not send any message to the message
browser. For example: “Execute external operating” would not match, since it is only a part of
the complete user-authorization string “Execute external operating system commands”
defined in the r3monsec.cfg file.

r3monsec: Monitoring Security Remotely

To make use of the remote-monitoring feature provided by the SPI for SAP, for example, to
monitor security on an SAP server running on an operating system that is not supported by
the SPI for SAP, you need to enable the RemoteMonitoring keyword (by removing the leading
hash symbol “#”) in the r3monsec.cfg file.

You also need to specify the name of the local host, which you want to perform the monitoring
and the name of the remote SAP server, whose security settings you want to monitor. Note
that you must add a new line for each additional SAP server, which you want to monitor
remotely.

Default r3monsec Configuration File

# ____________________________________________________________

# TraceLevel hostname Disable=0 only error messages=1

# info messages=2 debug messages=3

#

TraceLevel =ALL =0

# ___________________________________________________________________________
# TraceFile hostname filename TraceMode TracePeriod

# (a=append/w=create (default)) (in mins)
TraceFile =ALL =r3monsec.log =w =60

# __________________________________________________________________________
# History hostname path

# Path
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#

HistoryPathUnix =ALL =default
HistoryPathAIX =ALL =default
HistoryPathWinNT =ALL =default

# ________________________________________________________________
# Remote Local Remote

# Monitoring Host Host
RemoteMonitoring =sapl =sdsap

# ________________________________________________________________
# AlertMonFun SAP SAP SAP SAP Alertmonitor

\

# Hostname System  Number Client

\
#
# OpC OpC OpC \
# Severity Object MsgGroup \
#
# Alerttype RFC Parameter
# =Parameter =Sign =Opt =Low =High
# [=Param =Sign =Opt =Low =High]

AlertMonFun =ALL =ALL =ALL =ALL =SECURITY =1\
=CRITICAL =SAP_PARAMETERS =R3_Security\
=SAP_PARAMETERS =login/failed user_auto_unlock =I =EQ =0 =

AlertMonFun =ALL =ALL =ALL =ALL =SECURITY =1\
=CRITICAL =DEFAULT USERS =R3_Security\
=DEFAULT_USERS = = = = =

AlertMonFun =ALL =ALL =ALL =ALL =SECURITY =1\
=CRITICAL =PRIVILEGED_USERS =R3_Security\
=PRIVILEGED_USERS =All rights for background jobs =I =EQ =ALL =

r3mondisp: the ABAP Dispatcher Monitor

Enable =1/

Disable=0

The SPI for SAP’s ABAP dispatcher monitor, r3mondisp, checks the size, content, and status
of the queues for the different types of SAP work-processes and generates an alert if a queue
becomes so full that it could have an adverse effect on SAP-System performance, or if a low

percentage of work processes are idle.

r3mondisp monitors the queues which belong to the SAP instances defined in the SPI for
SAP’s central configuration file, r3itosap.cfg and allows you to manage SAP performance
issues more pro-actively by avoiding bottlenecks and helping to ensure that the monitored
SAP Systems have enough work processes available to fulfill all user requests, even when

loads are typically very high.

This section contains information about the following topics:
e r3mondisp: Pre-requisites on page 101

e r3mondisp: File Locations on page 102

¢ Integrating r3mondisp with the SPI for SAP Monitors on page 102
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¢ The r3mondisp Configuration File on page 103

r3mondisp: Pre-requisites

If r3mondisp is not able to find either the correct version of the SAP executable dpmon or the
profile of the SAP instance whose queues you want to monitor, it aborts its run, writes an
entry in its log file, and sends a message to the message browser. r3mondisp requires a
version of the dpmon executable, which recognizes the -s[snapshot] option.

To check if the correct version of the dpmon executable is available on the SAP server which
you want to monitor with r3mondisp, log on to the SAP server as user <SID>adm and run the
dpmon command with the -help option. If the command output displays the -s[snapshot]
option as shown in Checking the snapshot option on page 101, you can configure and use the
r3mondisp monitor.

Checking the snapshot option

$>dpmon -help
Usage: dpmon <options>
with the following options:

-pling] check dispatcher with NI ping
-i[nfo] retrieve dispatcher info
-s[snapshot] show info and terminate

-t <trace_level> tracelevel (default:1)
-f <trace_file>] name of the tracefile (default:dev_dpmon)
-T <timeout> network time-out value in ms (default:500)

On both UNIX and Windows operating systems, r3mondisp uses the environment variables
SAPOPC_DPMON_PATH_ <s1D> and SAPOPC_PROFILE_<SID>_<InstNr> to determine
the location of dpmon and the SAP instance profile respectively. If the variables are not set,
r3mondisp uses the registry on Windows operating systems to determine the path to dpmon
and the profile-file for the monitored SAP instances.

On UNIX operating systems, r3mondisp does not require any special interface to determine
the location of dpmon or the profile-file for the monitored SAP instances: it assumes they are
in the default SAP location. If you know the profiles files are not in the default location, or the
name of the profile does not follow standard SAP naming conventions, you must indicate this
in the r3mondisp. cfg configuration file. The standard naming convention for an SAP profile
is:

<SID>_[D|DVEBMGS]<SysNr>_<hostname>

For more information about the contents of the r3mondisp configuration file, see The
r3mondisp Configuration File on page 103.
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r3mondisp: File Locations

The SAP System-security monitor r3mondisp uses the files listed in this table.
Table 21 r3mondisp Files

File Description

r3mondisp (.exe) |Executable for the ABAP Dispatcher-queue monitor

r3mondisp.cfg Configuration file for the ABAP dispatcher-queue monitor.

r3mondisp.log File used to store trace data collected by the ABAP
dispatcher-queue monitor.

Integrating r3mondisp with the SPI for SAP Monitors

To prevent the SPI for SAP itself causing excessive and unnecessary load on the SAP System
at critical times, you can configure the SPI for SAP’s ABAP-dispatcher monitor r3mondisp to
work together with the other SPI for SAP monitors so that the monitors check the status of
the ABAP dispatcher and establish how full the dispatcher queues are before requesting a
work process. SPI for SAP monitors require a dialog work process to logon to SAP. To enable
this integration feature, use the EnableDPQueueCheck keyword in the configuration file for
the SPI for SAP monitor, which you want to configure to check the dispatcher status before
starting.

For example, if you want the CCMS monitor, r3monal, to check the status of the ABAP
dispatcher before r3monal starts its monitor run, configure the EnableDPQueueCheck
keyword in the file r3monal.cfg, as illustrated in Checking the ABAP Dispatcher Before
Startup on page 102. If r3monal’s request for a work process violated a threshold for dialog
work processes defined in the r3mondisp.cfg configuration file, the r3monal monitor would
not start its monitor run; it would send a message to the message browser indicating the
reason why it did not start. You should consider using this feature where SAP System
performance could be further compromised as a result of a request for an additional dialog
work process by a SPI for SAP monitor.

) r3mondisp is not affected by the thresholds defined for the EnableDPQueueCheck keyword;
r3mondisp continues to work normally even if other monitors do not start as a result of a lack
of available dialog work processes.

Checking the ABAP Dispatcher Before Startup

# EnableDPQueueCheck hostname SAP SAP Enable =1
# System Number Disable=0
#

EnableDPQueueCheck =ALL =ALL =ALL =1

For more information about the EnableDPQueueCheck keyword, see Enable DP Queue Check
on page 54.
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The r3mondisp Configuration File

The r3mondisp monitor’s configuration file allows you to use the keywords listed in this
section to configure r3mondisp to meet the requirements of your particular SAP environment.
Excerpt from a r3mondisp Configuration File on page 104 shows an excerpt from the
r3mondisp monitor’s default configuration file.

) If you configure the SPI for SAP monitors to check the status of the ABAP dispatcher before
starting their monitor run, make sure they can see and read a valid r3mondisp.cfg
configuration file. The monitors require the information stored in this file and will not start if
they cannot find it.

You can use the following keywords in the SPI for SAP r3mondisp configuration file. For more
information about allowed values for the parameters in the following list, see The SPI for SAP
Monitor-Configuration File on page 45.

e TraceLevel

Set the trace level for r3mondisp when it runs on the specified SAP server. The
TraceLevel keyword accepts the following parameters:

TraceLevel =<hostname> =<TraceLevel>
e TraceFile

Set the name of the trace file, which r3mondisp uses to log entries. The TraceFile keyword
accepts the following parameters:

TraceFile  =<hostname>  =<filename> =<TraceMode> =<TracePeriod>
e DPQueueCheck

Manages the pro-active monitoring of the ABAP dispatcher. If more than one threshold
matches for the same managed node and the same work-process, r3mondisp only sends
the message with the highest severity. The DPQueueCheck keyword accepts the following
parameters:

DPQueueCheck =<hostname> =<SID> =<InstanceNr> \ =<disable/enable>\
=<0VO Msg Group> =<0VO Msg Object> =<0OVO Severity> \
=<WP-Type> =<Idle/Queue> =<Percentage idle/full>

Since the status of queued work-process is, generally speaking, more important than the
status of idle work processes of the same work-process type, we recommend that the
severity level assigned to messages concerning queued work processes is higher than the
severity level you associate with messages about idle work processes. For example, you
can assign the severity level Warning to messages about idle work processes and Critical
to messages about queued work processes.

For more information about required parameters, see The SPI for SAP
Monitor-Configuration File on page 45.

e DisableMonitoringWithSeverity

Specify which r3mondisp message severity should trigger the disabling of integrated SPI
for SAP monitors to prevent the monitors increasing loads unnecessarily by requesting
additional dialog work processes from the SAP Systems, whose dispatcher you are
monitoring with the SPI for SAP. The DisableMonitoringWithSeverity keyword accepts
the following parameters:

DisableMonitoringWithSeverity =<hostname> =<SID> \
=<InstanceNr> =<Severity>
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For more information about the required parameters, see The SPI for SAP
Monitor-Configuration File on page 45.

The DisableMonitoringWithSeverity keyword must be used in conjunction with keywords
DPQueueCheck, which you configure in the r3mondisp.cfg file, and
EnableDPQueueCheck, which you define in the configuration file of the SPI for SAP
monitor you want to integrate with r3mondisp. For more information about the keyword
EnableDPQueueCheck, see Enable DP Queue Check on page 54.

e InstanceProfilePath

The path to the profile-configuration file for an SAP instance whose dispatcher you want
to monitor; the InstanceProfilePath keyword accepts the following parameters:

InstanceProfilePath =<hostname> =<SID> =<InstanceNr> \ =<path>

For more information about the required parameters, see The SPI for SAP
Monitor-Configuration File on page 45.

Excerpt from a r3mondisp Configuration File on page 104 shows how to configure r3mondisp
to send a warning message to the message browser if less than 15 percent of the total
allocated dialog work processes for all SAP clients in all the SAP instances monitored by the
SPI for SAP are idle.

Excerpt from a r3mondisp Configuration File

# TraceLevel hostname only error messages=1 info messages=2 debug
messages=3

# Disable=0

TraceLevel =ALL =0

# ________________________________________________________________________
# TraceFile hostname filename TraceMode TracePeriod
# (a=append/w=create (default)) (in mins)
TraceFile =ALL =r3mondisp.log =w =60

# ________________________________________________________________________
#InstanceProfilePath =<host> =<SID> =<InstanceNr> =<Path>

#

InstanceProfilePath =ALL =ALL =ALL =default

# ____________________________________________________________

#DisableMonitoringWithSeverity=<host>=<SID>=<InstanceNr>=<Severity>
#

DisableMonitoringWithSeverity=ALL=ALL=ALL=WARNING

Excerpt from a r3mondisp Configuration File on page 104 also shows how to use the keyword
DisableMonitoringWithSeverity to configure r3mondisp to prevent SPI for SAP monitors
from starting if the start up requires a dialog work process (for example, to logon to SAP) and
the allocation of that work process would violate a threshold for idle dialog work processes
defined in the configuration file and, as a result, generate a message with the severity
“warning” or higher.
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Note that you have to use the EnableDPQueueCheck keyword to configure each individual
SPI for SAP monitor that logs on to SAP to check the dialog work-process queue before
starting its run. For more information about the keyword EnableDPQueueCheck, see Enable
DP Queue Check on page 54.

The J2EE (Web AS Java) Monitor

Monitoring the SAP J2EE Engine is essential if you want to manage your SAP environment
effectively, since the combination of Java technology and the J2EE infrastructure is the base

on which new SAP components such as the SAP Enterprise Portal or Exchange Infrastructure
(XI) are built.

This section contains information about the following topics:
e J2EE Monitor: Enabling CCMS Alerts on page 105

e J2EE Monitor: Configuration Pre-requisites on page 106
¢ Configuring the SPI for SAP J2EE Monitor on page 107

J2EE Monitor: Enabling CCMS Alerts

To enable the SPI for SAP to monitor the J2EE engine, you configure r3monal, the CCMS
alert monitor, to monitor alerts in SAP generated by the J2EE and XI monitors. Monitoring
Alerts from CCMS Monitor Sets on page 105 shows how to use the CCMSMonitorSet keyword
in the r3monal . cfg configuration file to define which CCMS alerts to monitor and use to

send messages to HPOM.

Monitoring Alerts from CCMS Monitor Sets

# _____________________________________________________________
# Monitor Set SAP SAP Monitor Set Monitor

# System Number

CCMSMonitorSet =ALL =ALL =HP OV SAP-SPI =J2EE Monitoring
CCMSMonitorSet =ALL =ALL =HP OV SAP-SPI =XI Monitoring

# _____________________________________________________________

Note that both the CCMS monitors (J2EE Monitoring/XI Monitoring) and the CCMS monitor
set (HP OV SAP-SPI) shown in Monitoring Alerts from CCMS Monitor Sets on page 105 are
automatically created when you apply the SPI for SAP transports to SAP. For more
information about the contents of the SPI for SAP transports, see the transport README file,
which you can find in the following location on the HPOM management server after the
installation of the SPI for SAP bits:

/opt/0V/1lbin/sapspi/trans/readme

By default, the SPI for SAP monitor for Web AS Java allows you to monitor alerts from the
following areas:

e J2EE Kernel

Information about the registered managers such as the Connections Manipulator, the
Locking Manager, or the Application Threads Pool. These managers provide the core
functionality of the SAP J2EE Engine; it is essential to know if one of these managers is
not working correctly since any malfunction could prevent the J2EE Services from
working properly.
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J2EE Services

Information about J2EE services such as the Connector Service, Transaction Service, or
Web Service, which form the second level of the SAP System after the SAP Java Runtime
Environment. The SPI for SAP's CCMS alert-monitor tree gives you an overview of the
health of important services in the J2EE Engine.

SAPCCMSR Availability

Information about the availability of all registered and installed SAP CCMS agents
within the SAP NetWeaver environments you are monitoring with the SPI for SAP.

GRMG Monitoring

Information about the availability of the different Web AS Java instances configured in an
SAP NetWeaver environment. Using heartbeat monitoring, you can monitor the status
and accessibility of the SAP J2EE Engines within your SAP NetWeaver environment
including the Web components such as: the EJB container (for Enterprise JavaBeans), the
Java Connector (JCo), P4 services for managing communication between remote Java
objects, the Java Servlet engine, and HTTP services.

Note that SAP’s internal GRMG monitor does not enable monitoring of the SAP J2EE
Engine by default. If you want to use the GRMG monitor, you will need to enable the
CCMS monitors (such as heartbeat polling or Web Dynpro) so that CCMS alerts are
generated, which the SPI for SAP CCMS alert monitor can use to send messages to the
message browser.

J2EE System

Information about the J2EE system is now included as a separate CCMS-monitor node
which collects information for both the dispatcher and the server. The SPI for SAP's
CCMS alert-monitor tree gives you an overview of the health of important services in the
J2EE Engine.

J2EE Monitor: Configuration Pre-requisites

If you want to use the SPI for SAP’s J2EE monitor to manage the SAP J2EE environment,
make sure that your environment meets the following pre-requisites:

J2EE

Install, register with the -j2ee option, and start the CCMS agent for J2EE on each J2EE
6.40 (or later) engine, which you want to monitor with the SPI for SAP. The SAP CCMS
agent must report to an SAP Web AS ABAP version 6.40 (or higher).

For more information about installing and configuring the CCMS agent, refer to the SAP
product documentation, for example: CCMS Agents: Features, Installation, and Operation.

SPI for SAP Transports

The new SPI for SAP transports include the J2EE and security CCMS monitors, which
you must apply to each of the SAP 6.40 (or later) Systems, to which the SAP CCMS agent
monitoring the J2EE Engine reports.

For more information about applying the SPI for SAP transports, refer to the HP
Operations Smart Plug-in for SAP Installation and Configuration Guide.

CCMS Agents
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The CCMS agents ensure that CCMS alerts are reported in ABAP, where the SPI for SAP
can intercept them. Make sure that the CCMS agent for J2EE is running on each J2EE
Engine which you want to monitor with the SPI for SAP. This is especially important if
multiple instances of the J2EE Engine are running in a stack.

SPI for SAP Monitors

The SPI for SAP monitors and their configuration files must be available for distribution
to the SAP Systems, whose J2EE Engines you want to monitor.

Configuring the SPI for SAP J2EE Monitor

This section explains how to configure the SPI for SAP to monitor the J2EE engine. To
configure the SPI for SAP to monitor the SAP J2EE engine:

1

Make sure that the CCMS agent for J2EE is running on each J2EE Engine which you
want to monitor with the SPI for SAP. This is especially important if multiple instances of
the J2EE Engine are running in a stack.

Apply the new SPI for SAP transports to the SAP System hosting the J2EE Engines you
want to monitor; the new SPI for SAP transports include the J2EE and security monitors.

Edit the monitor-set section of the r3monal . cfg configuration file and enable the
monitoring of the J2EE monitor sets, by removing the leading hash (#) from the
appropriate lines, as illustrated in Monitoring Alerts from CCMS Monitor Sets on
page 105.

Enable the CCMS alerts for J2EE, which you want to monitor with r3monal. You enable
CCMS alerts by checking the CCMS monitors in the CCMS monitor sets for J2EE, as
illustrated in Monitoring Alerts from the J2EE Engine on page 107. For more information
about which CCMS alerts you need to enable for J2EE, see J2EE Monitor: Enabling
CCMS Alerts on page 105.

Figure 11 Monitoring Alerts from the J2EE Engine
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The Enqueue-Server Monitor

The combination of a stand-alone enqueue server and replication server running on separate
hosts forms the basis of a high-availability enqueue solution for SAP WebAS; separating
essential services avoids the necessity of replicating the entire central instance in a
high-availability environment and makes the SAP System faster and more efficient. In a
high-availability environment, the failover of a stand-alone enqueue server does not lose any
lock data or require you to reset locks when the enqueue server restarts.

If your System runs a stand-alone enqueue server, you can use the SPI for SAP’s CCMS-alert
monitor, r3monal, to monitor CCMS alerts relating to the status of the stand-alone enqueue
server and configure r3monal to send messages to the HPOM message browser when
problems occur that require urgent attention. This section contains information about the
following topics:

e Enqueue Server: Enabling CCMS Alerts on page 108
e Enqueue Server: Configuration Pre-requisites on page 109

e Enqueue Server: Configuring the Enqueue-Server Monitor on page 109

Enqueue Server: Enabling CCMS Alerts

To enable the SPI for SAP to monitor a stand-alone enqueue server, you configure r3monal,
the SPI for SAP’s CCMS alert monitor, to monitor alerts in SAP generated by the CCMS
monitor Standalone Enqueue Server Monitoring. Monitoring Enqueue Alerts in CCMS on
page 108 shows how to use the CCMSMonitorSet keyword in the r3monal.cfg configuration
file to define which CCMS alerts to monitor and use to send messages to HPOM.

Monitoring Enqueue Alerts in CCMS

# ____________________________________________________________________________
# Monitor Set SAP SAP Monitor Set Monitor

# Sys. Num.

CCMSMonitorSet =SP6 =00 =HP OV SAP-SPI =Standalone Enqueue Server
Monitoring

# ____________________________________________________________________________

By default, the SPI for SAP monitor for stand-alone enqueue servers allows you to monitor
alerts from the following areas:

¢ Enqueue-Server Status

Information about the status and availability of the current enqueue server, for example,
whether the enqueue server is available or running, whether a connection to a replication
server exists, and whether replication is active, on hold, or disabled, and so on.

¢ Enqueue Replication-Server (ERS) Status

Information about the status and availability of the current enqueue-replication server,
for example: whether the server is enabled, has acquired the replication table, is
connected to the enqueue server, and so on.
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Enqueue Server: Configuration Pre-requisites

If you want to use the SPI for SAP to monitor a stand-alone enqueue server running in a
high-availability cluster, make sure that your environment meets the following pre-requisites:

e SPI for SAP Transports

The new SPI for SAP transports include the enqueue-server CCMS monitor, which you
must apply to each of the SAP Systems, to which the SAP CCMS agents report.

For more information about applying the SPI for SAP transports, refer to the HP
Operations Smart Plug-in for SAP Installation and Configuration Guide.

e CCMS Agents

The CCMS agents ensure that CCMS alerts are reported in ABAP, where the SPI for SAP
can intercept them. Make sure that the CCMS agents are available on all the physical
hosts in the high-availability cluster, where the stand-alone enqueue server that you want
to monitor runs, that is: on both primary and backup nodes.

e SPI for SAP Monitors

The SPI for SAP monitors and their configuration files must be available for distribution
to the SAP Systems, whose stand-alone enqueue server you want to monitor.

Enqueue Server: Configuring the Enqueue-Server Monitor

This section explains how to configure the SPI for SAP to monitor CCMS alerts generated by
a stand-alone enqueue server, which is running in a WebAS high-availability environment. To
configure the SPI for SAP to monitor the stand-alone enqueue server, perform the following
steps:

1 Make sure that the CCMS agents are running on each physical host system in the
high-availability environment on which the stand-alone enqueue server runs and which
you want to monitor with the SPI for SAP.

2 Edit the monitor-set section of the r3monal.cfg configuration file and enable the
monitoring of the stand-alone enqueue-server monitor sets, for example: Standalone
Enqueue Server Monitoring as illustrated in Monitoring Enqueue Alerts in CCMS on
page 108.

3 Enable the CCMS alerts for the stand-alone enqueue server, which you want to monitor
with r3monal. You enable CCMS alerts by checking the CCMS monitors in the CCMS
monitor sets for the Enqueue service, as illustrated in Figure 12 on page 110.
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Figure 12 Enabling CCMS alerts for the Enqueue Server Instance
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The SAP Enterprise-Portal Monitor

The SAP Enterprise Portal provides a secure and stable web interface that gives users global
access to the information, applications, and services that they need to work effectively in the
SAP landscape. The SPI for SAP allows you to monitor critical aspects of the Enterprise
Portal such as availability, response times, configuration, and performance.

If your SAP System provides users with an Enterprise Portal, you can configure the SPI for
SAP’s CCMS-alert monitor, r3monal, to monitor CCMS alerts relating to the portal’s status
and send messages to the HPOM message browser when problems occur that require urgent
attention. You can also use the SPI for SAP to collect and correlate performance and
availability data and display the correlated data in service reports for more convenient
viewing. This section contains information about the following topics:

e Enterprise Portal: Enabling CCMS Alerts on page 110
e Enterprise Portal: Configuration Pre-requisites on page 111

e Enterprise Portal: Configuring the Portal Monitor on page 112

Enterprise Portal: Enabling CCMS Alerts

To enable the SPI for SAP to monitor an instance of the Enterprise Portal, you configure
r3monal, the SPI for SAP’s CCMS alert monitor, to monitor alerts in SAP generated by the
CCMS monitors J2EE Monitoring. Monitoring Enterprise-Portal Alerts in CCMS on

page 110 shows how to use the CCMSMonitorSet keyword in the r3monal . cfg configuration
file to define which CCMS alerts to monitor and use to send messages to HPOM.

Monitoring Enterprise-Portal Alerts in CCMS

# ____________________________________________________________
# Monitor Set SAP SAP Monitor Set Monitor
# Sys. Num.
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CCMSMonitorSet =ALL =ALL =HP OV SAP-SPI =J2EE Monitoring

By default, the SPI for SAP monitor for the Enterprise Portal allows you to monitor alerts
from the following areas:

Enterprise-Portal Status

You can monitor information concerning the status and availability of the Java- or
HTTP-based components of the Enterprise Portal. Java-based components include: the
EJB container (for Enterprise JavaBeans), the Java Connector (JCo), P4 services for
managing communication between remote Java objects, the Java Servlet engine, and Java
Web services; HTTP-based components include all HTTP services.

Enterprise-Portal Performance

You can monitor information concerning the performance of the Enterprise Portal, for
example: request response times, request demand over time, the number of component
calls per request, the average amount of outbound data per request, and so on.

Enterprise-Portal Configuration

You can monitor the information that is available concerning configuration parameters for
Enterprise Portal components such as the portal runtime (PRT) and the portal content
directory (PCD), for example: thread and connection pool size, security settings, cache
length and validity times.

Enterprise Portal: Configuration Pre-requisites

If you want to use the SPI for SAP to monitor an instance of the Enterprise Portal, make sure
that your environment meets the following pre-requisites:

SPI for SAP Transports

The new SPI for SAP transports include the Enterprise-Portal monitor; you must apply
the new transports included in the transport file SAPSPI_CCMS_Monitors.car to each of
the SAP Systems, to which the SAP CCMS agents report.

For more information about applying the SPI for SAP transports, refer to the HP
Operations Smart Plug-in for SAP Installation and Configuration Guide.

CCMS Agents

The CCMS agents ensure that CCMS alerts are reported in ABAP, where the SPI for SAP
can intercept them. Make sure that the CCMS agents are available on the machine
hosting the instance of the J2EE engine on which the Enterprise Portal that you want to
monitor is running. Note that, if the TREX component (for search and classification
functionality) is running on a different system, you will have to make sure the CCMS
agents are running there, too.

Java-Application Response-Time Measurement

To collect performance-related data from J2EE applications and components, you must
enable Java-application response-time measurement (JARM) functionality. Note that
JARM is enabled by default and maps all collected data to CCMS automatically; the J2EE
engine’s Network Administrator (NWA) displays the JARM status.

Generic Request and Message Generator (GRMG)
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To monitor the availability of the Enterprise Portal in SAP, you need to customize the
GRMG configuration files and upload the modified configuration files to the CCMS agent;
the J2EE engine’s Network Administrator (NWA) displays example XML files that are
available for modification and upload to CCMS, as illustrated in Figure 27 on page 270.
You can also use the transaction GRMG to display a list of active GRMG configuration
scenarios that are available in the SAP central monitoring system.

) If you want to monitor system availability with the GRMG, you must assign and
configure one SAP system as the central monitoring system (CEN) in your SAP
landscape. For more information about setting up a CEN in SAP, see the SAP
documentation; for more information about using the SPI for SAP to monitor the
CEN, see Monitoring CCMS Alerts in the CEN on page 266.

Performance Agents

Either the HP Software Embedded Performance Component(CODA) or the HP
Performance Agent and, in addition, the SPI for SAP R/3 Performance Agent must be
running on the system hosting the Enterprise Portal you want to monitor. For more
information about the SPI for SAP’s performance monitor for the SAP Enterprise-Portal,
see EP_PERF on page 226. Note that the SPI for SAP uses the performance data collected
by EP_PERF to generate service reports.

SPI for SAP Monitors

The SPI for SAP monitors and their configuration files must be available for distribution
to the SAP Systems, whose Enterprise Portal you want to monitor.

Enterprise Portal: Configuring the Portal Monitor

The information in this section explains how to configure the SPI for SAP to monitor CCMS
alerts generated by the Enterprise Portal. To configure the SPI for SAP to monitor an instance
of the Enterprise Portal:

1

Make sure that the CCMS agents are running on the system hosting the Enterprise
Portal services that you want to monitor with the SPI for SAP.

) If you configure the TREX server to run on a separate host, you will need to make
sure that CCMS agents are also running on the system hosting the remote TREX
server and that CCMS alerts relating to search-and-classification functionality
appear in ABAP.

If you have not already done so as part of the installation of the SPI for SAP, import the
transport from SAPSPI_CCMS_Monitors.car file on each of the SAP Systems hosting
the J2EE engine underlying the Enterprise Portal you want to monitor with the SPI for
SAP; the SAPSPTI_CCMS_Monitors.car transport file contains the CCMS monitors and
objects that the SPI for SAP requires for EP performance monitoring. For more
information about importing SPI for SAP transports, see the HP Operations Smart
Plug-in for SAP Installation and Configuration Guide.

Enable the Java Application Response-Time Measurement (JARM) functionality for the
Java stack on which the Enterprise Portal is running; JARM allows you to monitor the
availability and performance of the Java components underlying the Enterprise Portal.
Use the J2EE Engine Network Administrator to check the JARM status. JARM is enabled
by default.

The jarm/switch property key enables or disables performance monitoring; the jarm/
comp/level property key allows you to modify the java-component monitor level, for
example: 0 (default), 1, 2, or 3.

Chapter 5



4 To monitor the availability of the web components in the J2EE engine underlying the
Enterprise Portal, you need to customize an instance of the GRMG configuration files and
upload the modified XML files to the CCMS agent. In particular, you need to define the
names of the hosts where the instances of the J2EE engines are running. For more
information about using the SAP Network Administrator to modify GRMG-configuration
files and upload them to SAP’s central monitoring system (CEN), see the SAP
documentation.

Use the transaction GRMG to display a list of active GRMG configuration scenarios that
are already uploaded to (and active in) CCMS.

) It can take up to an hour for the GRMG scenarios that you upload in the Network
Administrator to be transferred to the central monitoring system and started.

5 Edit the monitor-set section of the r3monal.cfg configuration file and enable the
monitoring of both the J2EE monitor set, for example: J2EE Monitoring, as illustrated in
Monitoring Enterprise-Portal Alerts in CCMS on page 110.

6 Enable the CCMS alerts for the Enterprise Portal that you want to monitor with r3monal.
You enable CCMS alerts by checking the CCMS monitors in the CCMS monitor sets for
the Enterprise Portal, as illustrated in Figure 13 on page 114.

Note that the Java-related CCMS alerts are available in the J2EE Services and J2EE
System monitors, which you can find in the J2EE Monitoring CCMS monitor set. For
more information about the SPI for SAP’s J2EE monitor, see The J2EE (Web AS Java)
Monitor on page 105.
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Figure 13 Enabling CCMS alerts for the Enterprise-Portal Instance
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The SAP Security-Audit Monitor

Monitoring security audits is essential if you want to manage your SAP environment
effectively; you can use the security-audit monitor to check what security-related changes
occur in the SAP Systems you are monitoring with the SPI for SAP, who or what is
responsible for the change, and where and when the change occurred. The security-audit
monitor checks for alerts concerning the following events in the SAP System:

Logons

RFC Logons
Transaction Starts
Report Starts

RFC Calls

User Master Records
System

Miscellaneous
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This section explains how to set up SAP’s self-monitoring feature and configure the SPI for
SAP to monitor the alerts the self-monitoring feature generates. The information in this
section helps you understand the following topics:

e SAP Security-Alerts on page 115
e Configuring the Security-Audit Monitor on page 116

SAP Security-Alerts

The SAP security-audit log keeps a record of security-related activities in the SAP System and
stores the information it collects in an audit file on each application server. The audit log uses
filters to determine what information is important enough to record and updates the log at
regular intervals. When an event occurs that matches a configured filter (for example, for an
RFC logon or a transaction start), the audit log generates a message and writes it to the audit
file. At the same time, a corresponding alert appears in the CCMS alert monitor.

You can configure the SPI for SAP to monitor the CCMS alerts logged by the security audit in
any areas of particular interest to you and use the alerts to generate messages, which you can
send to the HPOM message browser. Table 22 on page 115 shows the security areas audited

by the SAP self-monitoring feature; you can monitor all or any of these areas with the SPI for

SPI for SAP Alert Monitors

SAP.
Table 22 SAP Security-Audit Classes

Audit Class Description

Logons An SAP logon or password check failed; an operator
illegally locked or unlocked an SAP user.

RFC Logons An RFC or CPIC logon failed due to user error or an
unauthorized attempt to log on with an illegal user/
password combination.

Transaction Possible unauthorized execution of code in the SAP

Starts System

Report Starts

RFC Calls

User Master A security or licensing issue occurred concerning user

Records records or the inappropriate activation of an
authorization or profile.

System An application server stopped or started; the
security-audit configuration changed.

Miscellaneous A transport request contains source objects, which are
critical for security.
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Configuring the Security-Audit Monitor

Enabling the monitoring of security events audited by SAP’s security-audit feature involves a
number of steps both in SAP and in HPOM; the number and complexity of the steps you have
to perform depends on the version of SAP installed on the SAP System, whose security events
you want to monitor with the SPI for SAP. Figure 14 on page 116 shows what the CCMS
monitor tree looks like when you complete the configuration on the SAP side successfully.

Figure 14 CCMS Monitor Set: Monitoring Security Events

=4 E O
Monitor Edit Goto Views Bdras System Help

@ 2B cee CHB Doos BE 8

HP OV SAP-SPI ( Security Monitoring ) - Maintenance functions OFF

@‘ Current status || Display alerts || Complete alerts || Properties ||E|

View: Open alerts { 27.02.2006 , 13:20:33 )

[Jsecurity Monitoring @&

[Miscellaneous

—ta [Jtcitani3_T64_09 e

—0B []tcpcBs_T64_04 =
—B [Jtcpci21_T64_85 ﬁg,ﬁ’
0= [ tcsun1d_TE4_64 =
0 [ tcsun24_TE4 61 =

L= []System Log Messages @

0@ [ cognac_TE4_02 =

—0a [ pernod_TE4_a7 =

—oa [Jtcaixdi T64 02 =

—0a [Jtcbbnia1_TE4_00 =
_.iLogon [ 58 Alerts ], Logon Failed {Reason = 1, Type = A)
[]RFCLogon [ 28 Alerts ], RFC/CPIC Logon Failed, Reason = 1, Type = R
[JTransactionStart [ 3 Alerts ], Start of transaction RZ231 Tailed (Reason=2)
[]ReportStart
[JRFCCall
[JuserMasterRecords
[systen [ 1 Alert ], Application Server Stopped

6 Alerts ], Password check failed for user DDIC in client 200

I[«1[»]

[0l

[l

L]

A7

To configure the SPI for SAP to monitor the security events logged in the SAP security audit,
perform the tasks described in more detail in the following topics:

1

2
3

Installing the SPI for SAP’s Security-Monitoring Feature on page 116
Configuring the SAP Security Audit on page 117
Enabling CCMS Security Monitoring on page 117

Installing the SPI for SAP’s Security-Monitoring Feature

The number and complexity of the steps you have to perform to enable the

security-monitoring feature in SAP depends on the version of SAP installed on the SAP

System you want to monitor with the SPI for SAP.

For SAP Web AS ABAP version 6.40 and higher, apply the SPI for SAP transport,
SAPSPI_CCMS_Monitors.car, which imports the new, CCMS monitor set automatically

For all supported SAP ABAP versions before 6.40:
— Use transaction RZ20 to activate the SAP maintenance function.

Create a new CCMS monitor set called 'HP OV SAP-SPT'.
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— Create a new CCMS monitor called 'Security Monitoring' and add it to the monitor set
HP OV SAP-SPI.

— Enable the alert classes you want to monitor with the new CCMS monitor
‘Security-Monitoring’. You can enable the complete tree or individual classes, for
example: Logon, or Transaction Start.

For more information about the individual security-audit alert classes you can choose to
monitor, see SAP Security-Alerts on page 115.

Configuring the SAP Security Audit

The information in this section explains how to specify which events the new security-audit
profile monitors, in which SAP client, and relating to which SAP user.

) Before enabling the security-audit feature in SAP, review SAP OSS note 429343, which
addresses SAP performance issues associated with the activation of the security-audit
feature.

1 Use transaction SM19 to create, customize, and activate a new profile for a security-audit.

To reduce administrative overhead, you can set up a system-wide profile which will
monitor only the most important and critical security events, for example: critical
SAP-logon events or important RFC-function calls.

) Remember to check the Filter active option when configuring filter options.

2  Test the new profile for a security-audit.

You can test the activated profile by logging on to SAP with a false user/password
combination. If you want to review the audit log, too, use transaction SM20.

3 Set up the SAP job REORG to maintain the security-audit logs:

The security audit writes logs to the file system which very quickly fills up if you do not
implement a REORG job using the SAP report RSAUPURG. Transaction sM38 allows you
to create a variant of the RSAUPURG report, which meets the needs of your environment.
For example, you can arrange to delete logs which are more than ten days old.

Enabling CCMS Security Monitoring

The information in this section explains how to enable r3monal to monitor the generation of
CCMS alerts in SAP and in particular the alerts, which concern security-related events. After
configuring r3monal to monitor security-related CCMS alerts, you also have to enable the
SAP Security Monitoring monitor in CCMS and, in addition, the corresponding MTE’s
(monitor tree elements) of interest, for example: Logon, ReportStart, and so on.

) The SPI for SAP creates the CCMS monitor “Security Monitoring” when you apply the SPI for
SAP transport SAPSPI_CCMS_Monitors.car to SAP 6.40 Systems and higher, whose
security events you want to monitor with the SPI for SAP. For older SAP versions, you have
to create the CCMS monitors and monitor sets manually.

Monitoring Audit Alerts from CCMS Monitor Sets on page 118 shows an excerpt from the
r3monal monitor’s configuration file. The CCMSMonitorSets keyword allows you to define the
CCMS alert monitor set and CCMS alert monitors created by the SPI for SAP. In the example
shown, you configure r3monal to monitor security-audit alerts for all SAP Systems known to
the SPI for SAP using the CCMS alert monitor set “HP OV SAP-SPI” and the CCMS alert
monitor “Security Monitoring”.
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Monitoring Audit Alerts from CCMS Monitor Sets

# _____________________________________________________________

# Monitor Set SAP SAP Monitor Set Monitor

# System Number

CCMSMonitorSet =ALL =ALL =HP OV SAP-SPI =Security \
Monitoring

# _____________________________________________________________

For more information about enabling CCMS alerts, see r3monal: CCMS Monitor Sets on
page 72.

718 Chapter 5



6 The SPI for SAP Alert-Collector Monitors

This chapter describes the alert-collector monitors controlled by r3moncol and explains how
to configure and use them.

Introducing r3moncol and the Alert-Collector MONITORS

The SPI for SAP uses the one, single alert collector r3moncol to collect alerts from a number
of additional SAP NetWeaver alert monitors. Each of the alert monitors listed in this section
takes its name from the nature of alerts it monitors. For example, the r3mondmp alert-collector
monitors ABAP dumps. The SPI for SAP groups the tasks that each monitor performs
according to alert types. For example, the alert type IDOC_CURRENT_STATUS helps the
r3monale monitor determines the current status of iDOCs in an SAP System.

You specify monitoring parameters at the alert-type (rather than alert-monitor) level. For
example, you could use the parameter =CHECK_INBOUND to limit the range of the alert
type IDOC_CURRENT_STATUS so that it checks the status of inbound iDOCs only.

This section contains information about the following topics:
e Configuring the SPI for SAP Alert-Collector Monitors on page 121
e The Alert-Collector Monitor Configuration Files on page 128

The following list shows which alert-collectors are available to r3moncol and gives a short
description of each monitor’s scope. For more detailed information about the alert types
associated with each alert monitor as well as the parameters you can use to configure them,
see the appropriate sections and tables later in this chapter:

e r3monaco - Monitoring the TemSe file on page 198

To save runtime costs, a report now replaces the Temporary Sequential File (TEMSE)
monitor. See Monitoring the TemSe file on page 198 for more details.

e r3monale: The iDOC-Status Monitor on page 136

The iDOC Status monitor checks the status of the iDOCs present in the SAP NetWeaver
Systems configured in your SAP Landscape. r3monale generates an alert when a defined
threshold for the number of iDOCs with a given status is exceeded.

e r3monchg: The System-Change-Option Monitor on page 143

The SYSTEM CHANGE OPTION monitor checks for the occurrence of SAP System
change options.

e r3moncts: The Correction and Transport System Monitor on page 148

The CORRECTION and TRANSPORT SYSTEM monitor checks the correction and
transport system for important transport requests, tasks and objects. It generates an alert
according to the specifications you define.

e r3mondmp: The ABAP-Dump Monitor on page 157
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The ABAP Dump monitor detects ABAP dumps which occur in the SAP System. The
cause of the dump can be identified from the details which the message gives and used to

determine any corrective action, which you need to take.
r3monjob: The Job-Report Monitor on page 159

The JOBREPORT monitor checks for jobs that:

— exceed a specified run time

— do not run as long as they are expected to run

— do not start within a specified time frame

— are aborted

r3monlck: The Lock-Check Monitor on page 167

The LOCK_CHECK monitor references the SAP NetWeaver Enqueue process which
manages logical locks for SAP NetWeaver transactions and reports on obsolete locks. An

obsolete lock is a lock which is older than the time period you specify.
r3monoms: The Operation-Mode Monitor on page 169
The OPERATION MODE monitor detects when:

— a scheduled operation mode switch has occurred later than the time specified

— a scheduled operation mode switch has not occurred at all

) Changes in SAP mean there are no operation-mode-switch errors to monitor in WebAS 7.0/
Netweaver04s (kernel 7) environments.

120

r3monrfc: The RFC-Destination Monitor on page 172

The SAP-RFC monitor checks RFC destinations in an SAP environment:
— the status of connections

— the availability of connections

r3monspl: The Spooler Monitor on page 175

The SPOOLER monitor checks:

— the number of spool entries

— the number of erroneous spool requests in a specified range

— spool entries with state ERROR for specified printers

r3montra: The Transport Monitor on page 178

The TRANSPORT monitor checks the following parts of the transport system:

— the status of exports and imports

— confirmed and unconfirmed repairs

— performs a ping of the specified system

— checks the TP interface

r3monupd: The Update Monitor on page 184

The UPDATE-alert monitor checks:

— if an SAP user or the SAP System stops an update
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— if update errors have occurred
¢ r3monusr: The SAP-User Monitor on page 186

The USER monitor specifies the number of users which would trigger an alert, using SAP
transaction SM04 as reference

e r3monwpa: The Work-Process Monitor on page 188
The WORKPROCESS monitor performs the following checks on work processes:

— monitors their status and reports any processes that are running in debug, private or
no-restart modes

— compares the number of configured work processes with the number of work process
actually running

— checks the number of expected work processes waiting and the number of expected
work processes running for each work process type

Configuring the SPI for SAP Alert-Collector Monitors

You can use the alert-collector monitors to define a series of monitoring tasks within SAP
NetWeaver, for example, checks on SAP NetWeaver processing modes, SAP NetWeaver
dumps, or the availability of SAP NetWeaver work processes. The alert-collector monitors
ensure that each defined alert-collector configuration is executed on a regular basis and
reports any messages that come back from the called function. For more information about
the contents of the individual alert-collector monitor configuration files, see The
Alert-Collector Monitor Configuration Files on page 128.

Report Types for the Alert-Collector Monitors

Each of the alert monitors use one of two reporting types.
¢ Time Frame

Time-frame monitors use a defined time range as their measurement base. For example,
the r3monjob alert monitor uses a time frame which compares the time from the last
monitor run with the configured start date and time of a batch job.

e Snapshot

Snapshot monitors use one moment of time as their measurement base. For example, the
r3monlck (LOCK_CHECK) monitor uses the moment the monitor runs to generate an
alert indicating that a lock is “old”, whenever the age of the lock exceeds a defined time
span. The snapshot type is dynamic and can run continuously because the alerts can be
generated without being confined to a specific time frame.

The SPI for SAP Alert-Collector Monitors 127



































































































































































































































































































































































































r3status monitor reports

configuring remote monitor, 94 service

environment variables, 91 gathering data, 384

file locations, 91 generating, 376

polling frequency, 90 generating in SPI for SAP, 384
report type, 90 installing in SPI for SAP, 374

metrics, 385

R/3 configuration status, 36 5 ¢
removing in SPI for SAP, 387

R/3 Instances service, 390 SAP R/3 metrics, 385
R/3 Process Log, 35 upgrading in SPI for SAP, 374
R/3 Service Discovery, 394 viewing in SPI for SAP, 376, 385

report type
r3status, 90

ReportTypes for the Alert Monitors, 121

Remote Monitoring
r3monal monitor, 78

Remote monitoring

with r3monsec, 99 ReportTypes for the r3moncol Alert Monitors, 121
remote monitoring REQUEST _CREATED, 150
r3monale monitor, 137 REQUEST RELEASED, 151

r3monchg monitor, 144
r3moncts monitor, 149
r3mondmp monitor, 158
r3monjob monitor, 161 RFC-destination Monitor, 172

r3monlck monitor, 168 RFC FUNCTION Alert Class
r3monoms monitor, 171 with r3perfagent, 220

r3monrfc monitor, 173
r3monspl monitor, 176 RFCONNECT, 183

r3montra monitor, 179 RFC Parameter, 49, 130

r3monupd monitor, 185 RFCTimeOut for Alert Monitors, 57, 78
r3monusr monitor, 187

r3monwpa monitor, 190

with the alert-collector monitor, 126

RFC connection
tracing, 423

roll/paging messages
disabling in SAP R/3, example, 246

with the alert-collector monitors, 126 Run Interval
with the Alert Monitors, 43 for alert monitors, 69
with the performance monitor, 215 for r3moncol alert-collector monitors, 122
with the r3status monitor, 94 RZ03 transaction. 33
Remote Monitoring for r3perfagent configuration, R704 transaction. 33
219 ’

RZ06 transaction, 33

RemoteMonitoring keyword, 56, 93, 129 ]
RZ10 transaction, 33

remote monitoring with r3moncol alert monitors,
126

removing S
SPI for SAP R/3 Performance Agent, 241 Sample
SPI for SAP service reports, 387 Trace File, 36
REPAIR, 182 SAP_ICMSTAT_PERF Performance metrics, 386

SAP_STATRECS_PERF Performance metrics, 386
SAP_SYSUP_PERF Performance metrics, 386
SAP_USER_PERF Performance metrics, 386
SAP_WLSUM_PERF Performance metrics, 386

SAPBUFFER_PERF Performance metrics, 223, 230,
386

SAPCCMSR Availability
monitoring in J2EE (Web AS Java), 106
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service
batch, 391
batch WP, 392
database, 391
dialog, 391
dialog WP, 392
environment, 391
gateway, 392
interface, 391

SM36 transaction, 33
SM39 transaction, 33
SM50 transaction, 33
SM51 transaction, 33
SM63 transaction, 33
SMGW transaction, 33
SMX transaction, 33

line of business (LOB), 392 Snapshot Monitor Type, 121
memory management, 391 ’

message, 392 Solution Manager
network, 391 Integration with SPI for SAP, 250

operating system, 391 pre-requisites, 250

R/3 instances, 390 SPI for SAP
SAP R/3, 390 Golden Metrics, 401
spool, 391 Solution-Manager integration, 250
spool WP, 392 pre-requisites, 250
update, 391 SPI for SAP R/3 Performance Agent
update WP, 392 installing, 206
service configuration file, 389 removing, 241
ServiceNavigator, 389 SPOOL_ENTRIES_RANGE, 176
service report, 373 SPOOL_ERROR_RANGE, 177
Service Reporter, 373 SPOOL_PERF Performance metrics, 232
service reports SPOOLER Monitor, 175

gathering data, 384

generating, 376 Spool service, 391

generating SPI for SAP, 384 Spool WP service, 392
installing SPI for SAP, 374, 384 ST03 transaction, 33
metrics, 385 START_PASSED, 165

removing SPI for SAP, 387

: condition in job monitor, 159, 169
SAP R/3 metrics, 385

upgrading SPI for SAP, 374 STATRECSTPERF
viewing SPI for SAP, 376, 385 configuring, 234
Services STATRECS_PERF Performance metrics, 223, 233
J2EE Status monitor, 90
monitoring in Web AS Java, 106, 108, 111 status of SAP
service view, 389 reporting with r3status, 93
setting thresholds, 248 Status R/3 Config, 36
SeverityCritical, 79 SyncBack

severity level synchronize schedule of r3perfagent, 218

changing, 246 synchronization

schedule for r3perfagent configuration, 218

schedule SyncBack for r3perfagent
configuration, 218

Severity Major, 132
Severity Minor, 132

SeverityNormal, 79 Syslog, 33
SeverityNull, 79 Syslogld Parameter, 50
SeverityWarning, 79 Syslog Msg, 33

SMO04 transaction, 33 System

SM21 transaction, 33 J2EE

monitoring in Web AS Java, 106
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SYSTEM CHANGE Monitor, 143
SYSUP_PERF Performance metrics, 223, 235

T
TASK_CREATED, 153
TASK RELEASED, 153

Temporary Sequential File
see TEMSE, 198

TEMSE
Monitoring the file, 198
report, 198

threshold
performance alert, 249

thresholds in SAP R/3, 248
Time Frame monitor type, 121
TPTEST, 184

trace
file for Alert-Monitor configuration, 58, 92, 103
file for r3moncol configuration, 129
level for Alert-Monitor configuration, 59, 80, 92,
103
level for r3moncol configuration, 128
level for r3perfagent configuration, 217

tracefile
alert-monitor list, 60

TraceFile keyword
for r3moncol alert collectors, 128

TraceLevel keyword
for alert monitors, 59
for r3moncol alert collectors, 128

TRANS, 180

transaction

DBO02, 33
RZ03, 33
RZ04, 33
RZ06, 33
RZ10, 33
SE92, 33
SMO04, 33
SM21, 33
SM36, 33
SM39, 33
SM50, 33
SM51, 33
SM63, 33
SMGW, 33
SMX, 33
ST03, 33

troubleshooting
access to SAP front end, 422
characterizing problems, 419
common SPI problems, 424
context of problem, 419
duration of problem, 419
HPOM agent, 420
HPOM server, 420
monitor execution, 421
problem identification, 419
SAP SPI installation, 421
templates, 421

type

r3monaco monitor, 198
r3monchg monitor, 143
r3moncts monitor, 148
r3mondmp monitor, 157
r3monjob monitor, 159
r3monlck monitor, 168
r3monoms monitor, 170
r3monrfc monitor, 172
r3monspl monitor, 175
r3monupd monitor, 185
r3monusr monitor, 186
r3monwpa monitor, 189
r3status monitor report, 90

U

UPDATE_ACTIVE, 186
UPDATE_ERRORS_EXIST, 186

UPDATE_PERF Performance metrics, 223, 236, 386
UPDATE Monitor, 184

Update service, 391

Update WP service, 392

upgrading
performance monitor subagent, 201
SPI for SAP service reports, 374

USER_LOGGEDIN_MAX, 187
APSERVER, 188
MAX, 188

USER_PERF Performance metrics, 223, 237
USER Monitor, 186
Users, 33

utility
dsi2ddf wrapper, 206
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\'}

values

r3moncol monitor parameters, 124
r3monjob monitor parameters, 161
r3monrfc monitor parameters, 173
r3monwpa monitor parameters, 190

variable

environment
SAPOPC_DRIVE, 77, 85, 87
SAPOPC_HISTORYPATH, 77, 85, 87, 91
SAPOPC_R3ITOSAP_CONFIGFILE, 91
SAPOPC_R3MONAL_CONFIGFILE, 77
SAPOPC_R3MONDEV_CONFIGFILE, 85
SAPOPC_R3MONPRO_CONFIGFILE, 87
SAPOPC_R3STATUS_CONFIGFILE, 91
SAPOPC_RFC_TIMEOUT, 91
SAPOPC_SAPDIR, 77, 85, 87
SAPOPC_TRACEPATH, 77, 85, 87, 91

variables

r3monale monitor environment, 137
r3monal monitor environment, 77
r3monchg monitor environment, 144
r3moncol (alert-collectors) environment, 125
r3moncts monitor environment, 149
r3mondev monitor environment, 85
r3mondmp monitor environment, 158
r3monjob monitor environment, 161
r3monlck monitor environment, 168
r3monoms monitor environment, 170
r3monpro monitor environment, 87
r3monrfc monitor environment, 173
r3monspl monitor environment, 176
r3montra monitor environment, 179
r3monupd monitor environment, 185
r3monusr monitor environment, 187
r3monwpa monitor environment, 190
r3status monitor environment, 91

viewing

w

SPI for SAP service reports, 376, 385

Web AS (J2EE) monitor, 105, 106

Configuring, 107

Enabling CCMS Alerts, 105
GRMG Monitoring, 106
J2EE kernel, 105, 108, 111
J2EE services, 106, 108, 111
J2EE system, 106
SAPCCMSR Availability, 106

WLSUM_PERF Performance metrics, 223, 238
WORKPROCESS Monitor, 188
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WP_AVAILABLE, 191
APSERVER, 192

WP_CHECK_CONFIGURED, 196

WP_IDLE, 193
APSERVER, 194

WP_PERF Performance metrics, 223, 240, 386

WP_STATUS, 197
APSERVER, 197

X
XMI syslog mode for Alert Monitors, 80



We appreciate your feedback!

If an email client is configured on this system, by default an email window opens when you
click on the bookmark “Comments”.

In case you do not have the email client configured, copy the information below to a web mail
client, and send this email to docfeedback@hp.com

Product name:
Document title:
Version number:
Feedback:



