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Documentation Updates

The title page of this document contains the following identifying information:

o Software Version number, which indicates the software version.

o Document Release Date, which changes each time the document is updated.

« Software Release Date, which indicates the release date of this version of the software.

To check for recent updates or to verify that you are using the most recent edition of a document, go
to:

http://h20230.www2.hp.com/selfsolve/manuals

This site requires that you register for an HP Passport and sign in. To register for an HP Passport
ID, goto:

http://h20229.www2.hp.com/passport-registration.htmi
Or click the New users - please register link on the HP Passport login page.

You will also receive updated or new editions if you subscribe to the appropriate product support
service. Contact your HP sales representative for details.
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Support

Visit the HP Software Support Online web site at:
http://www.hp.com/go/hpsoftwaresupport

This web site provides contact information and details about the products, services, and support
that HP Software offers.

HP Software online support provides customer self-solve capabilities. It provides a fast and
efficient way to access interactive technical support tools needed to manage your business. As a
valued support customer, you can benefit by using the support web site to:

e Search for knowledge documents of interest

e Submit and track support cases and enhancement requests
o Download software patches

o Manage support contracts

e Look up HP support contacts

« Review information about available services

¢ Enterinto discussions with other software customers

o Research and register for software training

Most of the support areas require that you register as an HP Passport user and sign in. Many also
require a support contract. To register for an HP Passport ID, go to:

http://h20229.www2.hp.com/passport-registration.html
To find more information about access levels, go to:

http://h20230.www2.hp.com/new_access_levels.jsp
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Chapter 1

Introduction

The HP Operations Smart Plug-in for TIBCO (TIBCO SPI)is a monitoring solution for TIBCO
environment that discovers and monitors the TIBCO infrastructure elements. TIBCO SPI monitors
TIBCO Rendezvous (RV), Enterprise Messaging Service (EMS), TIBCO ActiveMatrix Business
Work (BW) and LogFiles. TIBCO SPI uses Hawk Java Application Programming Interface (API) for
data collection. It monitors customized applications with the help of User-Defined Metrics (UDMSs).
You can integrate TIBCO SPI with HP Reporter to generate reports and HP Performance Manager
to generate graphs. You can view the data represented graphically for quick and easy analysis of a
serious or critical error message reported. For more information, see Using Graphs and Using
Reports.

Key Features:

One policy is set for a TIBCO domain which consist of TIBCO RV, TIBCO BW, and TIBCO
EMS.

Custom metrics are defined with the help of UDMs.
Remote Logfile monitoring available for EMS and RV

Out-Of-The-Box (OOTB) reports and graphs are available for the historical analysis.

Licensing Structure

TIBCO SPI license is calculated in terms of microagents being used for monitoring. One license is
required for monitoring maximum 50 TIBCO microagents. One managed object is equivalent to one
microagent in HP Operations Smart Plug-in for TIBCO 2.00.

Conventions Used

The following conventions are used in this document.

Convention Description

HPOM for UNIX | Refers to HPOM on HP-UX, Linux, and Solaris.

It identifies the following operating systems:
¢ HPOM on HP-UX

¢ HPOM on Linux

¢ HPOM on Solaris

TIBCO SPI Refers to HP Operations Smart Plug-in for TIBCO.

HPOM Server Refers to HPOM for Windows and HPOM for UNIX management server.
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Product Documentation

TIBCO SPI information is available in the following documents.

Document

User Guide

Location

<CD\DVD-ROM\en>

Purpose

To provide information on:;

Installation of SPI
Configuration of SPI
Using the SPI policies
Using the SPI tools
Using Reports

Using Graphs

Release Notes

<CD\DVD-ROM\en>

To provide information on the current SPI release.

The User Guide and Release Notes are available on the TIBCO SPI DVD. You can directly access
the guides from the DVD or copy the documents to the local system for reference.

However, to check for recent updates, go to:

http://h20230.www2.hp.com/selfsolve/manuals

Monitoring TIBCO Environment

TIBCO SPI is deployed on the nodes within the domain along with the policies. These policies are
deployed from the HPOM console.

TIBCO SPI requests the hawk agents for metric data, which in turn request the particular
microagent to provide the data. TIBCO SPI collects data and stores in the database. This data is
used to monitor the health and performance of the system.

The below figure depicts an example of TIBCO environment with TIBCO SPI installed.
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Deployment Scenarios

The TIBCO SPI monitors TIBCO infrastructure elements through different deployment
configurations. This section provides some common deployment scenarios and does not represent
every possible configuration.

Scenario 1: TIBCO SPI within the TIBCO domain

In this scenario, the TIBCO domain consists of the TIBCO SPI and nodes containing RV, Hawk,
and EMS deployed on a particular node. This scenario is useful in monitoring a small number of
applications.

Page 11 of 113 HP Operations Smart Plug-in for TIBCO (2.00)



User Guide
Chapter 1: Introduction

Tibco Domain

Tibco Node

Tibco Node

Tibco Node

Tibco Node

Tibco SPI

OM Server

Scenario 2: TIBCO SPI outside the TIBCO Domain

In this scenario, the TIBCO SPI is deployed outside the domain along with the policies which have
the thresholds for each metric that is governed. This scenario can be used to monitor TIBCO
infrastructure elements deployed through TIBCO Silver Fabric 5.0.2. TIBCO SPI monitors the

domains remotely.
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Scenario 3: TIBCO SPI on Each Node

In this scenario, TIBCO SPI is deployed on each node and monitors specific nodes instead of the
whole domain. In case you want to run automatic actions on a threshold breach, this scenario is
useful compared to other deployment scenarios. This is not possible with other deployment
scenarios as the TIBCO domain is monitored remotely.

Tibco Domain

Tibco Node

Tibco SPI (\
Tibco Node

Tibco SPI

Tibco Node /
Tibco SPI

OM Server

Scenario 4: TIBCO SPI Deployment for Selective
Monitoring

This scenario is useful in monitoring more than 1000 applications. TIBCO SPI can be configured on
one managed node to monitor x number of hawkagents and the remaining hawkagents can be
monitored from the other node. This may enhance the performance of TIBCO SPI.

Page 13 of 113

HP Operations Smart Plug-in for TIBCO (2.00)



User Guide
Chapter 1: Introduction

Tibco Domain
Tibco Node
Tihco Nodes
Tibea SPI Qk
OM Server
Tihco Node /
;/“ TooS [N
Tiheo Modes

Page 14 of 113 HP Operations Smart Plug-in for TIBCO (2.00)



Chapter 2
Installing the TIBCO SPI

This chapter provides installation instructions for the various components of the TIBCO SPI. You
must install the TIBCO SPI on the HPOM for the Windows and UNIX management servers.

Installation Packages

The TIBCO SPI installation package includes the SPI, Graphing, and Reporter packages.
SPI Package

You must install the package on a server managed by HPOM. The name and location of the SPI
package is as follows:

o HPOM for Windows (version 8.1x and 9.x)

<SPI DVD>\OMW SPIDVD App 13.00.000 setup.exe

e ForHP-UX

<SPI DVD>\TIBCO OMU SPIDVD App 13.00.000 setup.bin

e ForLinux

<SPI DVD>\TIBCO OML SPIDVD App 13.00.000 setup.bin
e For Solaris

<SPI DVD>\TIBCO OMS SPIDVD App 13.00.000 setup.bin
Graphing Package

The Graphing package contains the default graphing policies provided by TIBCO SPI. Graphs are
drawn from metrics collected in the datasources created by the SPI.

The name and location of the graphing package is as follows:

e ForWindows,

<SPI DVD>\packages\HPOvSpiTibG-2.00.016-Win5.2 64.msi

e ForHP-UX,

<SPI DVD>\packages\HPOvSpiTibG-2.00.016-HPUX11l.11l.depot
e ForLinux,

<SPI DVD>\packages\HPOvSpiTibG-2.00.016-Linux2.6_ 64.rpm
e ForSolaris,

<SPI DVD>\packages\HPOvSpiTibG-2.00.016-Sun0S5.8.sparc

Reporter Package

Page 15 0of 113 HP Operations Smart Plug-in for TIBCO (2.00)



User Guide
Chapter 2: Installing the TIBCO SPI

The Reporter package contains the default reporter policies provided by the SPI. The TIBCO SPI
Reporting package is present at the following location in the media:

o For64 bit Windows:
<SPI DVD>\HPOVSpiTibR-2.00.016-Win5.2 64.msi
e For 32 bit Windows:

<SPI DVD>\HPOvSpiTibR-2.00.016-WinNT4.0.msi

Installation Prerequisites

Make sure that all the requirements are met before you begin the installation. Install the HPOM
server before installing the TIBCO SPI. It is not necessary to stop HPOM sessions before you start
installing TIBCO SPI.

Hardware Requirements

For information about hardware requirements, see the HP Operations Manager for Windows
documentation for Windows management server and HP Operations Manager for Unix
documentation for UNIX management server. For information on hardware requirements for the
managed nodes, see the Support Matrix (SUMA) link
http://support.openview.hp.com/selfsolve/document/KM323488 .

Software Requirements

Make sure that the following software requirements are met before you start installing the TIBCO
SPI:

On the Management Server:

Windows

o HP Operations Manager for Windows: 8.1x and 9.x

o HP Performance Manager: 9.00 (required, if you want to create graphs)

o HP Reporter: 3.90 or above (required, if you want to create web-based reports).
HP-UX, Linux, or Solaris

o HP Operations Manager for UNIX: 9.1x

o HP Performance Manager: 9.00 (required, if you want to create graphs)

o HP Reporter: 3.90 or above (required, if you want to create web-based reports).
On the Managed Nodes:

o HP Operations agent (version 11.10 or above must be installed and configured).

Page 16 of 113 HP Operations Smart Plug-in for TIBCO (2.00)



User Guide
Chapter 2: Installing the TIBCO SPI

Installing the TIBCO SPI on HPOM for
Windows Management Server

Note: On the management server, set an environment variable JAVA_HOME to the JRE
installation directory.

Toinstall TIBCO SPI on the management server, you can perform any one of the following
procedures:

¢ Installing TIBCO SPI on a Local Management Server

o Installing TIBCO SPI in a Cluster Environment

Installing the TIBCO SPI on a Local Management
Server

You can use the wizard to complete the installation. Follow these steps:

1. Insert the HP Operations Smart Plug-ins DVD into the DVD drive of the management server
system, and open the media contents in the Explorer Window.

2. Onthe media, double-click TIBCO_OMW_SPIDVD_App_13.00.000_setup.exe to start the
installer.

The Introduction (Install) page appears.
3. On the Introduction (Install) page, click Next.
The License Agreement page appears.

4. Read the terms of the license agreement, selectthe I accept the terms of License
Agreement option and click Next.

The Select Features page opens displaying the installation option.
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5. Select the feature and click Next.

The installer starts performing the installation checks.
6. Follow the on-screen instructions and continue the installation process using the Next button.
The Installation Complete dialog box appears after you complete the installation.

7. Click Done to complete the installation. TIBCO SPl is installed.

Installing the TIBCO SPI in a Cluster Environment

You must first install the HPOM management server in the cluster. After you complete cluster
installations, you must start installing TIBCO SPI.

Make sure that each node in the cluster has sufficient disk space for the TIBCO SPI. After installing
the HPOM management server, follow these steps:

1. Forthe first installation (Node A) in the cluster -- Refer to the standard installation procedure,
Installing the TIBCO SPI on a Local Management Server. After you complete the installation
on Node A, you will receive an instruction to proceed to the next node Node B.

2. Forthe Node B installation in the cluster -- Follow the same procedure as Node A. The
installation detects the cluster configuration and copies all the required installation packages
from Node A to Node B.

3. ForNode C and all the remaining nodes in the cluster - Follow the same procedure as of Node
B where the installation packages are copied from Node B to Node C until TIBCO SPl is
installed on all the nodes.

Install the TIBCO SPI on the First Cluster-Aware Management Server
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Note: Before you begin with the installation, make sure that sufficient disk space is available
on each management server. Avoid canceling the installation process before it is completed as
it can result in incomplete installation.

Follow the steps mentioned in the section Installing the TIBCO SPI On a Local Management Server
and then proceed to the next management server. Selecting Cancel after the installation has
started does not halt the installation process.

Install the TIBCO SPI on the Next Cluster-Aware Management Server

Follow these steps on each management server in the cluster until TIBCO SPl is installed on all the
nodes.

1. Insert the HP Operations Smart Plug-ins DVD in the DVD drive of the management server and
follow the instructions on the wizard as it appears.

2. Afterthe installation is complete, proceed as directed to the next management server until the
installation on every management server in the cluster is complete.

Installing the TIBCO SPl on HPOM for UNIX
Management Server

You must uninstall the older version of TIBCO SPI from the management server before proceeding
with the installation of TIBCO SPI version 2.00. To uninstall the TIBCO SPI from the management
server, see Removing TIBCO SPI.

Toinstall the TIBCO SPI mount the DVD and then follow the Installation steps either through
Graphical User Interface or Command Line Interface.

Mounting the DVD

To mount the DVD on HPOM for UNIX, follow these steps:

1. Logonasaroot user.

2. Set the user's root umask by entering:
umask 027

3. Create a directory to mount the DVD:
mkdir /<mount point>
For example: mkdir -p/dvdrom

4. Insert the DVD into the disk drive and mount it and enter:
mount /dev/<dvdrom drive name> /<mount point>
For example, for alocal DVD, you enter:
mount /dev/dsk/c0t2d0 /dvdrom

You can also run SAM and mount the DVD to a specific path in the Disks and File Systems
window.
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Installation Steps

Toinstall TIBCO SPI on HPOM for UNIX, perform any of the following procedures:

o Graphical User Interface

¢ Command Line Interface

Installing the TIBCO SPI through Graphical User
Interface

Toinstall the TIBCO SPI using X-Windows client software, follow these steps:

1.
2.

Logonas aroot user.

Insert the HP Operations Smart Plug-ins DVD into the DVD drive of the HP-UX, Solaris, or
Linux management server. Mount the DVD if necessary.

Start the X-windows client software and export the DISPLAY variable by typing the following
command:

export DISPLAY=<ip address>:0.0

To start the installation, type one of the following command, according to your management
server:

For HP-UX:

./TIBCO _OMU_SPIDVD App 13.00.000 setup.bin

For Solaris:

./TIBCO OMS SPIDVD App 13.00.000 setup.bin

For Linux:

./TIBCO_OML SPIDVD App 13.00.000 setup.bin

The Introduction (Install) page of the installation wizard appears.

On the Introduction (Install) page of the installation wizard, click Next.
The License Agreement page appears.

Read the terms of the license agreement, selectthe I accept the terms of License
Agreement option and click Next.

The Select Features page opens displaying the installation option.
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7. Select the feature and click Next.

The installer starts performing the installation checks.
8. Follow the on-screen instructions and continue the installation process using the Next button.
The Installation Complete dialog box appears after you complete the installation.

9. Click Done to complete the installation. TIBCO SPl is installed.

Installing the TIBCO SPI through Command Line
Interface

Toinstall the TIBCO SPI through Command Line Interface, follow these steps:
1. Logonasaroot user.

2. Insert the HP Operations Smart Plug-ins DVD into the DVD drive of the HP-UX, Solaris, or
Linux management server. Mount the DVD if necessary.

3. Tostart the installation, type one of the following command, according to your management
server:

For HP-UX:
./TIBCO_OMU SPIDVD App 13.00.000 setup.bin -i console
For Solaris:
./TIBCO_OMS SPIDVD App 13.00.000 setup.bin -i console

For Linux:
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./TIBCO_OML_ SPIDVD App 13.00.000 setup.bin -i console
4. The Introduction screen appears. Press Enter to continue.

5. Whenthe prompt, ‘I accept the terms of the License Agreement’ forthe
License agreement appears, press Y to accept the terms and continue installation.

6. Whenthe prompt, *Please select Features’ forthe selection of the feature appears,
press the number corresponding to the feature you want to install.

Press Enter, a series of messages appear.
7. Follow the instructions as displayed in the message.

After the installation is complete, you will receive a message which states that the installation is
completed.

Installing the TIBCO SPI in a Cluster Environment

Toinstall the TIBCO SPI in a cluster environment, follow the steps in the section Installing the
TIBCO SPI in a cluster Environment and proceed to the next management server until the
installation in the cluster is complete.

JCODA Installation (Optional)

JCODA installation is optional on the managed node where TIBCO SPI is deployed. It helps in
better performance with respect to data logging to coda. TIBCO SPI can also work without the
installation of JCODA packages.

Toinstall JCODA follow these steps:

1. Onthe media, goto
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/<NodePlatForm>.

2. Install the packages with the platform specific installation commands in the specified order:
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Command

AIX_64:

installp -ac -d
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/AIX5.3
64/HPOVJIXpl-11.11.030-AIX5.3 64-release.bff all

installp -ac -d
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/AIX5.3
64/HPOVvJSec-11.11.030-AIX5.3 64-release.bff all

installp -ac -d
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/AIX5.3
64/HPOVJIbbc-11.11.030-AIX5.3 64-release.bff all

installp -ac -d
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/AIX5.3
64/HPOvJPacc-11.11.030-AIX5.3 64-release.bff all

HPUX
11.11

swinstall -s
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

HPUX11.11/HPOvJXpl-11.11.030-HPUX11l.1ll-release.depot \*

swinstall -s
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

HPUX11.11/HPOvJSec-11.11.030-HPUX1l.1ll-release.depot \*

swinstall -s
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

HPUX11.11/HPOvJbbc-11.11.030-HPUX1l.1ll-release.depot \*

swinstall -s
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

HPUX11.11/HPOvJPacc-11.11.030-HPUX1l.1ll-release.depot \*
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Command

HPUX
11.23_
IPF

swinstall -s
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

HPUX11.23 IPF32/HPOVJXpl-11.11.030-HPUX11.23 IPF32-
release.depot \*

swinstall -s
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

HPUX11.23 IPF32/HPOvJSec-11.11.030-HPUX11.23 IPF32-
release.depot \*

swinstall -s
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

HPUX11.23 IPF32/ HPOvJbbc-11.11.030-HPUX11.23 IPF32-
release.depot \*

swinstall -s
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

HPUXll.23_IPF32/HPOVJPaCC—ll.ll.O30—HPUXll.23_IPF32—
release.depot \*

Linux
2.6

rpm -ihv <SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

Linux2.6/HPOvJXpl-11.11.030-Linux2.6-release.rpm

rpm -ihv <SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

Linux2.6/HPOvJSec-11.11.030-Linux2.6-release.rpm

rpm -ivh <SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

Linux2.6/HPOvJbbc-11.11.030-Linux2.6-release.rpm

rpm -ivh <SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

Linux2.6/HPOvJPacc-11.11.030-Linux2.6-release.rpm
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Command

Linux
2.6 64

rpm -ihv
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/Linux2.6
64/HPOVJIXpl-11.11.030-Linux2.6 64-release.rpm

rpm -ihv
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/Linux2.6
64/HPOvJSec-11.11.030-Linux2.6 64-release.rpm

rpm -ivh
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/Linux2.6
64/HPOvJIbbc-11.11.030-Linux2.6 64-release.rpm

rpm -ivh
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/Linux2.6
64/HPOvJPacc-11.11.030-Linux2.6 64-release.rpm

Solaris_
sparc

pkgadd -d <SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

Sun0S5.8/HPOvJIXpl-11.11.030-Sun0S5.8-release.sparc
HPOvJIXpl

pkgadd -d <SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

Sun0S5.8/HPOvJSec-11.11.030-Sun0S5.8-release.sparc
HPOvJSec

pkgadd -d <SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

Sun0S5.8/ HPOvJbbc-11.11.030-Sun0S5.8-release.sparc
HPOvBbc

pkgadd -d <SPIDVD>/packages/JCODAInstaller/<AgentVersion>/

Sun0S5.8/HPOvJPacc-11.11.030-Sun0S5.8-release.sparc
HPOvJPacc

For WinNT:

¢ On the media, go to the following directory
<SPIDVD>/packages/JCODAInstaller/

<AgentVersion>/WinNT4.0/HPSharedComp-11.11.030-WinNT4.0-release.msi
and follow the on-screen instructions.

For Windows x64:

¢ On the media, go to the following directory
<SPIDVD>/packages/JCODAInstaller/<AgentVersion>/Win5.2

64/HPSharedComp-11.11.030-Win5.2 64-release.msi and follow the on-screen

instructions.
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Removing JCODA

To remove JCODA, type the commands in the specified order:

Node Platforms Command

AlIX 64 installp —u HPOvLcore.HPOvJxpl

installp —-u HPOvLcore.HPOvJSec

installp —-u HPOvLcore.HPOvJbbc

installp -u HPOvPerf.HPOvJPa

HPUX 11.11 swremove HPOvLcore.HPOvJxpl

swremove HPOvLcore.HPOVJSEC

swremove HPOvLcore.HPOVJBBC

swremove HPOvPerf.HPOVJPACC

HPUX 11.23 IPF [ swremove HPOvLcore.HPOvJxpl

swremove HPOvLcore.HPOVJSEC

swremove HPOvLcore.HPOVJBBC

swremove HPOvPerf.HPOVJPACC

Linux 2.6 rpm —ev HPOvJIxpl

rpm —ev HPOvJSec

rpm —ev HPOvJbbc

rpm —ev HPOvJPacc

Linux 2.6_64 rpm —ev HPOvJIxpl

rpm —ev HPOvJSec

rpm —ev HPOvJbbc

rpm —ev HPOvJPacc

Solaris_sparc pkgrm HPOvJIxpl

pkgrm HPOvJSec

pkgrm HPOvJbbc

pkgrm HPOvJPacc

WinNT Msiexec /x {48C8FE1C-92FB-4DEE-B748-8181C57415DE}

Windows x64: Msiexec /x {48C8FE1C-92FB-4DEE-B748-8181C57415DE}
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Verifying the Installation

On the HPOM for Windows Management Server
To verify the installation on the windows management server, check for the following:
1. Onthe management server, check if the SPI for Tibco policy group is available.
2. The %0vInstallDir%\Install\TIBSPI folderis added to the installation directory.

3. Therelated log files are available inthe $temp%\HPOvInstaller\SPI <version>
directory.

The format of the file name of the log file is SPI_<version> yyyy.MM.dd xx yy
HPOvInstallerLog.txt

In this instance, yyyy indicates the year, MM indicates the month, and dd indicates the day.
The xx and yy in the file name indicate the time stamp when the last install was performed.

4. Thelogfileis available at: <OvDataDir>/log/SPIInstallLogs/TIBSPI
Install.log

On the HPOM for UNIX Management Server
To verify the installation on the UNIX management server, check for the following:

1. Type the command on the management server:
s ForHP-UX: swlist |grep -i HPOvSpiTib

s ForlLinux: rpm -ga|grep -i HPOvSpiTib
s ForSolaris: pkginfo -1 HPOvSpiTib

2. Thelog files for HPOM for UNIX are available inthe /tmp/HPOvInstaller/SPI
<version> directory.

The format of the file name of the log file is SPTI_<version> yyyy.MM.dd xx yy
HPOvInstallerLog.txt.

In this instance, yyyy indicates the year, MM indicates the month, and dd indicates the day.
The xx and yy in the file name indicate the time stamp when the last install was performed.

3. The application directory is /opt/0V/ and data directoryis /var/opt/0OV/.

4. Thelogfileis available at: <OvDataDir>/log/SPIInstallLogs/TIBSPI
Install.log
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Components of TIBCO SPI

After you install the TIBCO SPI, you must add nodes that you want to monitor to the management
console.

The TIBCO SPI has three main components available for Windows and UNIX management server:
¢ Services

e Tools

o Policy Management

On HPOM for Windows
Services

To populate the service map you have to deploy the discovery policy on the managed node to the

HPOM console. To view the TIBCO SPI service map, select Services — Applications — Tibco_
Root.

The following image shows the appearance of the root element of TIBCO SPI under Services in the
HPOM console.

[ HP Operations Manager

EH]_,E Jperations Manager | BETOYMEZ4
=B services

=& Applications

E:- Microsoft Windows

- i Operations

E,E;!_‘:- Tibco_Rook
@' Adriin

----- &b HA Cluster Infrastructure

Eﬂ---,ﬁ'ﬁ Systems Infrastructure

- & Yirtualization Infrastructure
| -fig Modes

-7 Tools
----- Certificate requests
|- L§7§ Policy management

I51---I1
|

[ |

The service discovery policy discovers the services on the node, and adds this information to the
HPOM Services area.

Hierarchical View of TIBCO SPI Service Tree
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The TIBCO SPI Service Tree consists of a root node known as Tibco_Root. Tibco_Root contains
single or multiple domains depending on the number of SPIs installed. Each domain consists of a
set of applications and services.

o Applications include all BW applications discovered in a domain for a particular node.
Applications are created in the following format.

<application name><hawkagent name: domain name>
For Example:
getTimeEAR-1.Process Archive[IWFVM00237-0:tibco_spi domain]
e Services include RVDs and EMS servers which are discovered and run on a particular node.
<service name><hawkagent name: domain name>
For Example:
JMS controller (tcp://localhost:7222) [IWFVM00080:TIBCOTESTEMSDOMAIN]

The TIBCO SPI service map graphically represents the discovered systems and instances.

Tibco_Roct g

@ Adnin g

@ File. Process Archive[btovm354:Admin]

& TIBCO Rendezvous O

T
& Services(btovm354: Admin] =

~

& JMS_controller [tep://btovma

& Applications[btavm354:Admin] s

E JDBCSimpleT. Process Archive[btovm35d:4dmin]
@ TibcoProjects Process Archivelbtovr

& Ew-RY Process Archivelbtovm35d:Admin]

& File1 Process Archivelbtovm354:Admin] & File-1.Pracess Archive[btovm354:Admin]

Tools

The TIBCO SPI offers tools that help you to monitor and manage systems. To see the TIBCO SPI
tool group, select Tools — SPI for Tibco.
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D HP Operations Manager Marne | Descripkion

EEEI Operations Manager | BTOWMEZ4 T start Tibco SPI Collector Tool ko start the Tibco SPT colleckar
EEu:'D Jervices AT Status of Tibco SPI Colleckor Tool ko check status of the Tiboo SPI collector
E@ Modes T stop Tibea SPI Collector Tool ko stop the Tibeo SPI callector

=R ETi?ls s UT Tibco Domain Authentication Tool for accepting EMS and 551 Authentication
-7 HP MNMI Web Tools
=)

E? HF Operations &gent

E? HF Cperations Manager Tools
B Microsaft Wwindows

[E57 Reparting
E? Self Healing
[FwE =PI for Tibco
H- SPI for Unix 03

£ SP1 for Weblogic Server
]E? Sun Cluster Tools
:l..

]..

]..

Frm 0 B e B B e R

:l.
H-
:l.
].
H-
:l.

E? Systems Infrastructure
E? Upgrade Policies

E? wirkualization Infrastructure
----- Certificate requests

- Policy management

[ B B B B O

For information on the tools provided by TIBCO SPI, see "Using Tools" on page 81

Policy Management

The TIBCO SPI policies enable you to monitor the performance and availability of TIBCO
infrastructure elements. You can create, edit, deploy, delete, or track policies based on your
requirement. These policies contain a set of rules for monitoring logfiles, services, and threshold
values.

To view the TIBCO SPI policies, select Policy management — SPI for Tibco.
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|:| HP COper

ations Manager

El{;& Operations Manager | BTOYMEZ24
-5 services
- fig Modes
-7 Tools

- Certificate requests

=i Policy managemnent

I__—_II_:j Palicy groups

-5 Hierarchical Mode Groups
I_:-: HF Cperations Agent

(2 HPOM Self Management
FE Infrastructure Management
(2 Microsoft Windows

[ OpenvMS_palicies

5 OpenvMs_SPI_policies

Fj Samnples

Fi Service Reports Maintenance
Fz SPI for Exchange

. SFI for Tibco
B TIBCO Bw

B TIBCO EMS

B TIBCO General

- TIBCO RY

<[ TIBCO SPI Collector
[-[550 SPI Far Unix OF

[]Fz SPI for Weblogic Server

m

[]I_:i Policies grouped by bype
[#-55 Policies grouped by categary
EE Deployment packages

E;‘ Ceployment jobs

For more information on Policy types supported by TIBCO SPI, see "Policy Types for TIBCO SPI"

on page 84

On HP

OM for UNIX

Services

To populate the service map you have to deploy the discovery policy on the managed node to the
HPOM console. To see the TIBCO SPI service map on the Java interface, select Services —
Tibco_Root.

The service discovery policy discovers the services on the node and adds information to the HPOM

Services.

Hierarchical View of TIBCO SPI Service Tree

The TIBCO SPI Service Tree consists of a root node known as Tibco_Root. Tibco_Root contains
single or multiple domains depending on the number of SPIs installed. Each domain consists of a
set of applications and services.

o Applications include all BW applications discovered in a domain for a particular node.
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Applications are created in the following format.
<application name><hawkagent name: domain name>
For Example:
getTimeEAR-1.Process Archive[IWFVM00237-0:tibco_spi domain]
e Services include RVDs and EMS servers which are discovered and run on a particular node.
<service name><hawkagent name: domain name>
For Example:

JMS controller (tcp://localhost:7222) [IWFVM00080:TIBCOTESTEMSDOMAIN]

The TIBCO SPI service map graphically represents the discovered systems and instances in the

below image.
Q@Nodes Service Graph [Services]
ﬂ;ﬁhﬂessage Groups K—x
I Ll Toals B

1 5% services Services
{+ | ’dAutUDiscD\rer}f
Tibco_Root 3 =

beo_Domain_deve b 5

bco_Mode IWE AutoDiscovery Ho,lioot
" Tibco_Applica

1 Tibco_fpp
s Tibco_Service
fRTibcD_Ser\r
ibco_Mode_[WF
' Tibco_Applica

T Tibco_app
k Tibco_Ser\ticei

» Tibco_Serv '
T Tibco_Serv

12 URL shortcuts

.| Tibco_Applications_I...
=

\_Application_de... Tibco_service_devdo... Tibco_Application_de..

lZ services Services: Critical

Services

Tools

The TIBCO SPI offers tools that help you to monitor and manage systems. To view the TIBCO SPI
tool group, select Tool Bank — SPI for Tibco.
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W Type

0
I

I
Ao

Elements in Tool Group "SPI for Tibco" = - © ~

! Too| Bank / SPI_for_Tiboo

Taal Group for Tibco

Details SPIfor Tibco +  Filter =

Found 4 Elements

Label
Tibco Domain Authentication

atatus of Tibco SPI Collectar
Start Tibco SPI Collector
otop Tibco SPI Collector

t Choose an action

Hame
TIBCOSPIAuthenticateDomain TIBCO SPI Collector

TIBCOSPICheckStatus TIBCO_SPI_Collactor
TIBCOSPI:Start_TIBCO_SPI_Callector
TIBCOSPI:Stop_TIBCO_SPI_Callector

-0

For more information on the tools provided by TIBCO SPI, see "Using Tools" on page 81

Policy Management

The TIBCO SPI policies enable you to monitor the performance and availability of TIBCO
infrastructure elements. You can create, edit, deploy, delete, or track policies based on your
requirement. These policies contain a set of rules for monitoring log files, services, and threshold

values.

To view the TIBCO SPI policies, select Policy Bank — SPI for Tibco.
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Elements in Policy Group "SPI for Tibco" = - 0 -

| Policy Bank / 5P for Tibco

5P for Tibco GROUP

Details SPIfor Tibco =  Filter «

Found 5 Elements

W Type Name T Assigned Mode

‘ TIBCO BW B O~
& ‘ TIBCOEMS By O~
F J TIBCO General By Qv
TIBCORV G O~
O B :
W " TIBCO SPI Collectar B~ O~
Choose an action B

For more information on Policy types supported by TIBCO SPI, see "Policy Types for TIBCO SPI"
on page 84
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Configuring the TIBCO SPI

This chapter explains how to configure the TIBCO SPI on the HP Operations Manager (HPOM).
Make sure that you check for the configuration prerequisites; then perform the configuration based
on your environment.

Prerequisites on the managed node

Domain Transport

Based on the domain transport the prerequisites are as follows:
e RV Domain Transport

For the RV Domain Transport, SPI needs to be deployed on a node where Hawk and RV are
available.

o EMS Domain Transport
For the EMS Domain Transport, SPI needs to be deployed on a node where Hawk, EMS and RV

are available.
\ HF Operations Agent
RV Domain Transport Tibco SPI
/ RY Hawk
\ HF Operations Agent
EMS Damain Transpart Tibco SPI
/ RV Hawk EMS

List of microagents to be enabled for OOTB metrics to work for TIBCO SPI 2.00
The following microagents should be available along with the corresponding methods:

o EMS server: Enable com.tibco.tibjms.admin.hawk.HawkController microagent.
After enabling a microagent is available with the name JMS_Controller. Following methods
should be accessible once the microagent is enabled:

getServerInfo,isRunning and getQueues
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o BW applications: Applications should be HawkEnabled so that corresponding microagents are
available. After enabling a microagent is available with the name
COM.TIBCO.ADAPTER.bwengine. Following methods should be accessible once the
microagent is enabled:

GetProcessDefinitions,getStatus and getHostInformation

e RV:Once RV is installed there should be a microagent by name TIBCO Rendezvous
available. onRvDaemonStatus method should be accessible after the microagent is enabled.

Other microagents which are necessary for TIBCO SPI to work are:

¢ Logfile microagent: onNewLine method should be accessible.

o Self microagent: getMicroAgentInfo method should be accessible.
Optional microagent to be enabled, if required:

o To capture alerts generated by hawkrules: HawkEventService: <domain name>
microagent should be enabled.

onAlert and onClear method should be accessible once the microagent is enabled.

Note: TIB hawk 4.9.0 hotfix003 should be installed on all the systems in the domain
and also on the system where TIBCO SPI is deployed. This hotfix installation is required
because multiple invocation requests the Hawk 4.9 Console API which results in a failure of
metric collection.

Steps for Configuring the TIBCO SPI on HPOM for
Windows management server

TIBCO SPI does not support data logging in HP Performance Agent. Before deploying the
discovery policy go to the managed node where TIBCO SPI is deployed and perform the following
steps:

1. Openthe datasources file from the directory:
Windows: Sovagentdir%/conf/perf
HP-UX, Linux, or Solaris: /var/opt/OV/conf/dsi2ddf
2. Remove TIBCO SPI fromthe datasources file.
3. Create an empty nocoda. opt file in the following directory $ovdatadir%conf/dsi2ddf/
If the folder dsi2ddf does not exist, create it.
4. Restart the agent.
This will create the datasources in CODA and will also start the discovery of TIBCO SPI.
To complete the TIBCO SPI configuration, complete the following tasks:
1. Deploy Instrumentation

2. Update and Deploy Config Policies
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3. Deploy Discovery and Collector Logfile Policies

4. Verify the Discovery Process

Deploy Instrumentation

To deploy instrumentation, follow these steps:

1. From the HPOM console, select Operations Manager — Nodes.

2. Right-click on the managed node, where TIBCO SPI needs to be deployed.

3. Select All Tasks — Deploy instrumentation.

Deploy Instrumentation window opens.

—Instrumentation Files:

Deploy Instrumentation E

il

HPOMDiscovery
HPOpsagt
Microsaft Windows
SHS Daka Calleckor

SPI Data Collector

SPIDataolleckor

SEstemsInFrastructure w1110

VP _SM

CluskerInfrastructure_w1110

Wirkuallnfrastrockure_w1110

Select All |

fod|

Clear all |

[~ Remove all existing instrumentation before
deplaying new instrumentation,

Ik

Cancel

Help

4. Select SPIDataCollector and TIBCOSPI from the list of instrumentation files and click OK.

To verify that these files are deployed, check Policy Management — Deployment Jobs. There

must be no error messages.

Update and Deploy Configuration Policies

Discovery Configuration file policy sets the basic configuration properties needed for deploying the
TIBCO SPI discovery policies on the managed nodes and updates the service map on the

HPOM console.
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Step 1: Deploy TIB_OPC_MSG policy

To launch the TIB_OPC_MSG policy, follow these steps:

1. From the HPOM console, select Policy Management — Policy Groups — SPI for Tibco —
TIBCO SPI Collector — Discovery.

2. Right-click the managed node on which you want to deploy the TIB_OPC_MSG policy.
3. Select All Tasks — Deploy on
The Deploy Policy window opens.

4. Select the option, Select nodes from the tree. From the managed nodes, select the node on
which you want to deploy the policy and click OK.

Step 2: Deploy TIB_SPI_OOTBMetricsConfig policy

TIB_SPI_OOTBMetricsConfig policy includes metric definitions for the following
TIBCO infrastructure elements:

¢ TIBCOBW

« TIBCOEMS

e TIBCORV

To start the TIB_SPI_OOTBMetricsConfig policy, follow these steps:

1. From the HPOM console, select Policy Management — Policy Groups — SPI for Tibco —
TIBCO SPI Collector — Discovery.

2. Double-click TIB_SPI_OOTBMetricsConfig.

The Configuration Editor opens.
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i Operations Manager : IWFYMODI34 | Mame | Description | version Latest [ Type
£5 servies CdTIB_opC_Msc General Tibon OPC message palicy 20 20 Open Message |
5 Hodes @ TIE_SPI_DiscConfig Tibco SPI Discovery Configuration 2.0 2.0 ConfigFile
5 Tools (o) TIB_SPI_Discavery Tihca SPI Discavery 2.0 2.0 Service Auta-Did
Certificate requests | TIB_SPL_OOTEMetricsCorfig  Tibco SPTOQTE Metrics Corfiguration 2.0 20 CarfigFile
[ lig Policy management
Z E%Ic:i;r:riiiscal Node Groups @ TIB_SPI_00TBMetricsConfig [2.0] {ConfigFile)
E,j HPCM Self Management File View Help -
L Samples [P Save and Close. [£] 5ave | 9 Help ‘
F—,j 3ervice Reports Maintenan .
& g PLfor Tibeo General Data |
B3 TIBCO B
E": oL 2 «<Metricsr R
FE‘:* E:Eg ssneral 3 <Metric id="00TE1" dowain="all" hawkagenthame="agentname" ;
a E§ TIBCO SPI Calectar 3 wicroagenthawe="TIBCO Rendezvous"
i e 5 alarm="true" enabled="true" islsync="true">
E,E Availability
E.j. Discovery 6 <Heth@Name:»onRvDaemonStatus«c/MPTthodName}
E.j. Lagfils 7 <MetricNamerHMessages Sent</Metricame>
E.j. DM [ad <Params>
(53 Policies grouped by type & <Paran>
f_:i Pulicies grouped by category 10 <Name > Interval</Names
Ea Dieployment packages 11 <Value>300</Value>
E;‘ Deployvment jobs 12 </ Paratix
13 <Parat>
14 <Nawe>TIE_POL ICY_NJ‘LHE(/Na.me>
15 <Value»TIB RV MessagesSent</Valuer
16 </ Param:
17 </Parans>
15 </ Metrics
jQ_L«iMetric 1d="00TEZ" dowain="all" hawkadgentname="acentname" _lﬂ
1 3
[Check Syntay Load Template | Save ag emplate | Helpon Configile |
Ready Lnt, Colt l_ W |Z

3. Tochange the metrics and RV metrics schedule, see "Configuring Out-Of-The-Box (OOTB)
Metrics" on page 58. If you do not want to change the RV metrics schedule or disable the
metrics, go to step 4.

4. Click Save and Close to save any changes and exit the editor.

5. Right-click the managed node on which you want to deploy the TIB_SPI_OOTBMetricsConfig
policy.

6. Select All Tasks — Deploy on

The Deploy Policy window opens.
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Lﬁ Operations Manager | IWFYMO0134 | Wame | Description | Wersion Latest | Type
£ services L_;ETIB_OPC_MSG General Theo OPC message policy 2.0 20 Open Message Interface
Eﬁ Modes 8] TIB_SPI_DiscCanfig Tibco SP1 Discovery Configuration 2.0 20 ConfigFile
& i Tools ((#) TIB_SPI_Discavery Tibco SPI Discowery 20 20 Service Buta-Discavery
[ HokFix Deployment - HPOVESA! | | 11, 5Py 00TeMelricsCarfig  Thea SP1OOTE Metrice Carfiguration. 2.0 2.0 CorfigFie
537 HP hiMi Wb Toals
£ HP Operatians Manager Tools [ Deploy policies on... [ %]
E? Reporting - Deployment Modes

{557 SPIfor Tibco

E? Upgradl Foldies " Selzct all nodes on which the current version of the policy is deplayed

Certificate requests " Select all nodes on which any version of the palicy is deploved
1= [ Policy management 4 Select nodes from the tree
2| Ej Paiicy groups Managed nodes:
F—E:.é :::;;E:ﬁ::wmde GrouTs EEE@ Nodes
Big oL anagema [m] £ HP Defined Groups
Ben El|i lanagemen
[ [ Samples =
F—: en

F—,: Service Reports Mainkenan
EI B 5P far Tibeo

B TBco Bw

f3 TBCO EMS

£ TIBCO General

£ TiBCoRY

&= F T1BC0 PL Collectar
E,Z Auailabilicy
f—,: Discavery
£ Logie

f7 uom
B FE Palicies grouped by type
3 Agent policies - Deployrent Optians
B Gerver polices [~ Deplay policy only If version is newer (physical nodes anly)

2] Event Carrelation

B E: Policies grouped by category I™ gnore palicy awner

B claw

5 hpomdiscavery ~Policy status after deployment
BS servicereportsutilties % Enable

B vp_em " Lisable

B b " Keep existing

EE Deployment packages

£5 Deployment jobs
QK I Cancel | Help |

y

7. Select the option, Select nodes from the tree. From the managed nodes, select the node on
which you want to deploy the policy and click OK.

8. Verify that the tool is launched on the selected node(s) and click OK.

Step 3: Update and Deploy TIB_SPI_DiscConfig policy

To deploy the TIB_SPI_DiscConfig policy, follow these steps:

1. From the HPOM console, select Policy Management — Policy Groups — SPI for Tibco —
TIBCO SPI Collector — Discovery.

2. Double-click TIB_SPI_DiscConfig.

The Configuration Editor opens. Set the values at the global and domain level.
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Lﬁ Operations Manager : IWFYMO0134 | Mame | Description | Version Latest | Type
Eﬂ Services % TIE_OPC_M3G General Tibco OPC message policy 2.0 2.0 Open Message Inte]
i Modes @ TIB_SPI_DiscCarfig Tibco SPI Discawery Configuration 2.0 2.0 ConfigFile
& Tools (%) TIB_SP1_Discovery Tibco SPI Discovery 20 20 Service Auto-Disco
Certificate requests | TIB_SP1_OOTEMetricsCorfiy  Tibco 5P OCTE Metrics Corfigwation 2.0 20 CenfigFie
[l [ Palicy management
= E%Ic:ig::iphiscal Nods Groups TIB_SPI_DiscConfig [2.0] {ConfigFile)
FZ HPOM Self Management File View Help -
i semples B save and Close. 2] Save | 9 Help ‘
f—;i Service Reports Maintenan | &
=1 F3 sPIfor Tibco General
f3 Tieco Bw
3 TIBCO EMS
E—i TIBCO General 2 jgizg:; j
% E:Eg E:I Collactor 4  #Path of the java installation
B valibiy 5 JAVAL INSTALL DIR=C:/tibco/tibcojresd/1.6.0
F—,j__ Discavery g )
r‘fi Lagfie 7 #Path of the tools.jar
B wom B JAVA TOOLS DIR=C:/tibeo/tibeoire6d/1.6.0/1ib
E,E Policies grouped by type B
f.i Policies grouped by categary 10 #Path of the Hawk installation directory
Ea Deployment packages 11 HAWE DIR=C:/tibeo/havk/4.9
5 Deployment jobs 12
13 #Path of the RV installation directory
14 RV_DIR=C: Jtibeo/tibrv/a.3
15
16 #EMS libraries are needed if the dowain transport iz zet as ENS. Unc
17 EM5 DIR=C:/tibco/ems/6.1
18
19 ¢/global>
20 <zonfige
21
22 #Hawk dowain nawe _lﬂ
el | >
[Check Spritas Load Template | Save az Template | Help on Corfigkie |
Ready (n 1, Col1 [ hm|[ 4

3. The configuration properties that are used at the global level are mentioned below. You can
configure them accordingly based on your environment. To enable the field, remove the '# from
the below lines and set the values.

a.

The location of Java installation directory is:
JAVA_INSTALL_DIR = C:/tibco/tibcojre64/1.6.0
The location of tools.jar directory is:

JAVA TOOLS DIR = C:/tibco/tibcojre64/1.6.0/1ib
The location of Hawk installation directory is:

HAWK_DIR = C:/tibco/hawk/4.9

The location of RV installation directory is:

RV _DIR = C:/tibco/tibrv/8.3

If the domain is set as EMS, you need to install the EMS libraries.

EMS_DIR = C:/tibco/ems/6.1
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4. Set the configuration properties based on the specific domain level. The parameters must be
enclosed within the <config></config> block.
a. Provide the Hawk domain name:

For Example: HAWK DOMAIN ID = Admin (Domain name)

b. Hawkagents and Microagents can be included or excluded from discovery and collection
based on your selection. Multiple nodes can be separated by usinga",". To enable the field
remove the "#" from the beginning of the parameter.

To exclude any hawk agent, remove '# and 'none' from below line
#EXCLUDE HAWKAGENTS=none

For example: EXCLUDE HAWKAGENTS=btovm812,btovml2
Toinclude only a set of hawk agent, remove 'all' from below line

INCLUDE HAWKAGENTS=all

Forexample: INCLUDE HAWKAGENTS=btovm812,btovml2
To exclude any microagent , remove '# and 'none from below line
#EXCLUDE MICROAGENTS=none

Forexample: EXCLUDE MICROAGENTS=Process, System
Toinclude only a set of microagent , remove 'all' from below line
INCLUDE MICROAGENTS=all

Forexample: INCLUDE MICROAGENTS=JMS Controller
(tcp://localhost:7222), TIBCO Rendezvous

c. RVis used as the domain transport.

If RV is used as the domain transport, enter the values for RV_SERVICE, RV _
NETWORK, and RV_DAEMON. The default values are mentioned below. These are
TIBCO Hawk parameters. Remove the '# from the below lines and set the value.

#RV_SERVICE=7474
#RV_NETWORK=;
#RV_DAEMON=tcp:7474

d. EMS is used as the domain transport.

If EMS is used as the domain transport, remove the '# from the below line and set the
value.

#EMS URL= (tcplssl) :// (hostname) : (port)
For Example:

For tcp: EMS URL=tcp://x86vm455:7222
For ssl: EMS URL=ssl://x86vm455:7222

Note: If there is a failover in the EMS domain you need to set the EMS url as:
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EMS URL = (tcpl|ssl)://(hostnamel) : (port), (tcplssl) ://
(hostnameZ?) : (port),

(tcplssl) :// (hostname3) : (port) and so on.

where hostname1 is the primary EMS and hostname2, hostname3 are secondary
EMS.

e. EMS is used as the domain transport and SSL is enabled.

i. IfEMS is used as the domain transport and SSL is enabled, remove the '# from the
below lines and set the values.

For Example:

#SSLiTRACE = TRUE | FALSE

#SSL_VENDOR = j2se-default

#SSL_VERIFY_HOST = TRUE |FALSE

#SSL_TRUSTED = C:\tibco\ems\samples\certs\server root
cert.pem

#SSL_VERIFY_HOSTNAME = TRUE | FALSE

#SSL _EXPECTED HOSTNAME: Expected name of the CN field of the
server certificates.

#SSL_IDENTITY = C:\tibco\ems\samples\certs\client
identity.pl2

#SSL_PRIVATE KEY = C:\tibcol\ems\samples\certs\client
identity.pl2

#SSL CIPHERS = -ALL:+RC4-MD5:+DES-CBC-SHA:&amp;1lt;DES-CBC3-
SHA

Note: If SSL_TRUSTED contains multiple trusted certificates it should be

separated by ",

For more information, see TIBCO_HAWK INSTALLATION_AND_
CONFIGURATION_GUIDE— "Chapter 7 Using the Configuration Utility"—
"Connecting to TIBCO EMS using SSL". For the list of supported CIPHERS, see
EMS User Guide— "Chapter 18: Using the SSL Protocal" — "Configuring SSL in
EMS clients".

ii. Click Save and Close to save any changes and exit the editor.

ii. From the HPOM console, Select Tools — SPI for Tibco — Tibco Domain
Authentication.

The Edit Parameter window opens.
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EE; Operations Manager : IWFYMO0134 Mame

| Description

5 services
F& Modes
=] E? Tools
[ HatFix Deplayment - HPOVEaé
557 HP MK Yeb Toals

E? HP Operations Manager Tools
E? Reparting

U T start Tibco SPI Collector
U T status of Tibco SPI Collectar
U T stop Tibco SPI Collector
iT Tibco Domain Authentication

HEEEH

Tool b start the Tibeo SPT collectar

Tool to check status of the Tibco SPI collector

Tool ta stop the Tibco SFI collector

Tool For accepting EM3 and 551 Authentication

£ 5P for T §7 Edit Parameters
CThf or Tibco
77 Upgrade Policies Parameters |
Certificate requests
[ lig Poli 13 L) -
Ei e bckcy menagemery il Tibzo Domain Authentication
ol
Tool Description:
Tool for accepting EMS and SSL Authentication ﬂ
Command:
Icmd Jo "FovingtalldirzingtalTIBSPINS Pl-Sharehencrppt.bat” $0FC_MODES
Parameters:
Select the nodes|services ko replace $OPC parameters with:
=] fE Modes
+-[m] (& HP Defined Groups
Launch... I Cancel Help
i

iv. Select the managed node and click Launch.

In the command prompt enter the Domain Name, EMS User Id, EMS Password, and

SSL Password. If you leave the EMS password or SSL password blank, the

credentials will still be deployed on the node.
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|_E Onerations Manager : TWF
[ Serviczs
il [ Moces
H ET' Togk
H ET' HatFix Deploymenl
T H B et Toa
[# ET' HP Cperations Mar
[# ET' Reporting
7 51 for oo
[ ET' Upqrade Polices
Cortficats requests
) [ Polcy management

Hame ‘ Destription

1T start Tioo 3P1 Colletar
1T Staus of Tiaco 5P Colletar
1T stop Thoo 591 Colector
i’? Theo Domain Authentization

Tool to start the Tibco SPI collctor
Tool to chick status of the Tibco SPI collector
Tool to stop the Tibco 51 collector
Tol for accepting EMS and 5L Authentication

\Windows' System32\,cmd.exe

C:\Progran Files\HPSHE BIO Sof twarevhindeem OPC_UHAT_STRING="BCHIHP Operations Si

‘\Progran Files\HPSHE BTO Sof twareshindcd “G:i\Program Files\HESHE BTO Sof tuarvey

C:\Progran Files\HP\HE BIO SoftwaresinstallNTIBSPINSPI-Share"C:NProgram Files\H
Domain Name:mydomain

EMS User Id:

EMS Passuord:

581 Passuord:

[ovdeploy, -env, OvDatalir, -host, IWFUMBB134.hpsulabs.adapps.hp.conl
C:/ProgranData/HE/HP BIO Software

[ovdeploy, -upload, -file, C:\ProgranDatasHPNHP BTO Sof tuareNIIBCO_SPINtmpNtmpen
[NFO:  File successfully uploaded.

Press any key.....

You have to run Tibco Domain Authentication tool for each domain which has
EMS/SSL passwords configured.

Note: To monitor multiple domains, copy and paste the <config> block for each domain
in the TIB_SPI_DiscConfig policy. If n domains have to be monitored, there must be n
<config> blocks that is one <config> block for each domain in the TIB_SPI_

DiscConfig policy.

5. Click Save and Close to save any changes and exit the editor.

Deploy Discovery and Collector Lodfile Policies

Before deploying the discovery policy, you must deploy all SPI opc message policies so that
unnecessary alerts don’t reach the OM server.

To deploy the discovery and collector logfile policies, follow these steps:

Step 1: Deploy TIB_SPI_Discovery policy:

The TIB_SPI_Discovery policy starts the discovery as well as the collector. To launch the TIB_
SPI_Discovery policy, follow these steps:
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1.

2.

w

o

From the HPOM console, select Policy Management — Policy Groups — SPI for Tibco —
TIBCO SPI Collector — Discovery.

Double click TIB_SPI_Discovery.

The Auto-Discovery window opens.

[ame | Description | Wersion | Latesk | Tyvpe

@ TIB_SPI_DiscConfig Tibco SPI Discovery Configuration 2.4 2.4 ConfigFile

(€] TIB_SPI_Discowety Tibco SPI Discowery 2.0 2.0 Service Auto-Discavery
@ TIE_SPI_OOTBMetricsiZonfig Tibco SPT QOTE Metrics Configuration 2.2 2.2 ConfigFile

@TIB_SPI_Dischery [2.0] {Service Auto-Discovery)
File Wiew Help -

5 save and Close  [F] Save | P Help |

Discover  Schedule |

= f* Specific time: | 02:00 j " Multiple Times: Times... |

& | Schedule Summans  [at 0200 every day
A©

Schedule Task: " Time

Ready [ |num 4

Select Schedule — Schedule Task. Schedule the task as per your requirement.
Click Save and Close to save any changes.

From the managed nodes, select the node on which you want to deploy the policy and click
OK.

After the discovery is completed, you will receive a message on the HPOM console stating the
discovery is successful.

Note: It might take several minutes to discover the whole domain based on the domain
size.

Step 2: Deploy Lodfile Policies
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The lodfile policies monitor the lodfiles created by TIBCO SPI. The information from these logfiles
includes changes to the configurations and errors that occur in the operations of the TIBCO SPI.

To launch the logfile policies, follow these steps:

1. From the HPOM console, select Policy Management — Policy Groups — SPI for Tibco —
TIBCO SPI Collector — Logdfile.

2. Right-click the managed node on which you want to deploy the lodfile.
3. Select All Tasks — Deploy on.

The Deploy Policy window opens.

Marne I Diescripkion I Yersian I Latest I Tvpe
TIE_SPI_COLL_LOGFILE Logfile policy to watch for ERROR an... 2.0 2.0 Logfile Entry
TIE_SPI_SCRPT_LOGFILE Logfile policy to watch For ERROR an... 2.0 2.0 LogFile Entry

ﬁDeploy policies on... E3

— Deployment Modes

™ Select all nedes on which the current version of the policy is deploved
" Select all nodes on which any version of the palicy is deployed
* Select nodes From the bres:

Managed nodes:

- [m] = Modes
D f&E Ha Cluskers
El f& HP Defined Groups
=[] [&E InfrasPl Managed Modes
= (& virtualization
Eﬂ BTOWMEZ4 (Management Server)

— Deployment Options
[T Deploy policy only if version is neser (physical nodes anly)
[ Ignove policy owner

— Palicy status after deployment
(* Enable

™ Disable

™ Keep existing

Gk I Cancel | Help |

4. Select the option, Select nodes from the tree. From the managed nodes, select the node on
which you want to deploy the policy and click OK.

5. Verify that the tool is launched on the selected node(s) and click OK.

Verify the Discovery Process

Verification might take several minutes to complete, depending on the number of managed nodes in
your environment.
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To verify that the discovery process is completed, follow these steps:

. After the discovery is completed, there would be a discovery successful message in the
message browser.

For example: TIBCO SPI is configured for three domains MyDomain, TestDomain, and SPI_
TEST. Suppose the discovery is completed for MyDomain and SPI_TEST and has failed for
TestDomain.

There would be a message like Discovery completed successfully for SPI
TEST, MyDomain inthe message browser.

2. When the discovery is successful, the following Service Map appears.

The lines in the service map are color coded to show various levels of severity. For example,
red lines show that the application has critical problems and the green lines show that the
application is healthy.

@ Servives g
7

@ HA Cluster Infrastructur

@ Applications o

i Microsaft Windows

o Uuejdt\uns

& blovm3S4[Admin]

7

éb_ Adnin - g

/

& TibcoTestEMSDomain g @ IWRMOODBOTibeoT estEMSDomgy

s

@ [WRMOD124[TibeoTestEMSDongy

@ WFRYMD0Z31[Tibcol estEMSDomg

@ IWRMO0257[TibeoT estEMSDomain]

L]

/

[wPYMODBG7[TibcoT estEMSD omain]
® [WFYMOOBES[TibcoT estEMSD omain]

@

[/ Py/M O0BBE[Tibeo T estEMSDomain] @, [WPYMOD45E[TibcaTestEMSDamain] g
\

@ IWFVMO0476(TibcaT estEMS D omain] B

s O
{5 Diomain] B kil

3. Thediscovery service map should get updated with the TIBCO environment details such as:

a. Servers in TIBCO environment.

b. BW Applications in TIBCO environment.
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c. EMS services.
d. RV services

4. To check the error messages from the collector log files, go to Policy Management —
Deployment Jobs. The SPI is deployed if it contains no error messages.

Steps for Configuring the TIBCO SPI On
HPOM for UNIX Management Server

Prerequisites

Log on to HPOM as an administrator. The Administration Ul window opens. Complete the following
tasks before configuring the TIBCO SPI:

o Assign Operator Responsibilities for User

¢ Assign Tools to the Operator

¢ Assign Service Tree

Assign Operator Responsibilities for User

To assign operator responsibilities for opc_adm, follow these steps:

1. Select All Users — opc_adm.

2. Tochange a user’s responsibility, select Edit Responsibilities.... from the drop-down list as
shown in the following figure.

All Users = - @ =

Filter w
Found 4 Elements

A E

(]
(=]
Im

A
(o]
I
[
1=
-
1=
1=

POM Operal

top

D _2 netop netop =R ¥ = HPOM Metwork Operator
@ 3 opc adm opc adm O HPOM Administrator

= 2 opc op opc op @

1 Choose an adtion ~ B

Found 4 Elements

3. The Edit Responsibilities window opens. If TIBCO does not appear in the Message Groups or
Node Groups, goto step 4 else gotostep 5.

4. Select Edit View. The Edit View matrix window opens.
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Select TIBCO from the Available Node Groups and Available Message Groups and using
move it to the Visible Node Groups and Visible Message Groups as shown below:

Edit Matrix View

VISPI-Deployment
WISPI-Cutage-Hosts
VISPIHosts-Hypery
midas_servers
midas_webapps

Awvailable Node Groups Visible Node Groups

p— e e e R T R fafa p— vod e B O e il
SISPI-SLES - linux

S15PI-5unSolaris net_devices

SISPlviA H

SiteScope .

TIBCD

1

Available Message Groups Visible Message Groups
p—— i e R N N Wi p— S Al o
SiS Monitoring Misc -
TIBCO MMt
Wirtualization H Metwork
WLSSPI - 05
WebLogic H OpC
midas - CpenView
Output
Performance
SHMP
Security il

[ OK ][Cancel

5. Select all check boxes for TIBCO Message Groups.
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Edit Responsibilities for User "opc_adm"

Message ET;:E:TEC;MP& =0 linuse net_devices TIBCO
Badwp Ed [#] ]
Certificate Il Edl ol
Datsbase [#] 7] ]
A E E 7
Hardware [#] #] ]
Job Ed Ed £l
Misc 7 5 ]
Metwork [#] [#] W]
MM 5] [#] [#]
OpG 7] [#] [#]
CpenView [#] [¥] Edl
os ¥ 7] £
Output [#] [#] [#]
Performance [#] Ed [l
Security ¥ ¥ Ed
SHiP £l @l
TIBCO [ [ ]

6. Click Close.

Assign Tools to the Operator

To assign tools to the operator, follow these steps:
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1. Click Browse — Tool Bank. In the Tool Bank window select SPI for Tibco.

Tool Bank = -~ © -
Filter =
Showing 1 - 20 of 27 {Show all}
- =] c b E E S H 1 4 K L M N
Type  Label Name T Contents Target
] * Certificate Tools Certificate Tools e - 03 -
*p HPOM Composer Comelation Composer Che O~ 0/3 -
& *» HPOM License Tools HPOM License Tools Chw ) 0/4 -
% Lsunch SiteScope Dashboard Launch SiteScope Dashboard Gh> O~ 0/2 -
] o OMU Administration Ul midss spps = s 217 -
Bl S NetDiag Met Disg h> O~ 0r2 Z
[ To  NHmi MM e O~ F I
E Tip MMM Int-Admin MMMilntAdmin Chw o - [ =
E % Systemns Infrastructure SISPI By O or2 -
E @ SiteScope Adspter SiteScope Adspter B O~ 115 -
] *b  SiteScope SAM ADMIN SiteScope SAM ADRMIN Ehw O 02 -
“p  SPlfor Tibco SPI for Tiboo B R
El “iz  SSP Tools SSF Tools - B view
] Y UNXTools UN"X Tools =R
v Uporade Policies Upgrade Tools = ‘ Copy..
& Virtuslization Infrastructure Virtualization [nfrastructure By - Bp Copy with Contents .
@l b Windows Tools Windows Tools B~ B Link fo Tool Groug...
%5 Worspaces Worspaces B »r Move o Tool Group. .
[[] "o Werspaces Workspaces th
% z
IE‘ m B Erbaaiaa e % Assign to User/Profile...
%> Assign Tools / Tool Groups
] " Configure SiS20M Adapter Configure SiS20M Adapter Ch= e
i‘? Deassign from this Group...
| Choose an acticn ~ B B A ]
X | Delete...
Showing 1 - 20 of 27 [Show all} B Download...
™' Add to Shopping Cart

2. Select Assign to User/Profile... from Choose an Action drop-down list and click & to submit.

The Selector window opens.

3. Inthe Selector window, click All Users tab.

4. Select the operator to which you want to assign the tools.
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Tool Bank& » © -

)

E|

OEOOEDEEOEEEO

s )

o
o
o
o
o
o
o
L
L
o
o

o
o
o
o
o
o
)

&

<]

oo@O

I Choose an action

HPOM Composer
HPOM License Tools

Launch SiteScope Dashboard
OMU Administration Ul

Net Diag

NN

NMNMi Int-Admin

Systems Infrastructure
SiteScope Adapter
SiteScope SAM ADMIN
SP| for Tiboo

SSP Tools

UN"X Tools

Upgrade Policies
Virtualization Infrastructure
Windows Tools
Workspaces

Broadcast

Configure SiS20M Adapter

Showing 1 - 20 of 27 {Show all}

- @

ertificate Tools
Comelaticn Composer
HPOM License Tocls
Launch SiteScope Dashboard
midas_apps
Net Diag
NNMi
NNMilntAdmin
SISPI
SiteScope Adapter
SiteScope SAM ADMIN
SPI for Tiboo
SSP Tools
UN"X Tools
Upgrade Tools
Virtualization Infrastructure
Windows Tools
Workspaces
Broadcast

Configure SiS20M Adapter

Filter w
Showing 1 - 20 of 27 {Show all)
A B D E G H 1 i K o M N fo} G

O~ 0/3 d
o~ 0i4 2
O~ 0/2 =
O~ 217 L
O~ 02 L
O~ 2/0 &
O~ a1 <
O~ oz i
£% 145

Selector

Filter | All Profiles | All Users

= All Users
itop
netop
opc_adm
opc_op

1 9.1,

Choose one or more items. When finished, click

OK.

5. Click OK. The tools are assigned to the operator.

Assign Service Tree

You must run the following command on the management server for the Service Tree to appear in
the Java Interface.

opcservice -assign opc_adm Tibco Root

Configuration Steps:

To configure the TIBCO SPI from the management server, you must complete the following tasks.:

1. Add Nodes to the TIBCO Node Group

Assign Categories to the Managed Node

Deploy Instrumentation on the Managed Node

2
3
4. Assign Policies to the Managed Node
5

Verify the Discovery Process
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Add Nodes to the TIBCO Node Group

The TIBCO SPI automatically creates the TIBCO node group with preassigned policy groups. To
place all nodes running in the TIBCO Application Server in the node group follow these steps:

1. Open the All Node Groups window and select the TIBCO Node Group.

2. Select Assign Nodes... from the Q- drop-down list.

The Selector window opens.

Selector g |
All Node Groups = - © -~ Filter | All Node Groups | All Mode Hierarchies | All
MNodes
Filter fiig Vodes ~
Showing 21 - 30 of 30 (Show all) Mame contains -
A B & D E E G | Lebel contains -
@ Label Name T
] SISPHMS Windows SISPI-MS Windows
[ SISPFRHEL SISPI-RHEL -
I=l Filtered Nodes
] SISPISLES SISPI-SLES Mo matches. Please change filter.
[] SlSPl-SunSolaris SISPI-SunSolaris
0 SISPlI-vMA SISPl-vMA
] SiteScope SiteScope
TIBCO TIBCO
0 VISPI-Dieployment WISPI-Deployment
[ ESX and ESXi Host Qutage VISPI-Ouiage-Hosts
[F] VISPIHosts-Hypery VISPIHosts-Hypery ] ] )
Choose one or more items. When finished, click
t Assign Modes... - B8 'OK".

3. Click All Nodes.
4. Select the nodes running on the TIBCO Application Server.
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Selector
Filter | All Node Groups | All Node Hierarchies | All
MNodes

= All Modes
IWFYMOO106

Choose one or more items. When finished, click
'K

[OK|[ cancel

5. Click OK to add nodes to the TIBCO Node Group.

Assign Categories to the Managed Node

To assign categories to the managed node:

1. Open All Nodes window and select the managed nodes.

G

2. Select Assign Categories... from the " drop-down list.

The Selector window opens.

Page 55 of 113 HP Operations Smart Plug-in for TIBCO (2.00)



User Guide
Chapter 4: Configuring the TIBCO SPI

All Nodes > ~ © -

Filter »
Found 7 Elements
A B c D E [ H o K £ M N o P Q R
(5] |
Name Selactos
El § Dblovm452.ind hp .com btovm452 ind.hp.com All Categories
[l L Iwim00150.testex.com iwlvm00150 testex.com DB2SPI 5
Tl [ wim00198 testex.com iwfvm00198 testex.com examples
— i Exchange2k10_Core
[ ¥ wivm00456.h labs.adapps.hp.com Iwivm00456.hpswiabs.adapps.hp.com Exchange2k10_Discavery
[# @ wim00655hpswiabs adapps.hp.com iwfvm00655 hpswiabs adapps hp.com Exchange2k7_Collector
i Exchange2k7_Core
¥ vm230.dcd2ki0.bng.co.in vm230.dc42k10.bng.co.in Exchange2k?_Discavery B
] . VM231DCA42K10BMG COIN vm231.dc42k10.bng.co.in ESSSERIS ColGoy |

midas | |
OASSPI Discovery
SHS_Data_Callector
SiteScope
SPIDataCollector

SPI Data Collector
Systemsinfrastructure_v160
TIBCOSPI
Virtualinfrastructure_v160

Choose an action

-@

Found 7 Elements

]

WBSSPI Discovery
WebSPI| Apache

WebSP| Sun OME
WLSSPI Discovery -

Choose one or more items. When finished, click

OK'

3. Select SPIDataCollector and TIBCOSPI from All Categories tab.

4. Click OK to assign categories to the managed node.

Deploy Instrumentation on the Managed Node
To deploy instrumentation on the managed node, follow these steps:
1. Open the Node Bank window and select the management server.

2. Select Deploy Conﬁguration...fromtheﬁ drop-down list.

Node Bank™ - © -

Filter v
Found & Elements
allien el e e e Bl g KL e e B e
Comment
et S
o oldingAres Distrinute Policies [ *
3 52.ind hp 52.ind hp s 3
| ¥ blovm452.ind hp.com btovm452.ind hp.com Distiouts Actons ] i
Bl _ﬁ iwfvm00150 testex com iwhem0150.testex com
o Distribute Monitors [7] 2
| §  iwhvm00158 testex.com iwfym00198 festex.com ot
F 8 heom00256 hpsvisbs edapps p com iwhvm0456 hpswlats sdappshp.com - DistiBUtE a] !
Ly Commands
| ¥ iwfvm00855 hpswlabs.adapps.hp.com iwfvm0855. hpswlabs.adapps.hp.com S
_ Distribute il 2
[l ¥ ym230.dc42410.bng.co.in ¥m230.dc42%10. bng co.in Instrumentation
B @ YM23DC4KI0BNGCOIN ym231.do42410.bng co.in Distrinute &l p
Subagents
Chaase an action ~ @ 2
Force Update Eil
Found 8 Elements Purge B8
Instrumentation
Cancel

3. Select Distribute Instrumentation and Force Update by selecting the check box.

4. Click OK to deploy the instrumentations on the managed node.
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Assign Policies to the Managed Node
To assign policies to the managed node, follow these steps:
1. Open the Node Bank window and select the managed nodes.

2. Select Assign Policies / Policy Groups... from the i drop-down list.

The Selector window appears.

All Nodes =~ - @

Filter w

Found 7 Elements
A B c

o
Im
m
(o]
[=s
.
=
=
=4
=
s}
o
(s}
[Pl
It
=

Selector £ |

¥ btovmd52.ind hp.com btovm452 ind_hp com Filter | Policy Bank | All Policy Groups | All Policies
= B  iwfhm00150.testex.com iwfvm00150.testex.com
8 =8 = # [} Examples S
7 F iwhm00198 testex com iwfm00198 testex com B [ bastructure Management
il B iwhm00456.t adapps.hp.com iwhm00456 hps adapps .hp.com ® [_JManagement Server
= - ® [_J midas
& B iwhm00655 hpswlabs adapps.hp.com iwfvm00655_hpswlabs.adapps_hp.com ® [_J SiteScope Integration
- ®= ) SNMP
] ¥ vm230.dc42k10.bng.co.in vm230.dc42k10.bng.co.in ® [J SP! for Active Directory
B g VM231.DC42K10.BNG.CO.IN vm231.dcd2k10.bng.co.in * [_J SPI for BlackBerry =
# [_J SPI for Exchange
1t Choose an action - B ® [_J SPI for PeopleSoft
® [_J SPI for Remedy ARS
= [_J SPI for Tibco

Found 7 Elements = L_J SPI for Tibco/TIBCO BW

= L} SPI for Tibco/TIBCO BW/Metrics
@ TIB_BW_ApplicationState (2.0}
# TIB_BW_AverageElapsedTime (2.0)
= TIB_BW_MaxElapsedTime (2.0}
@ TIB_BW_MinElapsedTime (2 0)
@ TIB_BW_NewErrors (2.0}
& TIB_BW_NumbJobsAborted (2.0)
# TIB_BW_NumbJobsCheckpointed
2.0V

Choose one or more items. VWhen finished, click
oK

3. Click Policy Bank.

4. Select the policies you want to assign to the managed node from the SPI for Tibco policy
group.

5. Click OK to deploy the policies on the managed node.

Verify the Discovery Process
Verification might take several minutes to complete, depending on the number of managed nodes in
your environment.
To verify that the discovery process is completed, follow these steps:

1. After the discovery is completed, there would be a discovery successful message in the
message browser.

For example: TIBCO SPI is configured for three domains MyDomain, TestDomain, and SPI_
TEST. Suppose the discovery is completed for MyDomain and SPI_TEST and has failed for
TestDomain.

There would be a message like Discovery completed successfully for SPI
TEST, MyDomain inthe message browser.

2. When the discovery is successful, the following Service Map appears on the Java interface.
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Using the Discovery Service Map, you can find out if any application or services have a

problem.

The lines in the Service Map are color coded to show various levels of severity. For example,
red lines show that the application has critical problems and the green lines show that the
application is healthy.

e

Application_de... |

[ ]
1B 5 service Graph [Services]
= odes
0 Message Croups f
3__,3: Tools
i Services
AutoDiscovery
! Tibco_Root (_.1
co_Domain_devc w
Ibco_Mode IWFY AumDusmvew Tlhcn Root
ibco_Applica
2 Tibco_App
B ¢ Tibco_service i
4 Tibco_sery T
1 T\h:n Mode_IWFY it D”'";',m
BT Tibco_Applica
T3 Tibeo_app o Pt
= T\b:u Service || Jﬁ‘ J?‘
T Tibco_sery Tibco Mode WFyROO. .. Tibco Node IWEYMOD...
T Tibco_sery
I & Filer Settings
| URL shorteuts —as 5 %ﬁg Sy
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= =] =
== = =2

e

Tibco Service devdo...

|  Tibco Application_de.. |  Tibco Service devdo.. |  Tibco Service_dey

ices Servic

eeeeeee

3. Thediscovery service map should get updated with the TIBCO environment details such as:
a. Servers in TIBCO environment.

b. BW Applications in TIBCO environment.

c. EMS services.

d. RV services.

Configuring Out-Of-The-Box (OOTB) Metrics

To configure OOTB Metrics, you need to update specific parameters in the following order:

1.

2
3.
4

Edit the Metric Policy

Schedule the Metric

. Verification

Edit the Metric Policy

On HPOM for Windows: From the console, select Policy Management — Policy Groups
— SPI for Tibco — TIBCO SPI Collector — Discovery.

1.

. Create and Deploy the Metric Monitoring Policy

On HPOM for UNIX: From the Administration Ul, select Policy Bank — SPI for Tibco —
TIBCO SPI Collector — Discovery.

2. Double click TIB_SPI_OOTBMetricsConfig.
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The Configuration Editor opens.

[ Operations Manager : BTOVMG24 Mame I Description I Wersion I Latest | Type
- @ Services @ TIB_SPI_DiscConfig Tibea SPI Discovery Configuration 2.1 2.1 ConfigFile
[ Modes ({#) TIB_SPI_Discovery Tibca SPI Discovery 2.0 2.0 Servire Auto-Discovery
ﬁ Tools I£] TIB_SP1_0OTEMetricstConfig Tibco SP1 QOTE Metrics Configuration 2.0 z0 ConfigFile
Certificate requests
=] LQ_;; Palicy management
= E Palicy groups @ TIB_SPI_OOTBMetricsConfig [2.0] {ConfigFile)}
E: Hierarchical Node Groups File Wiew Help -
EZ HP Operations agent
[ HPOM Self Management g save and Close [] Save | 9 Help
F—; Infrastructure Management General Data I
BT Microsoft windows
FZ openvMs_palides q
FZ openyMs_sPI_palicies ) g
B Samples 4 <Metrics dowmain="OO0TEMETRICS™>
i
E: Service Reports Maintenance ] <Metric id="0OOTE1" hawvkagenthsamwe="agentnames"
E:SPI for Exchange 14 microagentnsme="TIBCO Rendezvous"
5 5P1 for Tibco 15 alarm="trus" enabled="true" isisync="true":>
B2 TIECO BW G <MethodName>onkvbasmonstatus</ HechodName>
TIBCC EMS G <MetricNamesrMessages Sent</MetricName:
TIBCO General & <Params>
TIBECO RY =] <Param>
TIBCO SPI Collector 10 <MamerService-/ Names
- Avallability 11 <Value>7474</Valuer
. Discovery 12 </ Param>
B Logfile 13 <Param>
Q= FE U[?M 14 <Mame:r Interval</HMame>
7 SPIfer Unix 05 15 <Value>300</Valus>
i[53 Policies grouped by bype
- 16 </ Param>
-3 Policies grouped by category
L:E'] Deployment packages 1; <Param>
g’ Deployment jobs <Marme>Networ </ Name
19 <Valuer:</Value>
20 <¢ Param>
21 <Param: e
TEV 3
Check Spntas Load Template | Save as lemplate | Help on Configkile |
Ready Lni, Col 1 MUM v

On HPOM for UNIX: Select Edit (Raw Mode)... from the drop-down list & . The Edit
ConfigFile Policy "TIB_SPI_OOTBMetricsConfig" opens. You can update the metric in the
Content tab.

3. RV metrics are defined basedon Service, Network, Daemon and Interval
parameters. Depending on the metric type, enter the attributes of the parameters defined.

a. By default, TIBCO SPI sets the following values to these parameters:
Service: 7474
Network: ;
Daemon: tcp:7474

b. If adomain with RV domain transport is configured with below parameters:
RV_SERVICE= 1747
RV_NETWORK=;
RV_DAEMON=tcp:1747
then TIBCO SPI will automatically configure RV metrics with the below parameters:
Service=1747
Network=;

Daemon=tcp:1747

Note: If RVD is not running on non-default ports you have to edit the policy and
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change the port numbers to the non-default port numbers.

c. If youwant toadd OOTB metric for a specific domain, update the metric definition as
follows:

The domain attribute in the <Metric></Metric> block for the required metric has to be
updated with the required domain name in the TIB_SPI_DiscConfig policy.

For example: To configure pendingMessageCount only for EMS servers in the domain
MyDomain out of the two domains MyDomain and SPI_TEST, you need to update the
metric definition in the TIB_SPI_DiscConfig policy as follows:

<Metric id="OO0TB29" domain="MyDomain” hawkagentname="agentname"
microagentname="JMS controller"
enabled="true" isAsync="false">
<MethodName>getServerInfo</MethodName>
<MetricName>pendingMessageCount</MetricName>
<Params>
<Param>

<Name>TIB7POLICY7NAME</Name>

<Value>TIB EMS PendingMsgCount</Value>
</Param>
</Params>
</Metric>

4. Click Save and Close to save any changes and exit the editor.

5. Right-click the managed node on which you want to deploy the TIB_SPI_OOTBMetricsConfig
policy.

6. Select All Tasks — Deploy on.
The Deploy Policy window opens.

7. Select the option Select nodes from the tree. From the Managed Nodes, select the managed
node on which you want to deploy and click OK.

The description of the properties used in the metrics are given below:

Metric Properties Description
TIBCO

Property SPI Requirements Description

id Required The format for the Metric id is OOTB [1-9]+. For
Example : <Metric id="O0TB1">

alarm Conditional alarm property is used to receive an alert on the HPOM
console. By default, the value for this property is set to

Required if you "false". For Example : <alarm="true">

want an alert for
data logging.
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Property

enabled

TIBCO

SPI Requirements

Required
Required if you

want to configure a
particular metric.

Description

This property is used to enable or disable the metric
block. The value of this property is either "true" or
"false". For Example : <enabled="true">

isAsync

Conditional

This property is required if you want to configure an
asynchronous metric. isAsync property is set to "true", if
it is an Asynchronous metric. For synchronous metric
you can either set the value to "false" or remove the
property. By defaut, the value of this property is set to
"false". For Example: <isAsync="true">

MethodName

Required

This parameter is used to call the name of the method
run by the microagent. For Example:
<MethodName>onRvDaemonStatus</MethodName>

MetricName

Required

Metric name is used to store or query any result of the
calculated metric. For Example:
<MetricName>Messages Sent</MetricName>

NAME

TIB_POLICY_

Conditional

This parameter takes the policy name as a value used
for the metric. For Example: <Name>TIB_POLICY _
NAME</Name>

<Value>TIB_RV_MessagesSent</Value>

If this parameter is not mentioned then TIBCO SPI
would determine the policy name as TIBCO_<metric
id>. For example:

If Metric id is 00TB2 9 then SPI would determine the
policy nameas TIBCO OOTB29.

domain

Required

This property is used to configure a metric for a domain.
If the metric is required for a particular domain the value
of this property should be set to the target domain name.
For Example: domain ="SPI_TEST".

If a metric should be defined for all the configured
domains then the value of this property should be set
"all".

Create and Deploy the Metric Monitoring Policy.

To create a new measurement threshold policy with the required policy name, any existing policy
can be copied and renamed. This enables you to keep custom policies separate from the original

default policies.

Follow these steps to create a new measurement threshold policy:
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1.

On HPOM for Windows: From the console, select Policy Management — Policy Groups

— SPI for Tibco — TIBCO BW — Metrics. Double click any one of the existing threshold

policy.

Alternatively, you can also right-click on the HPOM console and select New — Measurement

Threshold.

On HPOM for UNIX: From the Administration Ul, select Policy Bank — SPI for Tibco —
TIBCO BW — Metrics.

2. The measurement threshold window opens.

B2 TiBco EMs
EZ TIBCO General
B2 TBCORY
EZ TIBCO SPT Collector
= SPT For Unix O5
o SPT For Weblogic Server
-3 Policies grouped by type
-3 Policies grouped by category
E& Deployment packages
g3 Deployment jobs

File tiew Help

@ 118_Bw_Numblobscheckpointed [2.0] (Measurement Threshold)

| s Savs and Closs. [£] 5ave

(3 HP Operations Manager Mame | Description | version | Latest | Type | categar
=i Operations Manager : ETOVME24 & TIE_Bw_applicationstate Monitor the state of BW Application 2.0 2.0 Measurement: Threshold TIBCOSPI
- services i TIE_BW_AverageElapsedTime  Average elapsed time(in milseconds... 2.0 2.0 Measurement Threshold TIBCOSPI
[ Nodes TIB_BW_MaxElapsedTime Maximum elapsed time(in milisscond... 2.0 2.0 Measurement: Threshold TIBCOSPI
- Tools § TIE_BW_MrElapsedTime Winimum elapsed tme(in miliseconds... 2.0 2.0 Measurement Threshold TIBCOSPI
@ Certificate requests TIE_BW_MewErrars Total number of new errars 2.0 2.0 Measurement Threshald TIBCOSPI
=L Paiicy management & TIE_BW_Mumblobsaberted Tatal number of jobs sborted for all .. 2.0 2.0 Measurement Threshold TIBCOSPI
£ P°"‘:“_ g’”“:‘_s e & £ TIE_BW_NumbJobscheckpoin... Tokal number of jobs checkpointed F... 2.0 2.0 Measurement Threshold TIBCOSPI
z Hf'g;;::m: :gen'f““ £ TIB_BW_MumblobsCompleted  Total number of jobs completed For ... 2.0 20 Measurement Threshold TIBCOSPL
= HPOM Self Managament § TI5_BW_MumbJobsCreated Total number of jobs created for all .. 2.0 2.0 Measurement Threshold TIBEOSPI
: Infrastructure Mansgemant & TIB_BW_MumbJobscueued Tokal number of jobs queusd For all .. 2.0 2.0 Measurement Threshold TIBCOSPI
— Microsoft Windows § TIB_BW_MumbJobsSuspended  Total number of jobs suspended for .. 2.0 2.0 Measurement Threshold TIBEOSPI
1 OnenwMs_policies § TIE_BW_MumblobsSwapped  Total number of jobs swapped For all.. 2.0 2.0 Measurement Threshold TIBCOSPI
- OpentMs_SPI_policies & T1B_BW_TotalElapssdTime Total elapsed time in miliseconds of ... 2.0 2.0 Measurement Threshold TIBEOSPI
~ Samples § TIE_BW_TotalErrors Tokal number of errors 2.0 2.0 Measurement Threshold TIBCOSPI

[[=] B3

| 2 Heb [

Source | Thieshold levels | Optians |

Short name”

[TIB_BWw_NumbJ obsCheckpointed

Desciiption

Total number of jobs checkpainted for all process definit

Source type

[2 Evteral

I~ Store in Embedded Performance Companent

H

Data Source® |

Object” |

Metic |

Add zource..

Ready

On HPOM for UNIX

a.

b.

: Select Copy... from the drop-down list

Enter the following values:
In the Source tab, enter the Short name and Description.

Select All Tasks — Deploy on.

The Deploy Policy window opens.

=

. The Copy Policy opens.

In the Threshold level tab, enter the values for the threshold limit.
Provide an appropriate policy name and click Save and Close to save any changes and exit.

Right-click the managed node on which you want to deploy the measurement threshold policy.
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i)
- B
H
)

L1 HP Cperations Manager
=i} Operations Managsr : BTOVMG24

Services

Nodes

Tools

Certificate requests

Policy management

F3 Policy groups

Hierarchical Mode Groups
F2 HP Operstions Agent

2 HPOM Self Management
B2 mnfrastructure Management
B2 microsoft windows

FZ openvms_policies
OpenyMS_SPI_palicies

2 Samples

EZ Service Reports Mainkenance
FZ sPIfor Exchange

Bz sPIfor Tibco

B

e

B

& Fi TIBCO General
=-BZ TIBCO RY

-3 TIBCO SPI Collector
SPI For Unix 05

[Z SPI For Weblogic Server
3 Policies grouped by bype

3 Policies grouped by category
E& peployment packages

1§53 Deployment jobs

Marne.

[ Description

[ version

[ Lakest

[ Type

£ TIB_Bw_ApplicationState

B TIB_BwW_AwerageElapsedTime
£ TIB_BW_MaxElapsedTime

£ TIB_BwW_MinElapsedTime

B TIE_BwW_MewErrors

£ TIB_BW_Mumblobsaborted

£ TIB_BW_NumblobsCheckpain. . .

B T1B_BwW_MumblobsCompleted
£ TIB_BwW_MumblobsCreated
£ TIB_BwW_Numblobsguened
B T1B_Bw _MWumblobssuspended
£ TIB_BwW_MumblobsSwapped
£ TIB_BwW_TotslElapsedTime

B TIE_Bw_TotalErrors

@ Deploy policies on...

Deployment Nodes

Managed nodes:

Monitor the staks of Bv Application

Average elapsed time(in miliseconds. ..

Maximum elapsed tmetin milisecond. ..

Mirimurn elapsad time(in millssconds. .

Total number of new errors

Total number of jobs aborked For all ...

Total number of jobs checkpointad ...
Tatal number of jobs completed for ...
Tatsl number of jobs created For al ...
Tatal number of jobs queued for al ...

Total number of jobs suspended for ...
Tatal number of jobs swapped For all...

Total elapsed time in miliseconds of ..
Total number of errors

2.0

" Select all nodes on which the current version of the policy is deployed
i~ Select all nodes on which any version of the policy is deployed
' Select nodes From the tree

= [m]f& Modes

i [i=]
&

+- [ E&E Ha Clusters
[®] [ HF Defined Groups
[C]f& InfraSP1 Managed Modes

Deployment Options
I Ignore policy owner

% Enable
i Disable
" Keep existing

I~ Deploy policy anky if version is newer (physical nodss only)

-

Cancel

.

iy sbatis afterdeplayment ==t s s R e e

Help

I

Measurement Thrashaold
Measurement Threshold
Meazurement Threshold
Measurement Thrashaold
Measurement Threshold
Meazurement Threshold
Measurement Thrashald
Measurement Threshold
Measurement Thrashaold
Measurement Thrashaold
Measurement Threshold
Measurement Thrashaold
Measurement Thrashaold
Measurement Threshold

%

7. Select the option, Select nodes from the tree. From the list of managed nodes, select the
node on which you want to deploy the policy and click OK.

Schedule the Metric

To create a new schedule metric, any existing schedule can be copied and renamed. This enables
you to keep custom schedules separate from the original default schedule tasks.

1. On HPOM for Windows: From the HPOM console, select Policy Management — Policy
Groups — SPI for Tibco — TIBCO BW — Schedule.

Alternatively, you can select Policy Management — Policy Groups — SPI for Tibco —

TIBCO BW — Schedule.

On HPOM for UNIX: From the Administration Ul, select Policy Bank — SPI for Tibco —

TIBCO BW — Schedule.

2. Double-click Tib_BW_Schedule_Metric.

The Schedule Task window opens.
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]E.:
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@ Dperations Manager : ETOVMGZ4
- Services

- Modes

; g? Toals

Certificate requests

EH.(_;* Policy management

= Policy aroups

75 Hierarchical Mode Groups
E: HP Operations Agent

[ HPOM Self Management

E: Infrastructure Management
2 Micrasoft Windaws

E—: OpenyMs_policies

2 OpenyM3_SPI_palicies

E—: Samples

E: Service Reports Mainkenance
[ SPI far Exchange

Ej SPI for Tibco

B3 TIBCO Bw

Ej Metrics
ﬁ Schedule
TIBCC EMS
Ej Lagfile

Fa Metrics
Ej Schedule
TIBCO General
TIBCC RY
TIBCO SPI Colleckar
-FF Availability
Ej Discovery

-FZ 3PI For Unix 035

olicies grouped by bype
olicies grouped by category
Deployment packages

----- A g"g Deployment jobs

Marne

| Description

| version

| Latest | Tvpe

I;'%3TIB_BW_Schet:lule_I'~F1z3tric_0!5min TibcaSPL: Schedule metric collection ...

Eg_;TIB_Bw_ScheduIe_Metric_IJSmin [2.0] (Scheduled Task)
File Wiew Help -

2.0

2.0 Scheduled Task

IR save and Close [ Save

| ? Help

Task | Schedulel

- Command

Taszk type I Carmmand - I

LCommand”

Execute

s usen

' Under agent account [$4GENT_USER]

Ilibspi_perl tibschedulemetric. pl -mprefix QOTE -metics 11-24 -datalog -alert J

I~ Specify password:® I

— Befare starting task

[ Send Start Message

&

ta Active Mzg, Browser

€ to Scknowledoed Mag) Browser Edit Start Message I

— After finizhing task

[ Send Success Message

¥ Send Failure Message

o scknowledged Meg) Browser | Edit Success Message I

& to Active Mg, Browser

= to Acknowledged Mz, Browser Edit Failure Meszage I

' 1o Active Msg, Browser

I Append output of cormmand as annotation to success / failure message

Ready

I T

On HPOM for UNIX: Select Edit... from the drop-down list ©* = . The Edit Scheduled Task
Policy "TIB_BW_Schedule_Metric_05min" opens.

3. a. By default, metrics are scheduled for all the configured domains.

In the task tab, enter the value for Command.

For Example:

Command =

-datalog -alert

where 1 is the metric id name (Metric id = "OOTB1")

An alert can be added if required for datalog.

b. For different schedules per domain, follow these steps:

each domain.

tibspi perl tibschedulemetric.pl -mprefix OOTB -
metrics 11-24

Create a copy of the required schedule task policy for the required OOTB metrics for

For example: There are two domains SP/_TEST and MyDomain and you want to
have different schedules for each domain. Copy the policy TIB EMS Schedule
Metric O5minas TIB_EMS_Schedule_Metric_SPI_TESTand TIB_EMS_
Schedule_Metric_MyDomain for each domain.

Open the policy and add -t ibd parameter at the end of the command followed by the
required domain name.

For example: Open the policy TIB_EMS_Schedule_Metric_SPI_TEST and update
thecommandas tibspi perl tibschedulemetric.pl -mprefix OOTB -
metrics 25-30 -datalog -alert -tibd SPI_ TEST. Edit the schedule as

required.
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Open the policy TIB_EMS_Schedule_Metric_ MyDomain and update the command
as tibspi perl tibschedulemetric.pl -mprefix OOTB -metrics
25-30 -datalog -alert —-tibd MyDomain. Edit the schedule as required.

4. Inthe schedule tab, enter the scheduled task and time.

|;_ﬂ Operations Manager | BTOVMA24 Marne | Description | \ersion | Latest | Type

(-5 Services I;'gci)TIB_BW_Schet:lule_Metric_DSmin TibcoSPL: Schedule metric collection ... 2.0 2.0 Scheduled Task

E='— Toals &&TIB7Bw75chedulefMetricJ]Smin [2.0] {Scheduled Task)
Certificate requests File Wiew Help -
=R Paolicy management
ng E: Policy groups [% Save and Close [Eﬂ Save | ? Help |
+ E,: Hierarchical Made Groups Task  Schedule |

E,: HP Operations Agent
E,: HPOM Self Management Schedule Task: Tim
BE Infrastructurs Management - ’7  Specific time: [11:40 = % Multiple Times: Time:
2 Microsoft Windaows * =l ——
E—,j OpenyM5_policies
[ OpenvMs_SPI_palicies & Scheduls Summary: [E ey hour on minutes 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55 every day

2 samples uf(")
E: Service Reporks Mainkenance
[fZ SPIfar Exchange

{3 SPI for Tibco

= TIBCO Bw

F: IMetrics

3 Schedule

. TIBCOEMS

2 Logfile

Ej Metrics

2 Scheduls

FZ TIBCO General

E-F3 TIBCORY

=-F TIBCO SPI Collector

3 availability

[ Discovery

el

Ea Deployment packages Ready Tl

5. Click Save and Close to save any changes and exit.

Verification

OQTB is properly configured if you receive an alert on the console according to the threshold limits
set in the metric monitoring policy.

Example Metrics 1

Example 1:
The following sample illustrates the metric that returns the Average Elapsed Time.

<Metric 1d="OOTB1l1l" domain="MyDomain” hawkagentname="agentname"
microagentname="COM.TIBCO.ADAPTER.bwengine."
enabled="true" isAsync="false">
<MethodName>GetProcessDefinitions</MethodName>
<MetricName>AverageElapsed</MetricName>
<Params>
<Param>
<Name>TIB_POLICY_NAME</Name>
<Value>TIB BW AverageElapsedTime</Value>
</Param>
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</Params>
</Metric>

Configuring User-Defined Metrics (UDMs)

To create and monitor UDMs, complete the following tasks in the specified order.
1. Edit the Metric Policy
2. Create and Deploy the Metric Monitoring Policy
3. Schedule the Metric
4

Verification

Edit the Metric Policy

1. On HPOM for Windows: From the console, select Policy Management — Policy Groups
— SPI for Tibco — TIBCO SPI Collector — UDM.

On HPOM for UNIX: From the Administration Ul, select Policy Bank — SPI for Tibco —
TIBCO SPI Collector — UDM.

2. Double click TIB_SPI_UDMMetricsConfig.

The Configuration Editor opens.

@ TIE_SPI_UDMMetricsConfig [2.1] (ConfigFile)

File Wiew Help -
% Save and Close [2] Save | ? Help
“General
1
2  <Metrics>
5
4 <!--Feplace the "id" with the actual metric id; format of the metric id is TIBCOSPI_[0-5]+-->
5 «<!--FReplace the "agentname” with the actual name of the agent—->
6 «<!-—Replace the "microagentname” with the actual nawe of the microagent from Tibeoldministrator
7 <!--Feplace the "MethodName"™ walue with the actual nawe of the method from Tibeoldwministrator/T|
S <!--Feplace the "MetricName" wvalue with the actual name of the method from Tibcolddministrator/T|
S  <!--FEeplace the "Params" walue with the actual parameters needed for the correspoding method. *
10 ¢!—-"enabled™ attribute should be set to "true"/"false" if the metric has to be enabled/disabld
11 «<!'--FReplace the "domainname” with the actual name of the domain--»
12 «<!'--Eelow iz an example of an asynocrhonous metric. "isksync” attribute is set as "true"-->
13 <Merric id="TIBCOSPI_1" domain="3PI_TE3T" hawkagentnsmes="IWFVMOO3IZO"
14 microagentname="TIECO Rendezwous"
15 alarm="true" enabled="true" islisync="trues":>
16 <Methodiame-onRvlasmonstatus</ Nethodlfame>
17 <Metriclame:rMNessages Sent</MetricName:r
18 <Params:>
19 <Param=
20 <Name>Service</Namex>
21 <Valuer7474</Value>
Z2 </ Param>
23 <Param>
Z 4 <Name>Interval</Name:>
25 <Value>20</Valus>
26 </ Param>
KT —
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On HPOM for UNIX: Select Edit (Raw Mode)... from the drop-down list & . The Edit
ConfigFile Policy "TIB_SPI_UDMMetricsConfig" opens. You can update the metric in the
Content tab.

3. Depending on the metric type whether synchronous or asynchronous, enter the attributes of
the parameters defined. Below is an example of asynchronous and synchronous metrics and
the set of parameters that you need to configure.

<Metrics domain="domainname">
Asynchronous Metric:

<Metric id="TIBCOSPI 1" hawkagentname="agentname"
microagentname="microagent"
alarm="true" enabled="false" isAsync="true">
<MethodName>onRvDaemonStatus</MethodName>
<MetricName>Messages Sent</MetricName>
<Params>
<Param>
<Name>Service</Name>
<Value>7474</Value>
</Param>
<Param>
<Name>Interval</Name>
<Value>300</Value>
</Param>
<Param>
<Name>Network</Name>
<Value>;</Value>
</Param>
<Param>
<Name>Daemon</Name>
<Value>tcp:7474</Value>
</Param>
</Params>
</Metric>

Synchronous Metric:

<Metric id="TIBCOSPI 2" hawkagentname="agentname"
microagentname="JMS controller"
enabled="false" isAsync="false">
<MethodName>getServerInfo</MethodName>
<MetricName>outboundMessageRate</MetricName>
</Metric>

</Metrics>
4. Click Save and Close to save any changes and exit the editor.

5. Right-click the managed node on which you want to deploy the TIB_SPI_UDMMetricsConfig
policy

6. Select All Tasks — Deploy on.
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The Deploy Policy window opens

I:I HP Operations Manager

= {;ﬁ Operations Manager : BTOVMEZ24

; BF services

Fig nModes

+-3 Todls

- [5] Certificate requests

El Lé_;} Policy management

Elﬁi Paolicy groups

EE Hierarchical Mode Groups
HP Cperations Agent
HPOM Self Management
o Infrastructure Management
ﬁi Microsoft Windows
OpenyM3_policies
OpenYMS_SPI_policies
Samples

ﬁi Setvice Reports Maintenance
(-5 SPI for Exchange

=B 51 for Thheo

E-FF TIBCO BW

i TIBCO EM3

2 TIBCO General

E-F SPI fFor Unix 05

(-5 5PI for Weblogic Server
[]-a;F_.;'; Policies grouped by type

[+ EE Paolicies grouped by category
= - Deployment packages

1& Deployment jobs

Marme I Description Yersion I Latest | Type
@ TIE_SPI_UDMMetricsConfig Tibco SPI UDM Metrics Configuration 2.0 2.0 ConfigFile
[ T1B_UDM_Schedule_Metric_D... TibcoSPL: Schedule metric collection .. 2.0 2.0 Scheduled Task
ﬁDepluy policies on...
r—Deployment Nodes
"~ Select all nodes on which the current version of the policy is deploved
" Select all nodes on which any version of the policy is deploved
¥ Select nades from the rec;
Managed nodes:
E1-[m] (& Modes
=[] i HA Clusters
&#1-[m] fEF HP Defined Groups
&[] (= InfrasPl Managed Modes
[1f3 virtualization
[i'] BTOVME24 (Management Server)
r—Deployment Cptions
I Deploy policy anly if version is newer {physical nades only)
I™ Ignore policy owner
i Policy status after deployment
¥ Enablz
" Disable
" Keep existing
QK I Cancel | Help |
g

7. Select the option, Select nodes from the tree. From the list of managed nodes, select the
node on which you want to deploy the policy and click OK

The description of the properties used in the metrics are given below:

Metric Properties Description

TIBCO

SPI Requirements

Description

id Required The format for the Metric id is TIBCOSPI_[71-9]+. For
Example : <Metric id="TIBCOSPI_1">

domain Required Domain name is the actual name of the domain. For
Example: <Metrics domain = "domainname">

hawkagentname Required Agent name is the actual name of the agent. It can
be fetched from the TIBCO Administrator. For
Example: <hawkagentname = "agentname">

microagentname Required Microagent name is the actual name of the

microagent which can be fetched from the
TIBCOAdministrator or TIBCOHawkDisplay. For
Example: <microagentname =

"TIBCO Rendezvous">
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TIBCO
Property SPI Requirements Description
alarm Conditional Alarm property is used to receive an alert on the
Required if ) HPOM console. By default, the value for this
eqlu'ff ! gotu wan property is set to "false". For Example :
an alert for data <alarm="true">
logging.
enabled Conditional Enabled property is used to enable the metric block.
Required if The value of this property is either "true" or "false".
equwg ifyou want For Example : <enabled="true">
to configure a
particular metric.
isAsync Conditional This property is required if you want to configure an
asynchronous metric. isAsync property is set to
"true" only if its an Asynchronous metric. For a
synchronous metric you can either set the value to
"false" or remove the property. For Example:
<isAsync="true">
MethodName Required Microagent uses the method name to call the
metrics. For Example:
<MethodName>getServerinfo</MethodName>
MetricName Required Metric Name is unique and is used to identify a
metric to store/query individual measurement
threshold values.
Params Required Parameters needed for the corresponding methods.

Create and Deploy the Metric Monitoring Policy

Creating a policy group for your UDMs enables you to assign multiple policies to a managed node
as a single group rather than individually. Policies can be assigned to more than one policy group
allowing you to customize the policies assigned to managed nodes.

To create a new measurement threshold policy with the required policy name, any existing policy
can be copied and renamed. This enables you to keep custom policies separate from the original

default policies.

Follow these steps to create a new measurement threshold policy:

1. On HPOM for Windows: From the HPOM console, select Policy Management — Policy
Groups — SPI for Tibco — TIBCO BW — Metrics. Double-click any one of the existing

threshold policy.

Alternatively, you can also right-click on the HPOM console and select New — Measurement

Threshold.

On HPOM for UNIX: From the Administration Ul, select Policy Bank — SPI for Tibco —
TIBCO BW — Metrics.
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2. The measurement threshold window opens.

(L1 HP Operations Manager ame | Description | version | Latest | Type Categor;
=2 Lﬁ Operations Manager : BTOWME24 TIB_BW_Applicationstate Manitor the state of Bv Application 2.0 20 Measurement: Threshold TIBCOSPT
Services TIB_BW_AverageElapsedTime  Average elapsed time(in miliseconds... 2.0 2.0 Measurement Threshold TIBCOSPT
fig Nodes TIB_BW_MaxElapsedTime Maximum elapsed timefin milisecond. .. 2.0 20 Measurement: Threshold TIBCOSPT
[ Tools TIB_EW_MinElapsedTime IMinimum elapsed time(in miliseconds. 2.0 za Measurement Threshold TIBCOSPT
Cortificats requests £ TIE_BW_NewErrars Total number of new errors z0 20 Measurement Threshold TIBCOSPT
& I3 Paliey Ta”ageme”t  TIB_BW_Humblobséborted  Total number of jobs aborted Far all .. 2.0 2.0 Measurement Threshold TIBCOSPL
g ;;'jlf::r“jjml e Grouges # TIB_BW_NumbJobsCheckpain, ., Tatal number of jobs checkpointed F... 2.0 2.0 Measurement Threshald TIBCOSPL
& Fﬁ HP Operations Agent TIB_BW_NumblobscComplsted  Total number of jobs completed For ... 2,0 20 Measurement Threshald TIBCOSPT
w E HPGM Self Management TIB_BW_NumblobsCreated Total number of jobs created for all ... 2.0 2.0 Measurement Threshaold TIBCOSPT
- Infrastructure Management TIB_BW_NumbJobsQueued Total number of jobs queued For all ... 2.0 2.0 Measurement Threshold TIBCOSPT
-2 Micrasoft Windows TIB_BW_NumblobsSuspended  Total number of jobs suspended for ... 2.0 2.0 Measurement Threshald TIBCOSPI
B OpentMs_policies TIB_BW_NumbJobsSwapped Total number of jobs swapped for all... 2.0 20 Measurement Threshold TIBCOSPT
-f7] OpentMs_sP1_policies TIB_BW _TotalElapsedTime Total elapsed time in milissconds of ... 2.0 20 Measurement Threshold TIBCOSPT
- TIB_BW _TotalErrars Total number of errars 2.0 2.0 Measurement Threshold TIBCOSPT
Bl
Bl 8 TIB_BW_Numb3JobsCheckpointed [2.0] (Measurement Threshold) =] E3
Bl El
[B save and Close [ Save | % rep ‘
= Sehede Source | Theshold levels | Options |
TIBCO EMS
TIBCS General Short name™ [TIB_gWw/_WumbJabsCheckpointed
TIBCO RY Desciption Total number of jobs checkpointed for all process definit
TIBCO SPI Collectar
e SPI for Unix OF
BB SPI for WebLogic Server
-7 Policies grouped by type Source ups |E| Exterrial j
& 3 policies grouped by category
~Eg Deployment packages I™ Store in Embedded Performance Component
3 Deployment jobs Data Souce™ |
Object” |
Metiic |
Add source.
Ready [Thm[T 4

5

On HPOM for UNIX: Select Copy... from the drop-down list

* . The Copy Policy opens.

3. Enterthe following values:
a. Inthe Source tab, enter the Short name and Description.

b. Inthe Threshold level tab, enter the values for the threshold limit.
4. Click Save and Close to save any changes and exit.
5. Right-click the managed node on which you want to deploy the measurement threshold policy.
6. Select All Tasks — Deploy on

The Deploy Policy window opens.
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(L1 HP Operations Manager Narne [ pescription [ version | Latest [ Type
=-[i5 Operations Manager : BTOVMEZ4 1 TIB_Bw_applicationstate Monitor the state of Buw Application z.0 2.0 Measurement Threshold
B Services i TIB_BW_pverageElapsedTime  Average elapsed time(in miliseconds... 2.0 2.0 Measuremnent Threshold

i Modes B TIB_Bw_MaxElapsedTime Maximum elapsed timetin milisecond... 2.0 2.0 Measurement Threshold
i Tools f TIB_Bw_MinElapsedTime Minimum elapsed timeiin miliseconds . 2.0 z.0 Measurement Threshold
Certificate requests 1 TIB_BW_MewErrors Tokal number of new errors 2.0 2.0 Measurement Threshald
FZ]'(Y rl”a"ageme"t # TIB_Bw_Numblobsaborted Total number of jobs aborted for all ... 2.0 z.0 Measurement Threshald

e ;i“:lag::r'ﬁ“scal Mode Groups 1 TIE_BW_MumblobsCheckpain... Tobal number of jobs checkpointed ... 2.0 2.0 Measurement Threshald

= P Operations Agent P 1 TIB_BW_MumbJobsCompleted  Tokal number of jobs completed for ... 2.0 z.0 Measurement Threshold

B HPeoM Self Managemerk TIB_BW_NumblobsCreated Total number of jobs created for all .. 2.0 z.0 Measurement Threshold
Infrastructure Management # TIBE_BW_MumbJobsueusd Tokal number of jobs queved for all ... 2.0 z.0 Measurement Threshold

B Micrasaft Windaws # TIB_BW/_MumbJobsSuspended  Tokal number of jobs suspended for ... 2.0 z.0 Measurement Threshold

S OpenMS_palicies f TIB_BW_NMumbJobsSwapped  Total number of jobs swapped for all.. 2.0 z.0 Measurement Threshold

+1-F OpenwMs_SPI_policies # TIBE_BW _TotalElapsedTime Tokal elapsed time in miliseconds of ... 2.0 z.0 Measurement Threshold
(-3 samples # TIB_Bw _TotalErrors Total number of errors z.0 z.0 Measurement Threshold

[ Service Reports Maintenance
B SPI for Exchange

Fa sPIfor Tihco Deployment Modes -
BZ 1BCO B
3 Logfile
o Metrics

[§& Deploy policies on...

1 Select all nodes on which the current version of the policy is deployed
" Select all nodes on which any version of the policy is deployed

; 1= Select nodes fram the b
B Schedule elect nades from the kree
= TIBCO EMS Managed nodes:
B2 TI8CO General =-[m] EE Nodes
[Z TEco Ry e[ B HA Clusters

S TIBCO SPI Collector
+1-[3 SPI for Unix 05

1-F5 SPI for weblogic Server

3 Policies grouped by type

EZ Policies grouped by category

--E@ Deployment packages

7% Deployment jobs

=) [H] F& HP Defined Groups
[1F& InfraspI Managed Modes

[JFe wirtualization

M

M

e e e T S S e e
[~ Deploy policy anly F version is newer (physical nodes anly)
I Iognare policy owner
~ Palicy status sfter deployrment —— —
{+ Enable
" Disable
" Keep existing

Lo | aa] e
4/

A

7. Select the option, Select nodes from the tree. From the managed nodes, select the node on
which you want to deploy the policy and click OK.

Schedule the Metric

To create a new schedule with the required policy name, any existing schedule can be copied and
renamed. This enables you to keep custom schedules separate from the original default schedule
tasks.

1. On HPOM for Windows: From the HPOM console, select Policy Management — Policy
Groups — SPI for Tibco — TIBCO SPI Collector — UDM.

On HPOM for UNIX: From the Administration Ul, select Policy Bank — SPI for Tibco —
TIBCO SPI Collector — UDM.

2. Double click TIB_UDM_Schedule_Metric.

The Schedule Task window opens.
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4.

[ HP Operations Manager Marne: | Description | Version | Latest | Type | Cateqor
B TIB_SPI_UDMMetricsConfig Tibco SPT UDM Metrics ConFiguration 2.0 2.0 ConfigFile TIBCOSPI
L%TIE,UDMjchedu\e,Metr\c,U‘ . TibcosPT: Schedule metric collection ... 2.0 2.0 Scheduled Task. TIBCOSPI

[ Certificate requests

453 Policy managsment J& 118_ubM_Schedule_Metric_05min [2.0] (Scheduled Task)
=6 Poliey groups Fie View Help

Higrarchical Mode Groups

HP Operatians Agent ’ By save and close 7] save | 2 reb

HPOM Self Management Task ISEhEdu\e'

Infrastructurs Management

Microsoft Windaws L - - -
OpenyM3_palicies Task type | Comman

OpenyM5_SPI_policies - Command
Samples oo = = n
Servics Reports Maintenance L |t|bspL perl tibschedulemetric. pl -metrics 1 -datalog -alert J
SPI for Exchange Execule " Under agent account (FAGENT_USER)
SPL for Tibeo ~
B TECOBW fsuet ]
™ Speciy passward:
- Betore starting task
BB

™ Send Stat Message O to Acknowledged s, Brawser Edit StartMessage

(%t fctive Mg, Browser

—&fter finishing task.
- SPI For Unix 05 P

-5, 3P1 For Weblogic Server ™ Send Success Message toAcknowledged Mg, Browser “Edf Success Message
[ PZ Palicies grouped by type

& PE Palicies grouped by category
£ Deployment packages W SendFailreMessage to Acknowledged Msg. Browser  Edit Failure Message

"Q Deployment jobs

& i Active Msa Brovser

(% to Active Msg. Browser

I™ &ppend output of command as annotation to success / fallre message

Ready ,_ ,W ’_ 4

On HPOM for UNIX: Select Edit... from the drop-down list © = . The Edit Scheduled Task
Policy "TIB_UDM_Schedule_Metric_05min" opens.

In the task tab, enter the value for Command.
For Example:

Command = tibspi perl tibschedulemetric.pl -metrics 1 -datalog -
alert

where 1 is the metric id name (Metric id = "TIBCOSPI_1")
An alert can be added if required for datalog.

In the schedule tab, enter the scheduled task and time.
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D HP Operations Manager Marng | Drescription Version | Latest | Type

Bl Operations Manager : BTOVME24 £ TIB_SPI_UDMMetricsCanfig Tibco SPIUDM Metrics Configuration 2.0 a0 CorfigFile
E-6 Services ;%f)TIB_UDM_Schedu\e_Matric_ﬂ‘.. TibcaSPL: Schedule metric collection ... 2.0 2.0 Scheduled Task
- Modes

ﬁ Tools

-[f] Certificate requests
El-lf_:} Policy managerment
Eﬂi Palicy aroups [ 118_uDM_Schedule_Metric_05min [2.0] (Scheduled Task)
EE Higrarchical Mode Groups
Ei HF Operations Agent
2 HPOM Self Management [P Save and close [ Save ‘ 9 Help ‘
ﬁ Infrastructure Management
ﬁi Microsoft Windows

[ OpentMs_palicies Schedule Task: "Timc

Ei OpenM5_5PI_policies SR =] o ;
5 Samples Daly = " Specific time; {1559 = Multiple: Times: Times...

ﬁi Service Reports Maintenance
i 51 for Exchange & Schedule Summaty [Eveny hour on minutes 0,5, 10, 15, 20, 25, 30, 35, 40, 46, 50, 56 every dap
F Pl for Tico )
-FZ TIBCO B
o TIBCOEMS
-F3 TIBCO General
-fg TIBCO RY
- TIBCO SPI Collector
-5 wailabiliy
[, Discowery
B2 Lagfie
- Lom
[-6Z SPIFor Unix 03
-5 31 far weblogic Server
=] EE Palicies grouped by bype
[ ﬁi Policies grouped by category
- Ea Deployment packages
g% Deployment jobs

File iew Help -

Task  Schedule |

[0 - - - G- - - - - -

Resdy R

5. Click Save and Close to save any changes and exit.

Note: The values entered in the UDMs can be retrieved throughthe TIBSPI UDM
datasource.

Verification

UDM is properly configured if you receive an alert on the console according to the threshold limits
set in the metric monitoring policy.

Example Metrics 2

Example 1:

The following sample metric illustrates a calculated metric. The metric returns the number of bytes
used.

<Metric id="TIBCOSPI 5" hawkagentname="btovm354"
microagentname="COM.TIBCO.ADAPTER.bwengine.Admin.File.Process Archive"
enabled="true" isAsync="false">
<MethodName>GetMemoryUsage</MethodName>
<MetricName>UsedBytes</MetricName>

<Formula>TIBCOSPI 5/1024</Formula>

</Metric>

Example 2:
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The below metric returns the result of a regular expression of a queue and sets the result in a
descending format.

<Metric id="TIBCOSPI 3" hawkagentname="btovm354" microagentname="JMS
controller (tcp://btovm354:7222)" enabled="true" isAsync="false">
<MethodName>getQueues</MethodName>
<MetricName>pendingMessageCount</MetricName>

<Params>

<Param>

<Name>queueRegExp</Name>

<Value></Value>

</Param>

<Param>

<Name>TIBiPOLICYOPTiQNAME</Name>

<Value>name</Value>

</Param>

</Params>

<Formula>descend (5)</Formula>

</Metric>

Formula Elements

A Formula element contains content which is a string that specifies the mathematical calculations
carried out to obtain the final metric value. The metrics are referred by their metric ID in the
calculation expression. The result of the calculation is the metric value.

Following is the list of formulas that are supported:
1. Basic arithmetic operations supports operators suchas +, -, /, *.

2. Delta calculation returns the result of subtracting the previous value of the metric from the
current value.

3. forwardall() returns an alert for each row if method of a TIBCO microagent returns data in
multiple rows.

4. ascend(n) returns the result in an ascending order for n number of rows that has been returned
by a TIBCO microagent.

5. descend(n) returns the result in descending order for n number of rows that has been returned
by a TIBCO microagent.
Creating UDM for all instances discovered in a
domain

To define a new metric for all instances discovered in a domain follow these steps:

1. On HPOM for Windows: From the console, select Policy Management — Policy Groups
— SPI for Tibco — TIBCO SPI Collector — Discovery.

On HPOM for UNIX: From the Administration Ul, select Policy Bank — SPI for Tibco —
TIBCO SPI Collector — Discovery.
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2. Double click TIB_SPI_OOTBMetricsConfig. The Configuration Editor opens.

On HPOM for UNIX: Select Edit (Raw Mode)... from the drop-down list © = . The Edit
ConfigFile Policy "TIB_SPI_OOTBMetricsConfig" opens. You can update the metric in the
Content tab.

3. Add the below metric block in this policy, and set the attribute usrDfndOOTB to true.

Forexample: If 1ogFilesize of all the EMS servers in the domain should be monitored then
the metric definition would be defined as:

<Metric id="0O0TB299" domain="all" hawkagentname="agentname"
microagentname="JMS controller"
enabled="true" isAsync="false" usrDfndOOTB="true">
<MethodName>getServerInfo</MethodName>
<MetricName>logFileSize</MetricName>
</Metric>

Note: The metric id should be unique in this file.

4. Deploy the policy.
5. Create the required measurement threshold policy and also schedule the task policy and
deploy it.

Note: The value of this metric will be logged to UDM table

Mapping Strings to Numbers in UDM

Use Case: You define a UDM to draw graphs or reports, but the microagent method and metric
defined return a string rather than a number. Since, reports or graphs cannot be drawn on strings,
you need to define corresponding number for the string returned.

1. On HPOM for Windows: From the console, select Policy Management — Policy Groups
— SPI for Tibco — TIBCO SPI Collector — UDM.

On HPOM for UNIX: From the Administration Ul, select Policy Bank — SPI for Tibco —
TIBCO SPI Collector — UDM.

2. Double-click TIB_SPI_UDMMetricsConfig.
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The Configuration Editor opens.

@ TIBE_SPI_UDMMetricsConfig [2.1] (ConfigFile)

File Wiew Help -
E&Saveandclose [Z] save | ? Help
General
1
2 <Metrics:>
5
4 <!--Feplace the "id"™ with the actual wetrie id; format of the wmetric id is TIBCOSPI_[0-5]+-->
5 <!--Feplace the "agentname"” with the actual nawe of the agent—->
6 <!-—-Replace the "microagentname” with the actual nawe of the microagent from Tibcoldministrator]
7 <!--Feplace the "MethodName" wvalue with the actual name of the method from TibcolAdministrator/T|
S <!--Feplace the "MetricName" walue with the actual name of the method from Tibcoldministrator/T|
S <!--Feplace the "Params" walue with the actual parameters needed for the correspoding method. *
10 gl--"enabled™ attribute should be set to "true"/"false" if the metric has to be enabled/dizabld
11 <!--Replace the "domainnsme™ with the actual nsme of the domain--»
1 ¢!--Below iz an example of an asynerhonous metric. "islsyne" attribute is set as "true’--—>
13 «<Merrie id="TIBCOSPI_ 1" dowain="3PI_TEST" hawkagentnsmes="IWFVMOOIZO"
14 microagentname="TIECO Rendezwvous"
15 alarm="trus" ensbled="true" isisync="trus":>
16 <MethodName>onRvlaemondtatus</ NethodNames
akg <MetriclamerMessages Sent</MetricName:r
158 <Params:>
13 <Param>
z0 <Name>Z3ervice</Name:>
21 <Valuer7474</Valuex
22 </ Parar
23 <Param>
24 <Name>Interval</MName>
25 <Valuex20</Value>
26 </ Param>
[« |

On HPOM for UNIX: Select Edit (Raw Mode)... from the drop-down list © = . The Edit
ConfigFile Policy "TIB_SPI_UDMMetricsConfig" opens. You can update the metric in the
Content tab.

3. Gotothe <Params> tagin the metric definition. If the tag does not exist, add <Params> tag
in the metric definition.

4. Youcan now add the <Param> tag under <Params> for string to numeric mapping.
For Example: A sample metric definition in the UDM config policy.

<Metric id="TIBCOSPI 3" hawkagentname="x86vm325"
microagentname="JMS controller (tcp://localhost:7222)"
enabled="true" isAsync="false">
<MethodName>isRunning</MethodName>
<MetricName>running</MetricName>
<Params>
<Param>
<Name>TIB_MAPVALUE_true</Name>
<Value>1</Value>
</Param>
<Param>
<Name>TIB MAPVALUE false</Name>

<Value>0</Value>
</Param>
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</Params>
</Metric>

= Inthe above example i sRunning method of EMS microagent returns true/false values
which is mapped to 1/0 values correspondingly.

= The parameter name TIB_MAPVALUE true is actually composedas TIB MAPVALUE
+ true, where true is the value returmed by i sRunning method of EMS server. The value
true is mapped to 7 by adding the below parameter:

<Param>
<Name>TIB MAPVALUE true</Name>
<Value>1</Value>

</Param>

= The parameter name TIB MAPVALUE falseis actually composedas TIB MAPVALUE
+ false, where false is the value returned by i sRunning method of EMS server. The
value false is mapped to 0 by adding the below parameter:

<Param>
<Name>TIB_MAPVALUE_false</Name>
<Value>0</Value>

</Param>

5. Click Save and Close to save any changes and exit the editor.

6. Right-click the managed node on which you want to deploy the TIB_SPI_UDMMetricsConfig
policy

7. Select All Tasks — Deploy on.
The Deploy Policy window opens.

8. Select the option, Select nodes from the tree. From the list of managed nodes, select the
node on which you want to deploy the policy and click OK.

Monitoring Logfile using UDM

Use Case: You need to monitorthe C: /tibco/tra/domain/SPI TEST/logs/msghma.log
logfile available on the x86vm103. indi . hp.com machine whose hawkagent is x8 6vm1 03 within
the SPI_TEST domain.

Step 1: Update and Deploy the UDM Metric Policy.

1. On HPOM for Windows: From the HPOM console, select Policy Management — Policy
Groups — SPI for Tibco — TIBCO SPI Collector — UDM.

On HPOM for UNIX: From the Administration Ul, select Policy Bank — SPI for Tibco —
TIBCO SPI Collector — UDM.

2. Double-click TIB_SPI_UDMMetricsConfig.
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On HPOM for UNIX: Select Edit (Raw Mode)... from the drop-down list & . The Edit
ConfigFile Policy "TIB_SPI_UDMMetricsConfig" opens. You can update the metric in the
Content tab.

3. The metric definition would look like:

<Metric i1d="TIBCOSPI 4" domain="SPI TEST" hawkagentname="x86vml03"
microagentname="Logfile" alarm="true" enabled="true"
isAsync="true">
<MethodName>onNewLine</MethodName>
<MetricName>nextLine</MetricName>
<Params>
<Param>
<Name>logfile</Name>
<Value>C:/tibco/tra/domain/SPI TEST/logs/msghma.log
</Value>
</Param>
<Param>
<Name>TIB_OPCMSG_APP</Name>
<Value>TIBCO</Value>
</Param>
<Param>
<Name>TIB OPCMSG OBJ</Name>
<Value>MSGHMA</Value>
</Param>
</Params>
</Metric>

4. Click Save and Close to save any changes and exit the editor.

5. Right-click the managed node on which you want to deploy the TIB_SPI_UDMMetricsConfig
policy.

6. Select All Tasks — Deploy on.

7. Select the option, Select nodes from the tree. From the list of managed nodes, select the
node on which you want to deploy the policy and click OK

Step 2: Create and Deploy the Open message Interface Policy

1. Inthe below metric definition the Application and Object are mentioned using the parameters
TIB OPCMSG APPand TIB OPCMSG OBJ respectively.

<Metric id="TIBCOSPI 4" hawkagentname="x86vml03"
microagentname="Logfile" alarm="true" enabled="true"
isAsync="true">
<MethodName>onNewLine</MethodName>
<MetricName>nextLine</MetricName>
<Params>
<Param>

<Name>logfile</Name>
<Value> C:/tibco/tra/domain/SPI
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TEST/logs/msghma.log</Value>

</Param>

<Param>
<Name>TIB OPCMSG APP</Name>
<Value>TIBCO</Value>

</Param>

<Param>
<Name>TIB OPCMSG_ OBJ</Name>
<Value> MSGHMA </Value>

</Param>

</Params>
</Metric>

2. The policy should have a Condition where Application should be equal to TTBCO and Object
should be equal to MSGHMA .

3. The policy should be further updated if a matching pattern is required on the Message text.

4. The policy should also be updated with the proper Actions whenever a particular Condition is
met.

Advanced Timeout Configuration (Optional)

The tibcfg.properties and tibcmconfiguration.properties file provides the optional
timeout configurations. On a managed node, these files are located in the following directory:

Windows managed node: $OvDataDir%\bin\instrumentation
UNIX managed nodes: /var/opt/OV/bin/instrumentation

The configurations mentioned in the above file are not required unless your environment demands.

Forwarding Alerts Generated by Hawk Rules

You must meet the following prerequisites and then follow the steps in the specified order.
Prerequisites:

1. You must install and configure the HawkEventService on a machine within the domain. Alerts
generated by Hawk rules should be forwarded to OM console.

Once the HawkEventService is started for the required domain, there would be a microagent
available for the hawk event service.

For example: If the domain name is SPT_TEST, then the HawkEventService microagent name
would be HawkEventService:SPI TEST

2. Only one instance of HawkEventService is sufficient for one domain.
To forward alerts generated by Hawk rules, you must follow these steps:

1. On HPOM for Windows: From the HPOM console, select Policy Management — Policy
Groups — SPI for Tibco — TIBCO General — TIB_HAWKALRT_FWD.
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On HPOM for UNIX: From the Administration Ul, select Policy Bank — SPI for Tibco —
TIBCO General — TIB_HAWKALRT_FWD.

2. Select the node on which you want to deploy the policy.

3. Re-deploy the discovery policy.
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This chapter describes the tools offered by TIBCO SPI, which help you to monitor and manage
systems using the TIBCO Application Server. These tools enable you to configure the management
server's connection on specific managed nodes.

TIBCO SPI Tool Group

The TIBCO SPI tool group contains the following tools:

Tibco SPI Tool Group

Name Description

Start Tibco SPI Collector Starts the TIBCO SPI Collector.

Status of Tibco SPI Collector Checks the status of the TIBCO SPI Collector.
Stop Tibco SPI Collector Stops the TIBCO SPI Collector.

Tibco Domain Authentication Tool for accepting EMS and SSL Authentication

Launching Tools

This section describes how you can launch the tools for TIBCO SPI. Before launching the tools
make sure that the Discovery Config file policy is configured properly. To launch the tool, see the
steps in "Update and Deploy Configuration Policies" on page 37. Also, check the assignment of
nodes on the management server.

On HPOM for Windows Management Server

To launch the tool on HPOM for Windows management server, follow these steps:

1.

From the HPOM console, select Tools — SPI for Tibco — <Tool Group>.

2. Right-click the tool and select All Tasks — Launch Tool.
3.
4

Select the managed nodes on which you want to launch the tool. Click Launch.

. The Tool Status window opens. In the Launched Tools field, check the status of the tool for

each node:
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5.

On

a. Starting - The tool is running.

F= HP Operations Manager - [HP Operations Manager',Operations Manager : BTO¥M624', Tools",SPI for Tibco]

§T Tool Status [ =] R
e
Launched Toals: £l | % LT
Status | Action | Start/Finish Time | Mode | Zommand | on
Succeeded Start Tibco SPT ... 11005012 23:19.,. BTOYMGE24 (Ma... tibspi_perl runTibooSp. .. tart the Tibco SPI callg
heck status of the Tib
top the Tibco SPI calle
laccepting EMS and 55
Toaol Qukput:
Initiated Collector.Checking for collector status. .. :I
Collector started successfully.
< _>I_I

Save | Rerun Close | Help |
P

3 FUE Rl 1- U Etaa an
E? Upgrade Policies
F-fE57 Virtualization Infrastructure
----- Certificate requests
- T3z Policy management

b. Succeeded -The tool succeeded. Select the node in the Launched Tools field and scroll
through the Tool Output field.

c. Failed - The tool failed to run properly. Select the node in the Launched Tools field and
scroll through the Tool Output field for more information about the problem.

Click Close to close the Tool Status window.

the HPOM for UNIX Management Server

To launch the tool on the HPOM for UNIX management server, you must first meet the
prerequisites and then follow the steps to launch the tool.

Prerequisites

Before launching the tool you need to assign operator responsibilities. To assign operator rights,
see Assign Operator Responsibilities for User.

Once the rights are assigned you can view SPI for Tibco under the Tools section in the Java
interface.

Steps to launch the tool

1.

2
3.
4

. The Tibco SPI Collector output window opens. The below image is an example of Start Tibco

From the Administration Ul, select Integrations — HPOM for Unix Operational Ul.
Select Nodes and right-click the managed node on which you want to launch the tool.

Select Start — SPI for Tibco and select the tool you want to run.
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SPI Collector.

HP Operations Manager for UNIX [btovmd452.ind.hp.com] [opc_adm]
Eile Edit Actions Window Help

RET eom B2 5% B | dn L8 LM
o 5 a8 )P | EE| A LI[E]
i i

zzooo

8 jfum 00456 hps -

= IRIEEE i) [ Stant Tibco SPI Collector Output

O vmo3.DC00.CoM
E3 28 Message Groups

B 0 Tools Command OUTput
B Sl services : iwTymO0456 . hpswlabs. adapps. hp. com

Tool started, please wait

Ti 1 1206412 05:13:068
£ ol AutoDiscovery ime OB,

Bl Tibco_Root
Bl & Filter Settings
B B URL shoreuts

Services All Active Messages All Active Meszages All Active M ag

Filter Settings

URL Shortcuts TIEEEIEEE B3 | Message Dashboard Diagnostic Dashboard

Dup. e e o i e Tex
0z:00:07 12/06/... btovmd452.ind.... InfrasPl Internal Auto-Addition Auto-Add btovm452.ind.hp.com:Red Hat Enterprize n
102352 12405/ btowm452 ind__ HP Operation_ OpC Licensing Critical Motification: S 'HP Gperations Smart Plug-in
102352 12/05/... btovm452ind.... HP Operation... OpC Licensing Critical Motification: 8 'Agent licenses' licenses are u
02:00:08 12/05/... btovm452.ind.. Internal Auto-Addition Auto-Add btovm452.ind.hp.com:Red Hat Enterprise =
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The TIBCO SPI policies enable you to monitor the performance and availability of TIBCO

infrastructure elements. These policies contain a set of rules for monitoring lodfiles, services, and
threshold values.

Policy Types for TIBCO SPI

A policy type is a set of configuration information that defines what a policy can manage. Every
policy belongs to one policy type. The following are the policy types for TIBCO SPI:

Open Message Interface Policies
Measurement Threshold Policies
Scheduled Task Policies
ConfigFile Policies

Service Auto-Discovery Policies

Lodfile Entry

For more information about SPI policy types, see HPOM Online Help.

Policy Group for TIBCO SPI

Policy Groups are a set of policies that share some common attribute or logical connection. It
enables you to work with multiple policies simultaneously more easily.

When you install TIBCO SPI, a new policy group for TIBCO SPI is added in the HPOM console
under Policy Management — Policy Group. This TIBCO SPI group contains all the policies used
for managing the TIBCO environment. The TIBCO SPI policies are primarily grouped on the basis
of TIBCO applications/servers. The following are the TIBCO servers managed by TIBCO SPI:

TIBCO BW Palicies

TIBCO EMS Palicies

TIBCO Hawk Agent Monitoring Policies
TIBCORYV Policies

TIBCO SPI Collector Policies

Depending on the functions, TIBCO SPI policies are further grouped as follows:

Lodfile
Metrics

Schedule
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o General

o Availability

Discovery

o UDM

TIBCO BW Policies

This group contains all policy subgroups for monitoring TIBCO BW application.

TIBCO BW Metrics

The TIBCO BW Metric policies enable you to define the measurement threshold values for
monitoring the TIBCO BW application. The Operations Agent sends alerts to the HPOM console if
the metric condition reaches or exceeds the threshold limits.

To view the TIBCO BW Metrics, expand Policy management — SPI for Tibco — TIBCO BW.
The metrics are scheduled to run every 5 minutes. The following table lists the metric policies for

TIBCO BW.

TIBCO BW Metrics
Name

Metric Name: MinElapsed

Policy Name: TIB_BW _
MinElapsedTime

Description

Deploy this policy to measure
the minimum time elapsed
among all process defined in
the BW Engine.

Threshold Levels

Sends critical message
if minimum elapsed
time is >500

Sends warning
message if minimum
elapsed time is >200

Metric Name: Application State

Policy Name: TIB_BW_
ApplicationState

Monitors the application state.

Sends critical message
if applications state
code =<0

Sends major message if
applications state code
=<1

Sends minor message if
applications state code
=<2

Sends minor message if
applications state code
=<3
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Name

Metric Name: New Errors

Policy Name: TIB_BW _
NewErrors

Description

Monitors total number of new
errors for applications.

Threshold Levels

e Sends critical message
if total number of new
errors are >20

e Sends warning
message if total number
of new errors are >10

Metric Name: Suspended

Policy Name: TIB_BW_
NumbJobsSuspended

Monitors total number of jobs
suspended for applications.

e Sends critical message
if total number of
suspended jobs are >50

e Sends warning
message if total number
of suspended jobs are
>30

Metric Name: TotalElapsed

Policy Name: TIB_BW _
TotalElapsedTime

Monitors total elapsed time in
milliseconds for all the
completed jobs.

e Sends critical message
if total elapsed time for
completed applications
is >180000

e Sends warning
message if total
elapsed time for
completed applications
is >60000

Metric Name: Total Errors

Policy Name: TIB_BW _
TotalErrors

Monitors total number of errors
for applications.

e Sends critical message
if total number of errors
are >50

e Sends warning
message if total number
of errors are >20

Metric Name: Swapped

Policy Name: TIB_BW _
NumbJobsSwapped

Monitors total number of jobs
swapped for applications.

e Sends critical message
if total number of jobs
swapped are >50

e Sends warning
message if total number
of jobs swapped are
>30

Metric Name: Created

Policy Name: TIB_BW_
NumbJobsCreated

Monitors total number of jobs
created for applications.

e Sends critical message
if total number of jobs
created are >50

e Sends warning
message if total number
of jobs created are >40
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Name

Metric Name: Checkpointed

Policy Name: TIB_BW _
NumbdJobsCheckpointed

Description

Monitors total number of jobs
check pointed for applications.

Threshold Levels

e Sends critical message
if total number of jobs
check pointed are >100

e Sends warning
message if total number
of jobs check pointed
are >50

Metric Name: Queued

Policy Name: TIB_BW_
NumbJobsQueued

Monitors total number of jobs
queued for applications.

e Sends critical message
if total number of jobs
queued are >200

e Sends warning
message if total number
of jobs queued are >100

Metric Name: MaxElapsed

Policy Name: TIB_BW _
MaxElapsedTime

Monitors maximum elapsed
time for applications.

e Sends critical message
if maximum elapsed
time in milliseconds
>2000

e Sends warning
message if maximum
elapsed timein
milliseconds >1000

Metric Name: Aborted

Policy Name: TIB_BW_
NumbJobsAborted

Monitors total number of jobs
aborted for applications.

e Sends critical message
if total number of jobs
aborted are >200

e Sends warning
message if total number
of jobs aborted are >100

Policy Name: TIB_BW _
AverageElapsedTime

Metric Name: AverageElapsed

Monitors average elapsed time
for applications.

e Sends critical message
if average elapsed time
in milliseconds >2000

e Sends warning
message if average
elapsed timein
milliseconds >1000

TIBCO EMS Policies

This group contains all policy subgroups for monitoring TIBCO EMS application.
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TIBCO EMS Metrics

The TIBCO EMS Metric policies enable you to define the measurement threshold values for
monitoring the TIBCO EMS application. To view the TIBCO EMS Metrics, expand Policy
management — SPI for Tibco — TIBCO EMS. The metrics are scheduled to run every 5
minutes. The following table shows the metric policies available for TIBCO EMS.

TIBCO EMS Metrics

Name

Metric Name:
pendingMessageCount

Policy Name: TIB_EMS _
PendingMsgCount

Description

Monitors pending message
count for EMS server.

Threshold Levels

Sends critical message if
pending message count is >
300

Sends warning message if
pending message count is >
200

Metric Name: EMS Server
State

Policy Name: TIB_EMS _

Monitors TIBCO EMS server
status.

Sends critical message if
EMS server is down (error
code <=0)

ServerState
Metric Name: Monitors and gives the delta | ¢ Sends critical message if
outboundMessageCount value of the outbound outbound message count is >

Policy Name: TIB_EMS _

. message count for EMS 200
Policy Name: TIB_EMS _ server.
OutboundMsgCount e Sends warning message if
outbound message count is >
100
Metric Name: Monitors outbound message | ¢ Sends critical message if
outboundMessageRate rate for EMS server. outbound message rate is >

500

Policy Name: TIB_EMS _

OutboundMsgRate e Sends warning message if
outbound message rate is >
200

Metric Name: Monitors inbound message ¢ Sends critical message if

inboundMessageRate rate for EMS server. Inbound message rate is >

500

Policy Name: TIB_EMS _
InboundMsgCount

message count for EMS
server.

InboundMsgRate e Sends warning message if
Inbound message rate is >
200

Metric Name: Monitors and gives the delta | « Sends critical message if

inboundMessageCount value of the inbound Inbound message count is >

200

Sends warning message if
Inbound message count is >
100
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Note: For all the above EMS metrics except the TIB_EMS_ServerState, the annotation text
gives the information about the top 10 queues which are contributing to the threshold breach.

TIBCO Hawk Agent Monitoring Policies

This group contains generic policies for monitoring TIBCO applications. The following table shows
the general policies available for TIBCO SPI.

TIBCO General Metrics

Name

Description Threshold Levels

Metric Name: BW
application availability

Monitors micro agent
availability status.

Sends critical message if micro
agent is down (code <=0)

Policy Name: TIB_SPI_
McrAgntStatus

Metric Name: Hawk Agent
availability

Monitors HAWK agent
availability status.

Sends critical message if HAWK
agent is down (code <=0)

Policy Name: TIB_SPI_
HwkAgntStatus

Policy Name: TIB_
HAWKALRT_FWD

Forwards hawk alerts which are
of severity ALERT_HIGH and
ALERT _MEDIUM

Forwards alerts generated by
Hawk rules.

TIBCO RV Policies

This group contains all policy subgroups for monitoring TIBCO RV component.

TIBCO RV Metrics

The TIBCO RV Metric policies enable you to define the measurement threshold values for
monitoring the TIBCO RV application. To view the Tibco RV Metrics, expand Policy management
— SPI for Tibco — TIBCO RV. The metrics are scheduled to run every 5 minutes. The following
table shows the metric policies available for TIBCO RV.

TIBCO RV Metrics

Policy Name

Metric Name: PacketsSent

Policy Name: TIB_RV _

Description

Monitors number of packets
sent by RV Daemon in last
polling interval.

Threshold Levels

¢ Sends critical message if
number of packets sent
>=150000

PacketsSent
¢ Sends warning message if
number of packets sent
>=60000
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Policy Name

Metric Name:
MissedPackets

Policy Name: TIB_RV _
MissedPackets

Description

Monitors number of packets
missed by RV Daemon in
last polling interval.

Threshold Levels

e Sends critical message if

number of packets missed
>=150000

Sends warning message if
number of packets missed
>=60000

Metric Name:
BytesReceived

Policy Name: TIB_RV_

Monitors number of bytes
received by RV Daemon in
last polling interval.

Sends critical message if
number of bytes received >=
250000

Policy Name: TIB_RV_

last polling interval.

BytesReceived Sends warning message if
number of bytes
received>=100000

Metric Name: Monitors number of packets Sends critical message if

PacketsReceived received by RV Daemon in number of packets received

>=150000

Policy Name: TIB_RV _

Daemon in last polling
interval.

PacketsReceived Sends warning message if
number of packets
received>=60000

Metric Name: Monitors number of Sends critical message if

MessagesReceived messages received by RV number of messages received

>=150000

RetransmittedPackets

Policy Name: TIB_RV _
RetransmittedPackets

transmitted packets by RV
Daemon in last polling
interval.

MessagesReceived Sends warning message if
number of messages
received>=60000

Metric Name: Monitors number of re- Sends critical message if

number of re-transmitted
packets >=150000

Sends warning message if
number of re-transmitted
packets >=60000

Metric Name: BytesSent

Policy Name: TIB_RV_

Monitors number of bytes
sent by RV Daemon in last

Sends critical message if
number of bytes sent

polling interval. >=250000
BytesSent
Sends warning message if
number of bytes sent
>=100000
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Policy Name

Metric Name:
MissedPacketsRate

Policy Name: TIB_RV _
MissedPacketRate

Description

Monitors missed packet rate
of RV Daemon.

Threshold Levels

Sends critical message if
missed packet rate >= 50

Sends warning message if
missed packet rate >=20

Metric Name:
RetransmittedPacketsRate

Policy Name: TIB_RV_
RetransmittedPacketRate

Monitors re-transmitted
packet rate of RV Daemon.

Sends critical message if re-
transmitted packet rate >=50

Sends warning message if re-
transmitted packet rate >=20

Metric Name:
MessagesSent

Policy Name: TIB_RV _
MessagesSent

Monitors number of
messages sent by RV
Daemon in last polling
interval.

Sends critical message if
number of messages sent >=
150000

Sends warning message if
number of messages sent
>=60000

TIBCO SPI Collector Policies

This group contains all policy subgroups for monitoring the TIBCO SPI Collector.

Configuring Monitoring Frequency

The TIBCO SPI Collector monitoring policies enable you to create metric policies for monitoring the

TIBCO SPI Collector.

Configuring Monitoring Frequency

Policy Name Description

TIB_BW_Schedule_Metric_05min

Schedules metric collection of TIBCO BW
applications every 5 minutes.

Completed _05min

TIB_BW_Schedule Metric_Jobs__

completed metric.

Logs data every 5 minutes to CODA for jobs

TIB_EMS_Schedule Metric_05min

Schedules metric collection of EMS every 5 minutes.

05min

TIB_RV_Schedule_Metric_Datalog

minutes.

Schedules metric collection of TIBCO RV every 5

TIB_UDM_Schedule_Metric_ 05min

minutes.

Schedules metric collection of UDM metrics every 5

Datalog_05min

TIB_HwkStatus_Schedule_Metric_

Logs hawk status agent to the CODA.

TIB_SPI_UDMMetricsConfig

Configures UDM metrics configuration.
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Discovery Configuration

The TIBCO SPI Collector Discovery policies discover the managed nodes where the TIBCO
applications and services are running and build a service map for all the TIBCO SPI discovered
instances.

Discovery Configuration

Policy Name Description

TIB_SPI_ Configure TIBCO SPI OOTB Metrics.
OOTBMetricsConfig

TIB_SPI_ Configure TIBCO SPI Discovery Configuration.
DiscConfig

TIB_SPI_Discovery | Configure TIBCO SPI Discovery.

TIB_OPC_MSG Filters and forwards messages with application name TIBCO and TIBCO
SPI open message interface policy type.

Self-Monitoring Policies

The TIBCO SPI Collector self-monitoring policies monitor and check for the state and availability of
TIBCO SPI Collector.

Self Monitoring Policies

Policy Name Description Threshold Levels

TIB_SPI_Collector_ Monitors TIBCO SPI e Sends critical message if
Availability collector availability status. collector availability status is
>131

« Sends warning message if
collector availability status is
>121

TIB_SPI_Collector Monitors TIBCO SPI —
Availability_05min collector every 5 minutes.

LogFile Monitoring Policies

The TIBCO SPI Collector logfile policies monitor the crucial logs for TIBCO SPI Collector.

Logfile Monitoring Policies

Name Description
TIB_EMS_RemoteLogFile Monitors TIBCO EMS log remotely.
TIB_RV_RemotelLogFile Monitors TIBCO RV log remotely.

Page 92 of 113 HP Operations Smart Plug-in for TIBCO (2.00)



User Guide
Chapter 6: Using Policies

Name Description

TIB_Hawk_RemotelLogFile Monitors TIBCO HAWK log files remotely.

TIB_SPI_LOGFILE Monitors TIBCO SPI log files.
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You can integrate the TIBCO SPI with HP Reporter to generate reports based on collected metric
data from the managed nodes.

Note: To generate and view reports and graphs, you must install the HP Reporter in your
environment and HP Performance Manager on the HPOM management server.

If HP Reporter is installed on the HPOM management server, you can view the reports on the
management server directly. If HP Reporter is installed on a separate system connected to the
HPOM management server, you can view the reports on HP Reporter system. For more
information on integration of HP Reporter with HPOM, see HP Reporter Installation and Special
Configuration Guide.

¢ Location: You can find the TIBCO SPI located in the HPOM console under Reports — SPI for
Tibco. The SPI for Tibco Reports and Graphs folders are created when the data is collected on
the managed nodes and the Service Reporter consolidation process has run, usually after 24
hours.

« Scheduling: Most reports generate the day after the data is collected and gathered from the
managed node.

Note: When collection is disabled for a particular metric then the previous collected value will
be logged to coda database. If the metric was never scheduled or the collection failed for the
metric, then -1 will be logged to coda database.

Reports of TIBCO SPI are based on the following categories:

e TIBCORV

e TIBCOBW

e TIBCOEMS

TIBCO RV Reports

TIBCO RV Reports

Report Metric Description

RVD Top 10 Messages The report shows the top 10 RVDs based on the
Messages Sent-Daily | Sent highest number of messages sent daily on the system.
RVD Top 10 Messages The report shows the top 10 RVDs based on the
Messages Sent- Sent highest number of messages sent monthly on the
Monthly system.
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Report Metric Description

RVD Top 10 Messages The report shows the top 10 RVDs based on the

Messages Sent- Sent highest number of messages sent weekly on the

Weekly system.

RVD Top 10 Messages The report shows the top 10 RVDs based on the

Messages Sent-Yearly | Sent highest number of messages sent yearly on the
system.

RVD Top 10 Packets | Packets Sent | The report shows the top 10 RVDs selected based on

Sent-Daily the highest rate of packets sent daily.

RVD Top 10 Packets Packets Sent | The report shows the top 10 RVDs selected based on

Sent-Monthly the highest rate of packets sent monthly.

RVD Top 10 Packets Packets Sent | The report shows the top 10 RVDs selected based on

Sent-Weekly the highest rate of packets sent weekly.

RVD Top 10 Packets | Packets Sent | The report shows the top 10 RVDs selected based on

Sent-Yearly the highest rate of packets sent yearly.

RVD Top 10 Packets | Packets The report shows the top 10 RVDs selected based on

Received-Daily Received the highest rate of packets received daily.

RVD Top 10 Packets Packets The report shows the top 10 RVDs selected based on

Received-Monthly Received the highest rate of packets received monthly.

RVD Top 10 Packets Packets The report shows the top 10 RVDs selected based on

Received-Weekly Received the highest rate of packets received weekly.

RVD Top 10 Packets | Packets The report shows the top 10 RVDs selected based on

Received-Yearly Received the highest rate of packets received yearly.

RVD Top 10
Retransmitted
Packets-Daily

Retransmitted
Packets

The report shows the top 10 RVDs selected based on
the daily highest retransmission packets.

RVD Top 10
Retransmitted
Packets-Monthly

Retransmitted
Packets

The report shows the top 10 RVDs selected based on
the monthly highest retransmission packets.

RVD Top 10
Retransmitted
Packets-Weekly

Retransmitted
Packets

The report shows the top 10 RVDs selected based on
the weekly highest retransmission packets.

RVD Top 10
Retransmitted
Packets-Yearly

Retransmitted
Packets

The report shows the top 10 RVDs selected based on
the yearly highest retransmission packets.
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TIBCO BW Reports

TIBCO BW Reports

Report Metric Description

BW Aborted and Aborted / The report shows the total number of jobs aborted or
Suspended Jobs- Suspended | suspended daily for all process definitions in the BW
Daily Engine.

BW Aborted and Aborted / The report shows the total number of jobs aborted or
Suspended Jobs- Suspended | suspended monthly for all process definitions in the BW
Monthly Engine.

BW Aborted and Aborted / The report shows the total number of jobs aborted or
Suspended Jobs- Suspended | suspended weekly for all process definitions in the BW
Weekly Engine.

BW Aborted and Aborted / The report shows the total number of jobs aborted or
Suspended Jobs- Suspended | suspended yearly for all process definitions in the BW
Yearly Engine.

BW Total and New
Errors-Daily

Total Errors
/ New
Errors

The report shows the new errors and total number of errors
daily for each BW application.

BW Total and New
Errors-Monthly

Total Errors
/ New
Errors

The report shows the new errors and total number of errors
monthly for each BW application.

BW Total and New
Errors-Weekly

Total Errors
/ New
Errors

The report shows the new errors and total number of errors
weekly for each BW application.

BW Total and New

Total Errors

The report shows the new errors and total number of errors

Errors-Yearly / New yearly for each BW application.

Errors
BW Availability- Availability | The report shows the daily BW Application availability for
Daily each application.
BW Availability- Availability | The report shows the monthly BW Application availability
Monthly for each application.
BW Availability- Availability | The report shows the weekly BW Application availability
Weekly for each application.
BW Availability- Availability | The report shows the yearly BW Application availability for
Yearly each application.
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TIBCO EMS Reports

TIBCO EMS Reports

Report Metric Description

EMS Top 10 Queues Total inboundMessages The report shows the top 10 queues

Inbound Messages-Daily based on the daily inbound messages.

EMS Top 10 Queues Total inboundMessages The report shows the top 10 queues

Inbound Messages-Monthly based on the monthly inbound
messages.

EMS Top 10 Queues Total inboundMessages The report shows the top 10 queues

Inbound Messages-Weekly based on the weekly inbound
messages.

EMS Top 10 Queues Total inboundMessages The report shows the top 10 queues

Inbound Messages-Yearly based on the yearly inbound
messages.

EMS Top 10 Queues Inbound | inboundMessageRate | The report shows the top 10 queues

Message Rate-Daily based on the daily inbound message
rate.

EMS Top 10 Queues Inbound | inboundMessageRate | The report shows the top 10 queues

Message Rate-Monthly based on the monthly inbound
message rate.

EMS Top 10 Queues Inbound | inboundMessageRate | The report shows the top 10 queues

Message Rate-Weekly based on the weekly inbound message
rate.

EMS Top 10 Queues Inbound | inboundMessageRate | The report shows the top 10 queues

Message Rate-Yearly based on the yearly inbound message
rate.

EMS Top 10 Queues Total outboundMessages The report shows the top 10 queues

Outbound Messages-Daily based on the daily outbound
messages.

EMS Top 10 Queues Total outboundMessages The report shows the top 10 queues

Outbound Messages-Monthly based on the monthly outbound
messages.

EMS Top 10 Queues Total outboundMessages The report shows the top 10 queues

Outbound Messages-Weekly based on the weekly outbound
messages.

EMS Top 10 Queues Total outboundMessages The report shows the top 10 queues

Outbound Messages-Yearly

based on the yearly outbound
messages.
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Report Metric Description

EMS Top 10 Queues outboundMessageRate | The report shows the top 10 queues
Outbound Message Rate- based on daily outbound message
Daily rate.

EMS Top 10 Queues outboundMessageRate | The report shows the top 10 queues
Outbound Message Rate- based on monthly outbound message
Monthly rate.

EMS Top 10 Queues outboundMessageRate | The report shows the top 10 queues
Outbound Message Rate- based on weekly outbound message
Weekly rate.

EMS Top 10 Queues outboundMessageRate | The report shows the top 10 queues
Outbound Message Rate- based on yearly outbound message
Yearly rate.

EMS Top 10 Queues Pending
Message-Daily

pendingMessageCount

The report shows the top 10 queues
based on the daily pending message
count.

EMS Top 10 Queues Pending
Message-Monthly

pendingMessageCount

The report shows the top 10 queues
based on the monthly pending
message count.

EMS Top 10 Queues Pending
Message-Weekly

pendingMessageCount

The report shows the top 10 queues
based on the weekly pending message
count.

EMS Top 10 Queues Pending
Message-Yearly

pendingMessageCount

The report shows the top 10 queues
based on the yearly pending message
count.

EMS Availability-Daily Availability The report shows the daily EMS
Availability report for all EMS servers.
EMS Availability-Monthly Availability The report shows the monthly EMS
Availability report for all EMS servers.
EMS Availability-Weekly Availability The report shows the weekly EMS
Availability report for all EMS servers.
EMS Availability-Yearly Availability The report shows the yearly EMS
Availability report for all EMS servers.
EMS Outbound Message Outbound The report is based on the daily
Count-Daily MessageCount outbound message count.
EMS Outbound Message Outbound The report is based on the monthly
Count-Monthly MessageCount outbound message count.
EMS Outbound Message Outbound The report is based on the weekly
Count-Weekly MessageCount outbound message count.
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Report Metric Description

EMS Outbound Message Outbound The report is based on the yearly
Count-Yearly MessageCount outbound message count.

EMS Outbound Message Outbound The report is based on the daily
Rate-Daily MessageRate outbound message rate.

EMS Outbound Message Outbound The report is based on the monthly
Rate-Monthly MessageRate outbound message rate.

EMS Outbound Message Outbound The report is based on the weekly
Rate-Weekly MessageRate outbound message rate.

EMS Outbound Message Outbound The report is based on the yearly
Rate-Yearly MessageRate outbound message rate.

Page 99 of 113 HP Operations Smart Plug-in for TIBCO (2.00)



Chapter 8

Using Graphs
The TIBCO SPI provides a set of pre-configured graphs. If you want to access graphs from the
HPOM console, you must install HP Performance Manager on the HPOM management server.

You can generate graphs using HP Performance Manager for the real-time data gathered from the
managed nodes.

To access the graphs, select Graphs — SPI for Tibco

To access the graphs on HPOM for UNIX, select the active message and follow these steps:
1. Open the Message Properties window, and click Actions.

2. Under the Operator initiated action section, click Perform. Alternatively, right-click active
message, select Perform/Stop Action and click Perform Operator-Initiated Action.

Note: When collection is disabled for a particular metric then the previous collected value will
be logged to coda database. If the metric was never scheduled or the collection failed for the
metric then -1 will be logged to coda database.

Graphs of TIBCO SPI are based on the following categories:
e TIBCORV

e TIBCOBW

e TIBCOEMS

TIBCO RV Graphs

TIBCO RV Graphs

Sum-
Graph Metric Description marization
RV Hourly Missed Packets and The graph is displayed based on | 5 minutes
Missed and Retransmitted Packets the hourly missed packets and
Re- retransmitted packets.
transmitted
packets
RV Daily Missed Packets and The graph is displayed based on | Hourly
Missed and Retransmitted Packets the daily missed packets and
Re- retransmitted packets.
transmitted
packets
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Sum-
Metric Description marization
RV Hourly Messages Sent and The graph is displayed based on | 5 minutes
Messages Received the hourly sent and received
Sent and messages.
Received
RV Daily Messages Sent and The graph is displayed based on | Hourly
Messages Received the daily sent and received
Sent and messages.
Received
TIBCO BW Graphs
TIBCO BW Graphs
Graph Metric Description Summarization

BW Aborted / The graph is displayed based on the 5 minutes
Application Suspended number of jobs aborted or suspended

Hourly No.of hourly for all process definitions in the

processes BW Engine.

Aborted and

Suspended

BW Daily Aborted / The graph is displayed based on the Hourly
No.of Suspended number of jobs aborted or suspended

Processes daily for all process definitions in the BW

Aborted and Engine.

Suspended

BW Hourly Total Errors / The graph is displayed based on the total | 5 minutes
Total Errors New Errors errors or new errors raised hourly for each

and New BW application.

Errors

BW Daily Total Errors / The graph is displayed based on the total | Hourly
Total Errors New Errors errors or new errors raised daily for each

and New BW application.

Errors

BW BW App The graph is displayed based on the 5 minutes
Availability Availability hourly BW application availability for

Hourly each application.

BW BW App The graph is displayed based on the daily | Hourly
Availability Availability BW application availability for each

Daily application.
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TIBCO EMS Graphs

TIBCO EMS Graphs

Graph Metric Description Summarization
EMS Hourly inboundMessageCount, The graph is displayed 5 minutes
Pending, outboundMessageCount and based on the hourly
Inbound and pendingMessageCount inbound message count,
Outbounnd outbound message count
Messages and pending message
count.
EMS Daily inboundMessageCount, The graph is displayed Hourly
Pending, outboundMessageCount and based on the daily inbound
Inbound and pendingMessageCount message count, outbound
Outbounnd message count and
Messages pending message count.
EMS Hourly InboundMessageRate and The graph is displayed 5 minutes
Inbound and OutboundMessageRate based on the hourly
Outbound inbound message rate and
Message outbound message rate.
Rate
EMS Daily InboundMessageRate and The graph is displayed Hourly
Inbound and OutboundMessageRate based on the daily inbound
Outbound message rate and
Message outbound message rate.
Rate
EMS EMS Availability The graph is displayed 5 minutes
Availability based on the hourly EMS
Hourly availability report for all
EMS servers.
EMS EMS Availability The graph is displayed Hourly
Availability based on the daily EMS
Daily availability report for all
EMS servers.
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Performance Recommendations

Using the test results, you can derive the performance of TIBCO SPI for the microagents deployed
in the TIBCO environment. The tests are performed for 1000 microagents. You can check the CPU
utilization and memory utilization of the TIBCO SPI collector process.

Test Environment

The tests are performed using the following configuration:

Product Configuration

Product Version
TIBCO SPI 2.00
HP Operations Agent 11.10

Infrastructure Configuration

Infrastructure Configuration Value
Number of CPUs 2
Physical Memory 10GB

Java JRE

TIBCOJRE 1.6.0_30

Test Setup

The following configuration is recommended for TIBCO SPI.

Test Configuration

Parameter

Value

TIBCO versions

TIBCORV 8.4 and 8.3.2
TIBCO HAWK 4.9
TIBCOBW 5.10and 5.9.3
TIBCOTRAS.7.4
TIBCOEMS 6.1, 6.3and 7.0

Domain Transport

EMS Stand-alone, RV, EMS Cluster

Number of TIBCO nodes

11
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Parameter Value

TIBCO domains 4

Total number of microagents approximately 1000

Thread pool size 10

Java heap size 128 MB

Data logging Using HP Operation Agents JCODA
Datasource CODA

Test execution duration 5Days

Policies deployed 32 TIBCO SPI monitoring policies deployed

Test Scenario
To verify the health of TIBCO environment which has 1000 microagents deployed consisting of
nearly 950 BW Applications, 5 EMS servers, and 11 RVDs, the following processes are verified:
« Discovery: Discovering the TIBCO environment.

¢ Collection: Collection of metrics from TIBCO environment and data logging to CODA alerts
generated by TIBCO SPI Policies.

To measure the parameters, the tests are performed for the following:
+ Memory Utilization: TIBCO SPI collector process collects the memory utilization .
o CPU Utilization: TIBCO SPI collector process collects the CPU utilization.

¢ Response Time: The time taken for discovery and collection.

Memory Utilization

The graph depicts the usage of physical memory by TIBCO SPI collector monitoring 1000
microagents.
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Memory Usage of Collector - 1000 MA
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Facts that are derived from the test results :

Memory usage of the collector is approximately 280 to 300 MB and constant over a period of time.

CPU Utilization

The graph depicts the usage of CPU in percentage by TIBCO SPI collector monitoring 1000 micro
agents for two consecutive collections.
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Facts that are derived from the test results :

o Peak CPU usage is greater than 60% and is approximately 8 seconds for every collection.

o CPU utilization is less than 4% in between the collections.
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Response Time for Logical Systems Data
Access Operation

Observations:

o Average response time of TIBCO SPI collector for discovery with 1000 microagents is 2
minutes.

o Average response time of TIBCO SPI collector for collection of 10 metrics for each microagent
with 1000 microagents is within 1 minute.

Recommendation

You can derive the following from the test results.
o Deploy TIBCO SPI within the domain.

o If there are approximately 1000 microagents in the domain, you can refer to the following table.

Configuration Value

CPU 2CPU

Physical Memory 2GB

Java Heap Size 128 MB

Datalogging Using HP Operation Agents JCODA
Data Source CODA

e You can use One instance of TIBCO SPI to monitor upto 1000 microagents.

e To monitor more than 1000 microagents TIBCO SPI must be deployed on multiple nodes. Each
node must have the above mentioned configuration. The calculation used for SPI deployments
ina TIBCO environment is:

Number of TIBCO SPI deployment = (N/1000)

where, N — Total number of microagents in the domain(s).

Note: One node can run only One instance of TIBCO SPI collector.
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This chapter discusses the steps to remove the TIBCO SPI from the Windows and UNIX
management server.

On the HPOM for Windows Management
Server

Removing the TIBCO SPI from the managed nodes
To remove the TIBCO SPI from the managed nodes,
1. Stop the collector on the node, using Stop Tibco SPI Collector tool.
2. Undeploy all the policies and instrumentation from the category TIBCOSPI.
Removing the TIBCO SPI from the Management Server
To remove the TIBCO SPI from the management server, follow these steps:
1. Insert the HP Operations Smart Plug-ins DVD into the DVD drive of the management server.

The Application Maintenance window opens.

I= HP Operations Smart Plug-ins 12.00.000 1 =] I

HP Soﬁwﬁn-e hillr Application Maintenance

i rMaintenance Selection
P Initialization |
r Repair

Repairinstallation erors in the
application.

¥ Uninstall

% Uninstall the application from your
computer.

(O]

invent

2. Select Uninstall and click Next.
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3. The Pre-Uninstall Summary page appears. Click Uninstall.

= HP Dperations Smart Plug-ins 12.00.000 =] I

HP Software Installer Pre-Uninstall Summary

Pre-Uninstall Summary

Initialization [E2HP Operations Smart Plug-ins 12,00,000 {Uninstall
P Pre-Uninstall Summary ---HP Operations SPI For Tibco {Uninstall)
Uninstalling
Past-Uninstall
Unirstall Complete

HP Operations Smart Plug-ins 12.00.000

Application folder : CAProgram Files\HPWHP BTO Softwaret |
[ata folder : CADocuments and Settings\all Usersvpplication Data\HPWHP BTO
S ofhruaret |

O]

invent

<previous | [ lninstal

4. The wizard starts uninstalling the SPI. Click Done to complete the removal of SPI.

[= HP Opetrations Smart Plug-ins 12.00.000 [ =]

HP. Software Installer Uninstall Complete

i Summaw' Detailz |

Initialization ' Uninstallation Complete
Pre Uninstall Summary |

HP Operations Smart Plug-ins 12.00.000 uninstalled

Uninstalling |
|| Fress Done to quit the installer.

Post-Uninstall
P Uninstall Complete

]

invent

Zance T DDnE

i Wiewlogfile.

Removing the TIBCO SPI from Clustered Environment
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Toremove the TIBCO SPI from a clustered environment, follow the steps in the section"Removing
the TIBCO SPI" on page 107 .

When you complete the uninstallation on one management server, proceed to the next
management server in the cluster.

You are notified when the uninstallation is complete. Uninstallation cleans up the entire TIBCO SPI
node groups, policy groups, and instrumentation folders.

On the HPOM for UNIX management server

Toremove TIBCO SPI from the HP-UX, Solaris, and Linux management server; follow these
steps:

Removing the TIBCO SPI from the managed nodes
To remove the TIBCO SPI from the managed nodes,

1. Stop the collector on the node, using Stop Tibco SPI Collector tool.

2. Undeploy all the policies and instrumentation from the category TIBCOSPI.
Removing TIBCO SPI through Graphical User Interface

To remove the TIBCO SPI through the Graphical User Interface from the HP-UX, Linux, or Solaris
Management Server, using X-Windows client software, follow these steps:

1. Logon as aroot user.

2. Insert the HP Operations Smart Plug-ins DVD into the DVD drive of the HP-UX, Linux, or
Solaris management server. Mount the DVD if necessary.

3. Start the X-windows client software and export the DISPLAY variable to view the console
GUI properly by typing the following command :

export DISPLAY=<IP address or host name of local system>:0.0

4. To start the uninstallation of TIBCO SPI, type one of the following commands, depending on
the type of management server:

./HP Operations Smart Plug-ins Hpux setup.bin

or

./HP_Operations Smart Plug-ins Linux setup.bin

or

./HP_Operations Smart Plug-ins Solaris setup.bin

The initialization window appears. Click OK.
5. The Pre-uninstall Summary window appears. Select Uninstall.
6. The wizard starts uninstalling the SPI. Click Done to complete the removal of the SPI.
Removing TIBCO SPI through Command Line Interface

To remove the TIBCO SPI through the Command Line Interface, follow these steps:
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1. Logon as aroot user.

2. Insert the HP Operations Smart Plug-ins DVD into the DVD drive of the HP-UX, Linux, or
Solaris management server. Mount the DVD if necessary.

3. To start the uninstallation of TIBCO SPI, type one of the following commands, depending on
the type of management server:

/HP_Operations_Smart_Plug-ins_Hpux_setup.bin -i console

or

JHP_Operations_Smart_Plug-ins_Linux_setup.bin -i console

or

./HP_Operations_Smart_Plug-ins_Solaris_setup.bin -i console

The HP Software Installer content appears. Press Enter to continue.

4. The Maintenance Selection screen appears. Press the appropriate option (number) to start the
removal of the SPI. Press Enter to continue.

5. You will receive a message when the uninstallation is completed.
Removing the TIBCO SPI from Clustered Environment

To remove the TIBCO SPI from each system in a cluster, follow the steps in the section "Removing
the TIBCO SPI" on page 107 .
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Troubleshooting

This section describes the solutions or workarounds for the common problems encountered while
working with TIBCO SPI. Areas covered in this section include:

o Collector
e Discovery
o Data Logging

o Lodfile Location

Collector
Problem: Collector stopped collecting the metrics with Out of Memory error in the log
file.
Solution:

e Ifanout of Memory errorappears, you need to change the jym parameter in the
tibcfg.properties file. The file is located in the following location:

Windows: $0vDataDir%\bin
HP-UX, Linux or Solaris: /var/opt/0OV/bin/instrumentation
JVM Parameter:

JVMOPTS="-Xms64m -Xmx128m -XX:PermSize#eqg#6dm -
XX:MaxPermSize#eqg#128m"

o By default the minimum memory that the collector can take is set to 64mb and the maximum is
set to 128mb.

o By default, the Permanent generation size (Permsize) is set to a minimum of 64 Mb and a
maximum of 128 Mb.

¢ Increase these values to get rid of the "Out of Memory" error.
Problem: Metric collection timeout error appears as an alert on the management console.
Solution: Timeout takes place because of the following two reasons:

o Cause 1: Metric collection is taking more than two minutes which is default time out.
= Open the instrumentation folder on the managed node.

» Openthe tibcmconfiguration.properties file and change the metric collection time
out to a higher value.

= You can configure the threadpool size and metric collection timeout in the above file.
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For example: The threadpool size is 70 and the metric collection timeout is 720000
milliseconds. Following lines in the file can be modified to change metric timeout and
threadpool size,

100-
l.collector=com.hp.openview.spi.tibco.collector.TibRvHawkCollector
{10}{120000}

100-

2.c—
ollector=com.hp.openview.spi.tibco.collector.TibEmsHawkCollector
{10}{120000}

o Case 2: Microagent is not enabled for the metric.
= You need to verify if the required microagent is enabled.

= The list of required microagents is mentioned in the pre-requisites section of Configuring the
TIBCO SPI, see "List of microagents to be enabled for OOTB metrics to work for TIBCO SPI
2.00" on page 35

Discovery

Problem: Discovery fails to create the agtrep.xml and inturn service map.
Solution:

1. Undeploy the discovery policy.

2. Remove the contents of $ovdatadir%/tmp/agtrep.

3. Takeabackup of agtrep.md and agtrep.xml from the path mentioned below:
$ovdatadir%/datafiles/agtrep.mdand
$ovdatadir%/datafiles/agtrep.xml.

4. Remove $ovdatadir%/datafiles/agtrep.mdand
$ovdatadir%/datafiles/agtrep.xml.

5. Re-trigger the discovery policy.

Data Logging

Problem: Datasources is created in the HP Performance Agent. TIBCO SPI does not
support the HP Performance Agent. You have to create a nocoda. opt file.

Solution:

TIBCO SPI does not support data logging in the HP Performance Agent. Before deploying the
discovery policy, you must go to the managed node where TIBCO SPI is deployed and perform the
following steps:

1. Openthe datasources file from the directory
Windows: $ovagentdir%/conf/perf.
HP-UX, Linux, or Solaris: /var/opt/0OV/conf/dsi2ddf

2. Removetheentry TIBCO SPI fromthe datasourcesfile.
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3. Create an empty nocoda . opt file in the following directory $ovdatadir%conf/dsi2ddf/
If the folder dsi2ddf does not exist, create it.

4. Restart the agent.

This will create the datasources in CODA and will also start the discovery of TIBCO SPI.

Logfile Location

TIBCO SPI lodfile is located in the following location on the managed node.

Windows: $ovdatadir$\TIBCO SPI\logs\Script TibcoSpilog.log
$ovdatadir$\TIBCO SPI\logs\TibcoSpilog.log

HP-UX, Linux or Solaris: /var/opt/OV/TIBCO SPI/ogs/Script TibcoSpilog.log

/var/opt/OV/TIBCO _SPI/ogs/TibcoSpilog.log
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