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Cloud Installation Dashboard Guide

Prerequisites

Basic Configuration

The Cloud environment consists of Admin, Controller, and Compute nodes. An optional Windows client can be added to the configuration.

Node Role

Admin Node Ubuntul2.04 OS where Cloud Infrastructure media is booted. Bootstraps the install to set up the Controller and Compute
nodes.

Controller Hosts the Cloud Infrastructure services.

Node

Compute Node = Hosts the provisioned virtual machines. Multiple compute nodes can be created to provide more cloud capacity.
CDA Node (Optional) Continuous Delivery Automation - complete dev-ops solution that integrates with Cloud Infrastructure services.
CSA Node (Optional) Cloud Service Automation - a portal to subscribe application/platform/infrastructure offered by CDA.

Windows client | This machine has a connection to the private network and will provide browser and SSH access to the Admin and other
nodes.

In small cloud environments, the Controller and Compute features are co-located on the same node. In larger cloud environments, the Compute
node may be separate from the Controller node, with additional Compute nodes available to provide larger provisioned cloud capacity.

CDA and CSA are installed in their own respective nodes.

Cloud Infrastructure Sizing

Refer to the HP Cloud Connector Physical Infrastructure Reference Architectures (PIRA) document.

Cloud Infrastructure Suggested Deployment Diagrams

Refer to the HP Cloud Connector PIRA document.

CDA & CSA Node Sizing

Refer to the CDA and CSA Installation Guides.

Set Up the Cloud Infrastructure Environment

To set up the Cloud Infrastructure environment, go to the Prepare Cloud Environment section.

Prepare Cloud Environment

Overview

Preparing the Cloud Environment requires IT administrators to set up the appropriate network, storage, and hardware infrastructure as described
in the HP Cloud Connector PIRA document. Suggested deployments:
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Prepare the Servers (Deployment Diagram I)

The steps below outline Deployment Diagram | where the Admin node is virtual and the other nodes are on physical machines.

eth2 eth2 eth2
192.168.124.10
| 16xxx
Admin Node
| http://192.168.124.10:3000
/ 192.168.124.9 X
10.x.x.x
A
16.xxX
Client Node
(Putty, Browser and
Windows based utilities)
Nova Volume VM Instance VM Instance
Image pository itory
Repository
Proposals: Proposals: Py Is:
Nova-Controller Nova-Compute MNova-Compute
Nova-volume
HP Skyline
(Dashboard)
Public - vmnic2 HP Glance {Image)
PostGreSQL
Private 2 — vmnicl HP Keystone
HP Eden, Eve, Focus,
Private 1 —vmnicO Peer, CDA*, CSA*
—  192.168.x.0/24 —Private 1
—  10.x.x.x/16 — Private 2

16.%.%.%./20 — Public
Shared VM Host -

Page 3



Controller and Compute Node

The Controller and Compute node must be powered OFF before installing Cloud Infrastructure. If you are using HP Blade servers, these are the
typical steps:

. Using the Integrated Lights-Out 3 (iLO) web interface, access the Controller and Compute node.
Log into the iLO session.

. In the right pane of the iLO screen, the server power displays ON or OFF.

. In the left pane, select Power Management > Server Power.

. In the right pane, select the Press and Hold button to do a forced power OFF. Confirm the action.
. The right pane displays that system power is OFF.

. Log out of the iLO session.

NOUTAWNE

Admin Node

The Admin node must be booted using either a CD/DVD or an ISO image. The release product ISO image file name is Cloud_Installer_1_0.iso.

Booting the Admin Node from the ISO Image

The following steps outline how to boot the Admin node from the ISO image setting up the Admin Node as a guest VM on vCenter (using ESX
4.1.0 or above).

Note: the ISO image should be located in the vCenter's datastore.

. Ensure the Admin node is powered OFF.

. Edit the VM settings.

. Set the CD/DVD to connect at power ON and point it to the ISO file in the “Datastore 1SO file” selection.

. Select Options > Advanced > Boot Options. In the Force BIOS Setup, Check the box for The next time the virtual machine boots,
force entry into the BIOS screen.

5. Click OK.

6. Power ON the VM.

7

8

A WOWNPE

. View the Admin node's console. A series of dialog boxes display. Use the <Tab>, <Enter>, and <Arrow> keys to navigate.
. The VM console should display the BIOS Setup Utility screen.
9. Use the arrow keys to select the Boot section.
10. Using the keyboard, move the CD/DVD drive to the first item in the list so it will boot from the 1SO.
11. Press F10 or use the arrow keys to select Exit. Press <Enter>.
12. Select Yes.
13. The VM will begin to boot.
14. A "Configure the Network" dialog box displays. Select eth0.
15. Enter the following information in the "Configure the Network" dialog box:
a. Admin node's IP address. Select <Continue>.
i. Example: 192.168.124.10
ii. NOTE: If you provide a different IP Address and related settings, ensure that the Cosmos Networks Ul is also set up
this way.
b. Netmask. Select <Continue>.
i. Example: 155.255.255.0
c. Gateway. Select <Continue>.
i. Example: 192.168.124.1
d. Name server. Select <Continue>.
i. Example: 192.168.124.10
16. Wait while the system detects the link on ethO.
17. Specify the appropriate time zone in the "Configure the Clock" dialog box.
18. Wait for the ISO image to complete installation.
19. The Admin node will display a login screen when finished.
20. Power the VM down.
21. Edit the VM settings so that it won't boot from the ISO again (refer to the picture).
22. Power the VM up.

The Cosmos installer has now been successfully installed on the Admin node.

From the Windows VM client, use a browser to access the URL, http://192.168.124.10:9000 to access the Admin node. NOTE: The browser must
not have a proxy set.

Next Step

Refer to the Set Up Cloud Administration Node section to begin installation and configuration of the Cloud Infrastructure.
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http://192.168.124.10:9000

Set Up Cloud Administration Node

Overview

Using a browser that has access to the Cloud Administration node and cloud network, invoke the URL http://192.168.124.10:9000 to access the
Cloud Installation Dashboard.

NOTE: If you are installing on a private network, a proxy must be set in the browser.

) setup - HP Cloud Installation

<« C' [ 192.168.124.10:9000/nvironment/ i

s
For quick access, place your bookmarks here on the bookmarks bar, Import bookmarks now.,.,.

@ Setup

Environment

Cloud 4
Installation

DASHEGARD

Welcome Cverdew Setup

Welcome

YWelcome to the Cloud Infrastructure Installation Dashboard. You are only a few minutes away from creating the next milestone in computing
architecture: Cloud Computing. The first step in creating a Cloud is to consider the type of Cloud you want to create for your organization and
based on that choice capture various details about your environment for the purposes of cornpleting the setup of the Cloud Administration

Setup Envirshment

Server Types >

Connections >

Netwarks >

MNode. Depending on which type of Cloud you need 1o deploy you may need support from your [T Administrator to correctly capture inforrmation
about your environment. Once you have captured the requisite information about your environment and complete the setup of this Cloud
Adrministrator Mode you will be able to start deploying the services that make up your cloud. Let's get started

How to get started

Using this dashboard the Cloud Administration Node can be setup to deploy three types of cloud environments

Private Cloud

One type of cloud environment is to deploy a private cloud on your own bare-metal servers (blades, rack-mounted servers, etc.) that you have
available and control in your IT environment. Setting up the Cloud Adrinistration Mode for this type of cloud requires gathering information
about the servers that will be nodes in your cloud, their networking configuration, as well as, the overall network configuration of your IT
environment. ¥ ou will need to capture this information in the various panels listed on the left hand side of this dashboard and may require
consultation with your IT Administrator. This is the most advanced of the three options in deploying a cloud environment.

Typically, deploying this kind of cloud will requires a hare-metal server for what is called a Domain Controller and at least one bare-metal server
for a Compute Region to offer vitualized compute, network and storage. Once installed, Compute Regions are elastic and through this
dashboard can be expanded (or contracted) too many more bare-metal servers to offer various scales of virtualized resources to your cloud
self-service users. In addition, this type of cloud supports hybrid Compute Regions. That means that you can use Compute Regions from other
OpenStack compatible clouds as if they part of this cloud to expand the amount of resources available to your selffserice users,

If this is the kind of Cloud you would like to install, go to the Setup tab right now and read the setup instructions. To complete those
instructions please refer to the Cloud Infrastructure Setup Guide and your IT Administrator.

Hybrid-only Cloud
Another type of environment is to create 3 hybrid-only cloud on your own bare-rmetal server. Setting up the Cloud Administration Mode for this
type of cloud requires less information about the servers and IT environment; however, you may still need to consult with your [T Adrministrator.

Typically, deploying this kind of cloud will require a single bare-metal server for what is called a Domain Controller. Because of the hybrid
nature of this kind of cloud, Compute Regions, vitualized compute, network and storage, are utilized from other OpenStack compatible clouds
HP Cloud fweeaw. hpcloud.com) is a great example of an OpenStack compatible public cloud that can serve as the Compute Regions to &
hybrid-only cloud. Once this cloud is setup, it can be converted into a private cloud at a later time. A separate HP Cloud account is reguired for
using their resource and usage rates will apply. Furthermore, if you already have another OpenStack compatible cloud in your erwironment you
can utilize that cloud's Compute Regions in this hybrid-only cloud taking advantage of the advanced functionality of the Cloud Infrastructure.

=]

Set Up the Cloud Administration Node

Review Configuration Prior to Setup

From the HP Cloud Installation Dashboard, review the Welcome and Overview tabs to understand the concepts of Cloud environments and
setup configurations. Customize Server Types, Connections, and Networks based on your network and hardware infrastructure.

Server Types: This panel lets you capture (or use existing) server definitions about the networking ports for the various servers in your
bare-metal cloud environment. If all of the servers in your cloud are the same machine type (homogeneous nodes), you will not need to configure
anything in this section. HP recommends keeping the defaults.

Connections: To define a connection set, review one of the network modes (single, dual, team, etc.) along with a list of logical connection
interfaces (intfO, intfl, etc.) with each one being bound to a port, defined by bandwidth and port number. You may want to use the Edit
Connection option if your Connection Type is Dual and the interfaces are not contiguous, For example, ethO - private 1 and eth2 is public. The
default settings assume that you have ethO of the participating hosts/nodes connected to Private Networkl and eth1 connected to a public
network.
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http://192.168.124.10:9000

Edit Connection

Connection Type Description:
From here you can create a new server definition.
Rol Delete Details
ole
Logical Interface Physical Interface Interface Mode =
r intfd 11
- intfl g2
- intf2 g1 o

NOTE: If you are not sure, keep the default settings to avoid installation failure.

Networks: For each logical connection (i.e., intf0, intfl, etc.) a network is defined (i.e., admin network, public network, BMC network, etc.). The
different networks are used for varying purposes in the cloud, such as networking between the nodes and this Cloud Administration Node (i.e.
admin network), and the public or corporate network (i.e., public network) attached to your cloud. The default settings configure VLAN (tagged as
300) based on a public network on eth1 if installing in dual mode, and on ethO if installing in single mode. In such cases, you will need an external
router for traffic to internet/public.

If you plan to provide external access directly to the participating hosts/nodes, ensure you have two sets of contiguous IP ranges:

® Range 1: 16.x.x.2 to 16.x.x.10 (This range will get assigned to the bootstrapped participating nodes.)
® Range 2: 16.x.x.121 to 16.x.x.254 (This range is for Floating IP Configuration in OpenStack, used later in the Installation Guide.)

The customization is done through a two-step process:

1. Edit Network: Specify Subnet, Netmask, Broadcast, VLAN Enabled and Router details specific to your public/corporate network.

LA Router

VLAN ID
300

Type can set WLAN attributes for the new
public

Logical Interface VLAN Enabled

intf1 4| False =
Subnet
Rout

16,0 nuter
Het k : Router

etmas| witer attributes for the new

255.255.255.0 16,3
Broadcast Router Preference

1B.x.1 x.255 5

Bridge Enabled

False j

2. Edit Ranges: Specify a range for Node Type host for the participating nodes.
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public intf1 1921681220 300 True False

Displaying 4 tems Edit Address Ranges

Node Type IPV4 Start Addr IPV4 End Addr

- host 16.x.%.2 16.x.x%.10

NOTE: If you are not sure, keep the default settings to avoid installation failure.

During the boot process, if you have provided ip address other than 192.168.124.10, you must update the Admin network.

Begin the Setup Process

To start the setup process, use the following steps:

1. Select the Setup tab.

@ Setup - HP Cloud Installation | =

€« C | [ 192.168.124.10:9000 /emvironment/ T =

For quick access, place your bookmarks here on the bookmarks bar, Import bookmarks now...

@ ot Setup

Welcome Oy Setup
Ervironment

Setup Envirenment Cloud Administration Node Setup

The next step is to complete the setup of this Cloud Administration Mode. When you are ready click the "Complete Setup” button, make your
selections and confirm the dialog. A table will display the options for this installation as well as the progress of the install. To get mare detail, you
will be able to view the install log during and after installation

Server Types >
Once this Administration Node is successfully setup, on the left hand side another tab will appear called "Cloud.” This tab will allow you to
CanrEEtisHe > continue creating your cloud. If a setup error occurs, review the install log, review your connections and network configuration, refer to the Cloud
Infrastructure Installation Guide and consult with your IT Administration, make any changes necessary and attempt complete setup again
Metwork s >

2. Click Complete Setup.
3. Specify the necessary configuration:
a. Set Network Mode to dual.
b. Set IPMI/BMC Network Status to Disabled.
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Confirm Complete Setup - Private Cloud

Hetwork Mode

‘ Select a Walue

IPMI/BMC NHetwork Status

‘ Select a Yalue

IPMI Username

IPMI Password

NOTE: Enable IPMI/BMC feature is for test purposes only.
4. Click Complete Setup. This action installs crowbar on the Cloud Administration node. This may take several minutes.
5. A working status message displays in the Setup Complete column. NOTE: Any failure at this stage requires rebuilding the Admin node
through the bootable ISO.

) setup - HP Cloud Installstion |

& C' [ 192,168,124, 10:2000/environment/?tab=tab_setLp w =

For quick access, place your bookmarks here on the baokmarks bar, Import bookmarks now. .

Cloud
/)  Installation

Enwironment

Setup Envirohment

Server Types >
Connections >
Metwiarks >

Setup

Success: The setup process was
successfully launched

Wyelcome Overview Setup

Cloud Administration Node Setup

The next step is to complete the setup of this Cloud Administration Node. When you are ready click the "Complete Setup” button, make your
selections and confirr the dialog. A table will display the options for this installation as well ag the progress of the install. To get more detail, you
will be able to view the install log during and after installation

Once this Administration Node is successfully setup, on the left hand side another tab will appear called "Cloud.” This tab will allow you to
continue creating your cloud. If & setup error occurs, review the install log, review your connections and network configuration, refer to the Cloud
Infrastructure Installation Guide and consult with your IT Administration, make any changes necessary and atternpt complete setup again

Setup Launched Setup Complete Hetwork Mode IPMI’BMC Network Status IPMI Username IPMI Password

2012412-11 183:41 3 Working dual Falze

Displaying 1 tem

6. Click Show Install Log to view the install activity. Click Refresh to monitor the install progress.
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| @ Setup - HP Cloud Installation Dashboard

[l

WY

Erwiranrnent

Setup Environment

Server Types >
Connectiong >
Metvworks >

Wyelcome Overviewy Setup

Cloud Administration Node Setup

The next step is to complete the setup of this Cloud Administration Node. When you are ready click the "Complete Setup” button, make
your selections and confirm the dialog. A table will display the options for this installation as well as the progress of the install. To get
rnore detail, you will be able to view the install log during and after installation.

Once this Administration Mode is successfully setup, on the left hand side another tab will appear called "Cloud." This tab will allow you
to continue creating your cloud. If & setup error occurs, review the install log, review your connections and network configuration, refer to
the Cloud Infrastructure Installation Guide and consult with your IT Administration, rake any changes necessary and atternpt cornplete
setup again.

Setup L hed  Setup Compl Network Mode  IPMI/BMC Network Status IPMI Username  IPMI Password
2012-12-12 059:27 "i—Workmg dual False
Displaying 1 tem
Cloud Administration Node: /varflogfinstall.log
1 gem installed :I

Successfully installed
1 gem installed

Successfully installed
fuccessfully installed
Successfully installed
Successfully installed

net-http-digest auth-1.2.1

activesupport-zZ.3.14
ilén-0.6.0
malti_json-1.3.6
activesupport-3.2.6

4 gems installed

Successfully installed 118n-0.6.0

1 gem installed

Successfully installed daemons-1.1.8

1 gem installed

Succesafully installed state_machine-0.5.4
Successfully installed bluepill-0.0.51

2 gems installed

Successfully installed xml-simple-1.1.1

1 gem installed

Building native extensions. This could take a while...

[+l

7. Once crowbar is installed, the screen will display the timestamp in the Setup Complete column.

) setup - HP Cloud Installation

<« C' | [0 192.168.124. 10;2000/ervironment,/ ?tab=tab_setup g

For quick access, place your bookmarks here on the bookmarks bar, Import bookmarks now. ..

@

Enwiranment

Irsalalllll'::inn S etu p

BABHEDARD

Success: The setup process was
successfully launched

Welcome Crverview Setup

Setup Envirohment Cloud Administration Node Setup

The next step is to complete the setup of this Cloud Administration Mode. When you are ready click the "Complete Setup” button, make your
selections and confirm the dialog. A table will display the options for this installation as well as the progress of the install. To get more detail, you
will be able to view the install log during and after installation

Server Types >
Once this Administration Mode is successfully setup, on the left hand side another tab will appear called "Cloud." This tab will allow you to
Honrestions > continue creating your cloud. If a setup error occurs, review the install log, review your connections and network configuration, refer to the Cloud
Infrastructure Installation Guide and consult with your IT Administration, make any changes necessary and atternpt complete setup again.
Metwiorks >

Setup L hed k Mode IPMI/BMC Network Status IPMI Username IPMI Password

Setup Compl N

2012-12-11 1841 2012-12-11 18:54 dual False

Displaying 1 tem

stall Log

8. Click Show Install Log (if you did not do this previously) to view install activity.
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@ Irsgl!lgginn S etu p

DARD

Welcome Crverview Setup
Cloud Enviranment

Setup Environment Cloud Administration Node Setup

The next step is to complete the setup of this Cloud Administration Mode. MWhen you are ready click the "Complete Setup” button, make
your selections and confirm the dialog. A table will display the options for this installation as well as the progress of the install. To get more
detail, you will be able to view the install log during and after installation

Server Types >
Once this Administration Mode is successfully setup, on the left hand side another tab will appear called "Cloud." This tab will allow you to
Cannsctione 3 continue creating your cloud. If & setup error occurs, review the install log, review your connections and network configuration, refer to the
Cloud Infrastructure Installation Guide and consult with your [T Administration, make any changes necessary and attempt complete setup
Metwarks > again

Setup L hed Setup C | Network Mode  IPMI'BMC Network Status IPMI Username IPMI Password

20121212 05:27 2012-12-12 05:39 dual False

Displaying 1 tem

Cloud Administration Node: Aarflogfinstall log

Script started on Tue Dec 11 21:27:22 2012 ﬂ
Installing adnin with wersion: wl.3-openstack-Z-gdScfcS9-dew
2012-12-11 21:27:22 -0800: Setting Hostname...

2012-12-11 21:27:22 -0800: Installing Basic Packages
dtopping nginx: nginx.

2012-12-11 21:27:36 -0800: Arranging for gems to be installed
Successfully installed builder-3.0.0

1 gem installed

Building native extensions. This could take a while...
Successfully installed json-1.5.2

1 gem installed

Successfully installed net-http-digest_auth-1.Z2.1

1 gem installed

Successfully installed actiwvesupport-2.3.14

Successfully installed ilBn-0.6.0

Successfully installed multi json-1.3.6

Successfully installed activesupport-3.2.6

4 gems installed

Successfully installed i1l16n-0.6.0

1 gem inatalled

Next Step

The Cloud Administration node is ready to be configured. Refer to the Configure Cloud Administrator Node section.

Configure Cloud Administrator Node

Overview

Ensure the Cloud Administration node has been prepared as outlined in the previous section.
The following steps must be executed to begin configuring the Cloud Administration node.

1. Click Deploy Cloud.
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) Setup - HP Cloud Installation

€& - C [ 192.168.124.10:9000/erwvironment/?tab =tab_setuplcs=1 97 =

Far quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now. ..

X Wyelcome Civerview Setup
Cloud Environment

Setup Environment Cloud Administration Node Setup

The next step is to complete the setup of this Cloud Administration Mode. When you are ready click the "Complete Setup” button, make your
selections and confirn the dialog. A table will display the options for this installation as well as the progress of the install. To get mare detail,
you will be able to view the install log during and after installation.

Server Types >
" Once this Administration Mode is successfully setup, on the [eft hand side anather tab will appear called "Cloud." This tab will allow you to
Ciarinattiang > continue creating your cloud. If a setup error occurs, review the install log, review your connections and network configuration, refer to the
Cloud Infrastructure Installation Guide and consult with your IT Administration, make any changes necessary and atternpt complete setup
agairn.
Metwarks >

Setup L hed Setup C | H k Mode IPMI'BMC Network Status IPMI Username IPMI Password

2012-12-1319:.04 202124131918 dual False

Displaying 1 tem

Cloud Administration Node: /varflogfinstall. log

deript started on Thua Dec 13 11:04:38 2012 j
Installing admin with wversion: wvl.3-openstack-Z-gdScfciS-dev

2012-12-13 11:04:36 -0800: Secting Hostname. ..

E012-12-153 11:04:36 -0800: Installing Basic Packages

Stopping ngine: ngin.

2012-12-13 11:04:50 -0800: Arranging for gems to be installed

fuccessfully installed builder-3.0.0

1 cram _imetallad

2. A Cloud tab becomes visible in the left navigation panel.

) Prerequisites - HP Cloud Tnst-

€« C' | [J 192 168, 124.10:9000/cloud/ w5 =

For quick access, place your bookmarks here on the bookmarks bar, Import bookmarks now...

@ pSoud Prerequisites

DASHECARD

Prerequisites

Cloud Environment

Prerequisite Description Completed Actions
Install Cloud

Cloud Admin Node Intemet Access

Domain Contrallers > Build MongoDE Installation Module

Compute Regions > Peplammgoiems

Enable Cloud Administration Node for Internet Access

Cloud Administration node temporarily needs access to the Internet to download and install necessary third-party packages such as MongoDB.
The settings for public access of Admin node will be disabled post reboot.

Follow these steps to enable networking:

1. Click Edit Prerequisite in the Cloud Admin Node Internet Access entry.
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@ Prerequisites - HP Cloud Inst:

= C' | [ 192.168 124, 10:2000/cloud)/ 7o =
For quick aceess, place your bookmarks hers on the hookmarks bar, Import bookmarks now. ..

@ . Prerequisites

DasHEDARD

Prerequisites

Cloud Environment

Prerequisite Description Completed Actions
Install Cloud

Cloud Admin Mode Internet Access
Preraguisites

Build MongoDB Installation Module

Domain Contrallers >

Compute Regions > Dispiaynaioems

2. The Edit Cloud Admin Node Internet Access Prerequisite screen displays.

Edit Cloud Admin Node internet Access Prerequisite

Network Interface

atht hd|

Network Configuration

¥ DHCF
IP Address Network Mask
Gateway DHS Address

HTTP Proxy Informatien
Host Port

Username {Optional) Password (Optional)

Upclate Prer

. Set Network Interface to ethl (NOTE: ethl is connected to a network providing internet access.)
. Use the default Network Configuration checked as DHCP
. Set HTTP Proxy Information applicable for your environment.
a. Specify the Host
b. Specify the Port
c. If necessary, specify the optional Username and Password.
6. Click Update Prerequisite.
7. Click Complete Prerequisite for the Cloud Admin Node Internet Access entry. The button is located in the drop-down menu to the
right of the Edit Prerequisite button.

abhw
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) Prerequisites - HP Cloud Inst-

&« C | [1 192.168.124.10:2000/cloud/

w|
For quick access, place your bookmarks here an the bookmarks bar. Impart bookmarks now. ..
Cloud isi
@ o Prerequisites
Claud Environment Prereql‘”SIteS

Prerequisite Description

Completed Actions
Install Cloud

Cloud Admin Node Internet Access

| Complete Prerequisite

Damain Controllers » Build MongoDB Installation Module

Compute Regions » Displaying 2 tems

8. Click Complete Prerequisite in the confirmation dialog box.

Complete Cioud Admin Node internet Access Prerequisite

Flease confirm your selectian.

9. Click Complete Prerequisite for the Build MongoDB Installation Module entry.

) Prerequisites - HP Cloud Inst- -

<« C [ 192.168.124.10:9000/cloud/

3| =
For quick access, place your bookmarks here on the bookmarks bar, Import bookmarks now. ..
Cloud isi
@ . Prerequisites
BASHEDARD
Cloud Enviranment Prerequ isites
Prerequisite Description Completed Actions
Install Cloud
Cloud Adrin Node Intermet Access 2012-12-11 21:24 Eclit Prerequisite
Domain Contrallers > Build MongaDE Installation Madule
Compute Regions > Eisplayingiiiems

10. Click Complete Prerequisite in the confirmation dialog box.

Complete Build MongoDB instaliation Module Prerequisite

Flease confirm your selection.

11. It may take several minutes as the MongoDB install packages are being downloaded from the Internet to the Cloud Administration node.

12. Ensure that a time stamp is displayed in the Completed column. A success message displays when the MongoDB prerequisites are
configured.
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@ Prerequisites - HP Cloud Inst:
e

€« C  [1 152.168.124.10:5000/coud/
For quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now...

@ Prerequisites

Cloud

Cloud
Installation

DAEHEDARD

Prerequisites

Environment

Prerequisite Description
Install Cloud
Cloud Adrmin Mode Intemet Access

Build MongoDE Installation Module

Darnain Contrallers >

Compute Regions > s

13. If the prerequisites fail to complete, the following error message displays. Consult the Troubleshooting section for a solution

@ Prerequisites - HP Cloud Inst: =

Completed

2012412411 22:48

2012-12-11 22:48

Success: Successfully completed the
Frerequisite

Actions

Edlit Prerequiste:

ilete Prerequisite

€« C' | [ 192.168,124.10:2000/cloud/
For quick access, place your bookmarks here on the bookmarks bar, Impart bookmarks now. ..

@ Prerequisites

Cloud

Cloud
Installation

DAZ HED ARD

Prerequisites

Environment
Prerequisite Description

Install Cloud

Cloud Adrmin Node Intemet Access

Build MongoDB Installation Module

Damain Cantrallers >
Compute Regions » Displaying 2 items
Next Step

Completed

201212211 21:24

Error: There was an eror submitting the
form. Please try again.

Actions

Edlit Prerequisits

Complete Prerecuiste

The Domain Controller node is ready to be deployed. Refer to the Deploy Domain Controller section.

Deploy Domain Controller

Overview

Ensure that the Cloud Administration node prerequisites have been configured.

Use the following steps to deploy Cloud Infrastructure services to the Domain Controller node from the Cloud Administration (Admin) node. The

Admin node is also accessible directly through the web URL: http://192.168.124.10:3000

NOTE: Use Google Chrome or Mozilla Firefox to access the Admin node.

1. Select the Domain Controllers tab.
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http://192.168.124.10:3000

() Domain Controllers - HE Clou: =

L C | [3 192.168. 124, 10:2000/cloud /domain/

For quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now. ..

@ ot Domain Controllers

DASHEDARD

Building a Cloud
Clood Environment o . . . :
nce you have completed the creation of your Cloud Admin Mode, you can now create a Cloud Domain Controller. & Domain Controller is the set
of services that are used to provide capabilities within your cloud. This includes services for identity management, image library, documents
repository, etc. For small clouds, a Domain Controller can be deployed to a single bare-metal server or for a virtual hybrid-only cloud to a single

Install Cloud
virtual machine. For larger installations, the services and components can be spread across many machines.

Prerequisites i To build a new Domain Controller click the "Deploy Domain Controller” button below to enter the Cloud Advanced Installation Dashboard (default
username/password = crowbar/crowbar), Apply new proposals to the following Cloud Infrastructure installation modules, called barclamps, in the

following arder

. Postgresgl 315
Hp Keystone 201211
Hp Glance 201211
Rabbitrmsge 271
. Mongodb 284
. Hp Eden 100
. Hp Peer 100
Hp Eve 100
Hp Focus 100

Upon the completion of applying proposals to this set of barclamps you will have a complete Cloud Domain Controller

Compute Regions >

[ R

To update an existing Domain Controller change and re-apply existing proposals on the barclamps listed above

2. Click Deploy Domain Controller.
3. Enter the credentials:
a. User Name: crowbar
b. Password: crowbar
4. The Node Dashboard displays with a green Admin node indicating it is online.

&) Domain Cantrallers - HP Clauc « ' [ Crowbar: index
C | [J 192.168,124.10:3000
For quick aceess, place your bookmarks here on the bookmarks bar, Import bookmarks now...

Cloud
/) Installation MNodes Metwork Earclamps Utilities Help

DASHEDARD

Node Dashboard NewGrom

There are 1 nodes available in the system

You may regroup nodes by dragaing a node into the desired group. You may drop a node [here] to reset to aulomaiic grouping

. Sw-admin

I o admml

Provided hy@ HP Softuare - Version v 3-openstack2-gdSefeSa-dew

Deploy the Domain Controller

Discover and Allocate Controller node

1. The Domain Controller node needs to be powered ON.
2. When the Domain Controller node boots up, the Cloud Administration node automatically installs through a PXE boot, the Ubuntu

operating system.
3. The Node Dashboard displays the Domain Controller node as the operating system is installed:

a. The status indicator is initially grey.
b. The Domain Controller node displays in the Node Dashboard with a generated, MAC Address name.
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c. Tip: Note the Domain Controller node's console to monitor the system as it is being installed.

&) bomain Contrallers - HR Clour = /' [ Crowbar: index

€« C' [ 192.168.124.10; 3000/dashboard/ e =

For quick access, place your bookmarks here on the bookmarks bar, Import bookmarks now,..
Cloud
/§ Installation MNodes [Metwaork Barclamps Litilities Help

Node Dashboard T TR

There are 2 nodes available in the system

You may regroup nodes by dragaing a node into the desired group. You may drop a node [here] to reset to avtomaiic grouping.

Sw-admin SW-h00-50-56

® admin L]

Provided by@ HP Softuare - Version v1.3-openstade2-gdSofeid-dey

4. Wait until the Node Dashboard shows the Domain Controller node with a flashing yellow status.

&%) Crowbar: index - Mozilla Firefox
File Edit Wiew History Bookmarks  Tools  Help

€ [ 192.168.124.10:9 p| | |
12 Mast Yisited (Getting Started ‘web Slice Gallery
‘@Prerequisites - HP Cloud Installation Dash Crowbar: index x I + |
Cloud )
/J installation Modes Metwiork Barclamps Litilities Help
Node Dashboard T e

There are 2 nodes available in the systemn

Yol may regroup nodes by dragging a node into the desired group You may drop a node [here] to reset to auiomalic grouping

Sw-adrin SW-000-50-56

® admin | d00-50-66-20-37-66

Provided by@ HF Software - Version wi.3-openstacde2-gdSofedQ-dey

5. To confirm that the MAC Address name is associated to the Domain Controller node, view the Domain Controller node's console.The
hostname displayed in the Domain Controller node's console will match the MAC Address name displayed in the Node Dashboard.

BMC_ROUTER=
BMC_ADDRESS=192.168.124.163
BMC_HETHMASK=255.255.255.8

CROWBAR _STATE=discovered
HOSTHAME=dBAB-58-56-a9-37-66.cosmos .oryg

ALLOCATED=false
Local IP addresses:
inet addr:192.168.124.21 Bcast:192.168.124.255 Mask:255.255.255.8

6. On the Cloud Installation Dashboard, select Nodes > Bulk Edit.
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dex - Mozilla Firefox

Ele Edt Miew History Bookmarks Tools  Help

- conge P| | = -

€ 7 192.168.124.10:3000/dashboard] e

@] Mast Visited :: Getting Started | eb Slice Gallery

| Crowbar: index x |T|

| W Prerequisites - HP Cloud Installation Dash...

Cloud
@ |I§ﬁ!laﬁ?p IWetwiark Barclamps Ltilities Help

Dashboard

Node Dashboard ~—[ New Group [ ndaGroup |

There are 2 nodes available in the system.

You may regroup nodes by dragging a node into the desired group. You may drop a node [here] to reset to aufomalic grouping.

@ swadamn ‘ ‘ SW-000-50-56 ‘
0

L admin d00-50-56-39-37-66

Provided by@ HF Sofhware - Version v1.3-openstack2-gdSefedd-dey

7. Click the Allocate? checkbox.

) Crowbar: list - Mozilla Firefox [_ O[]
Eile Edit Mew Higtory Bookmarks Tools Help
& {1 192.168.124.10:3000/nades s alocated=yes || - cooge P | || # |~
|éh Most Wisited || Getting Started :: ‘Web Slice Gallery
|@Prersuu\sltes - HP Cloud Installation Dash... :: Crowbar; list x | + |
/4§ Installatio MNodes Metwork Barclamps Ltilities Help
OASHEDARD

Bulk Edit (unallocated only) [ Showan |

Hame Alias Description Group BIOS RAID Allocate? ¥
d00-60-56-39-37-66 d00-50-56-29-37- an-d00-50-58 | ot set | | ot set = 7l
Mote: group iaiics indicates group is set autormatically by system m |

Provided by@ HP Sofhware - Version vi.3-0penstack2- 945 cfeS9-dev

8. Select Save.
9. On the Cloud Installation Dashboard, select Nodes > Dashboard.
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) Crowbar: index - Mozilla Firefox
File Edit Miew History Bookmatks Tools Help

& {7} 192.188.124.10:3000 GH-‘]magle )3| o=~

1) Most Yisited :: Getting Started :: wWeb Slice Gallery

‘wprerequisites- HP Cloud Installation Dash... * | | | Crowbar: index x | + |

Cloud
@ Irs_la_llaﬁl_:n IWetwork Barclamps Utilities Help
—
Node Dashboard New Group

‘ There are 2 nodes available in the system. ‘

You may regroup nodes by dragaing a node into the desired group. You may drop a node [here] to reset to automatic grouping.

| O  swadnin SW-000-50-56 |

| |
| ® acmin | | © do0-50-56-29-37-68

Provided bv@ HP Software - Version w1.2-openstack 2-gdSefes0-dev

10. Wait for the Domain Controller node's status to change from yellow to green.
a. View the Domain Controller node's remote console. If you are using HP hardware, monitor installation progress through iLO.
b. If a dialog box opens with a message to load missing firmware, provide the appropriate driver.

] [!] Detect disks |
Some of your hardware needs non-free firmware files to operate. The
firmware can be loaded from removable media, such as a USB stick or
floppy.

The missing firmware files are: gl2500_fw.bin

If you have such media available now, insert it, and continue.

Load missing firmware from removable media?

<Go Back> <Yes>

<Tab> mov <Space> selects; <Enter> activates buttons

11. When the Domain Controller node installation is complete, the Node Dashboard displays the Domain Controller node as Ready.
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Cloud
@ Imtall_aﬁon Modes [Wetwork Barclamps Utilities Help

Node Dashboard Tl iicion

There are 2 nodes available in the system.

| You may regroup nodes by dragging a node into the desired group. You may drop a node [herg] to reset to aulomalic grouping.

SwW-admin i SW-d00-50-56

L] admin -] d00-50-6F-a8-37-6f

Provided bv@ HF Sofhware - Version v1.3- openstack-2-gdS ofeS9- dev

12. Tip: The Domain Controller node's login prompt displays the MAC Address name displayed in the Node Dashboard.

Rename the Domain Controller
It is helpful to rename the generated Domain Controller node name to one reflecting its functionality.
Follow these steps to rename the Domain Controller node:

1. Select the Domain Controller node's MAC Address name.

) pomain Contrallers - HP Claue /[ Crowbar: indes

L C' | [1 192.188.124. 10:3000/dashboard

For quick access, place your hookmarks here on the bookmarks bar. Import bookmarks now...

Cloud
@ Installation MNodes [Metwork Earclamps Utilities Help

Node Dashboard

Mew Group  Add Grol

There are 2 nodes available in the system

You may regroup nodes by dragaing a nade into the desired group. You may drop a node [here] to reset to aufomatic grouping.

sw-admin SW-000-50-56

® admin ® | d00-50-56-29-37-66

Provided by@ HF Software - Version v1.3-0penstack 2-gd5ofess-dew
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2. Details for the Domain Controller node display.

Cloud
/) Installation

Modes IWetwark Barclamps Utilitizs Help
DASHEQARD
Node Dashboard New Group [ naaGroup |
® w
d00-50-56-a9-37-66 (Edit)
Full Name 400-50-56-a8-37-66.005M0s.0rg Description Mot set
State Ready Hardware Whiware Virtual Platfortm
Uptime 4minutes 12 seconds cPU Intel{R) ¥eon(R) CPU L5640 @ 2.27GHZ
Switch Hame/Port Unknown FUnknown Memory 386 GE
MAC Address 00:50:56,39:37:66 Disk Drives 1, RAID: RAID 10
Allocated Alocated Service Tag win-00-50-56-39-37-66
IP Address bimc: brc: 192.168.124.163
admin; eth(: 192.168.124.81
[not managed]:
Links IP Mamt Interface , Chef, Magios , Ganglia
Barclamps Deplover Default, Dns Cefault, Ganglia Default, lpmi Default, Logging Default, Nagios Default, Metwaork Default, Mtp Default, Provisioner Default
Roles brmc-nat-client, crowbar-d00-50-56-a5-37-66_cosmos_ory, deplover-client, dns-client, ganglia-client, logging-client, nagios-client, neteork,
ntp-client, provisioner-base
® swadnn ®  sw-d00-50-56
L @ admin J L @  d00-50-56-23-37-66 J
Provided by@ HF Software - Version v1.3-openstack 2-gdSefeSo-dew
3. Click Edit.
Cloud
/) Installation Modes IMetwork Barclamps Ltilities Help
DAz HEARD
Node Dashboard New Group [ adacroup |
® &
d00-50-56-a9-37-66|(Edit)
Full Hame d00-50-56-29-37-66.005mM0s.0rg Description Mot set
State Ready Hardware Whlweare Virtual Platform
Uptime 4 minutes 12 seconds CPU Intel(R) Xeon(R) CPU L8640 @ 2.27GHz
Switch Mame/Port Lnknown J Unknown Memony 3.86 38
MAC Address 00:50:56:29. 3766 Disk Drives 1, RAID: RAID 10
Allocated Allocated Service Tag wm-00-50-56-39-37-66
IP Address bme; bme: 192163124183
admin; th0: 192.168,124.51
[not managed]:
Links IP Mamt Interface , Chef, Nagios , Ganglia
Barclamps Deplover Default, Ons Default, Ganglia Default, lpmi Default, Logging Default, Magios Default, Metwaork Default, Mtp Default, Provisioner Default
Roles hrme-nat-client, crowhbar-d00-50-56-29-37-66_cosmos_org, deplover-client, dns-client, ganalia-client, logging-client, nagios-client, network,
htp-client, provisioner-base
® swadmin @  sw.d00-50-56
L ® admin J L @  d00-5056-0-37-66 J

4. Change the alias field from the MAC Address name to a meaningful name.

a. From:

Provided by@ HF Software - Version wi.3-openstack-2-gdSefeS0-dev
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Cloud
@ Installation Modes Metwork Barclamps Utilities Help

DASHEOARD

d00-50-56-a9-37-66.cosmos.org

Alias | d00-50-66-39-37-66 |
Description
Group Using Default sw-d00-50-56

Override?  sw-d00-50-56

BIOS [Virtualization] 'I
RAID [Single RAID 10] 'I

Frovided by@ HPF Software - Version wi.2-0penstack2-gdSefes0-dev

b. To:

@ !E%?ra;m Wodes Metwark Barclamps Litilities Help
d00-50-56-a9-37-66.cosmos.org
Alias Cantraller
Description
Group Using Default sw-d00-50-56

Crverride? | sw-d00-50-56

BlO= [*irtualization] =
RAID [Single RAID 10] 'I

Provided by@ HF Software - Varsion w1.3-openstade2. gdSefeS.-dev

5. Click Save. The Domain Controller node's new name is displayed.
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Cloud
/3 Installation Modes [Wetwork Barclamps Ltilities Help

DASHEDARD

Node Dashboard SR

TControIIer |(Edit)

Full Hame d00-50-56-a3-37-66.cosmos.org Description Mot set

State Ready Hardware Whiware Virtual Platform

Uptime 19 minutes 33 seconds CPU Intel(R) Xeon(Ry CPU LAB40 @ 2.27GHz
Switch Name/Port Unknawn f Unknown Memory 3.86 GB

MAC Address 00:50:56:29:37 .66 Disk Drives 1, RAID: RAID 10

Allocated Allocated Service Tag wim-00-50-56-a9-37-66

IP Address bme: brme: 192168124163

admin: eth: 192.168.124.81
[not managed]:

Links IP Myt Interface , Chef, Magios , Ganglia
Barclamps Deployer Default, Dns Default, Ganglia Default, lpmi Default, Logging Default, Nagios Default, Metwork Default, Mip Default, Provisioner Default
Roles bre-nat-client, erowhar-d00-50-56-a9-37-66_tosmos_org, deployer-client, dns-client, ganglia-client, logging-client, nagios-client, neteork,

ntp-client, provisioner-base

(~osst )" Ranaial ] Varowars Uyite

@  swadmin @  sw.d00-50-56
-] admin ‘ ‘ @ | Controller J

Frovided by@ HF Software - Version w1.2-openstadc2-gdSefcS-dew

6. Notice the Full Name of the Domain Controller node remains unchanged.

Cloud
Installation Modes Ietwiark Barclamps Lltilities Help

DAS HEDARD

Node Dashboard T
*Controller (Edit)

Iﬁjll Mame d00-50-56-a9-37-66.cosmos.orgy Description Mot set
State Ready Hardware Whiare Wirtual Platfarm
Uptime 19 minutes 33 seconds CPU InteliR) ¥eoniR) CPU L5640 @ 2.27GHz
Switch Name/Port Unknown J/ Unknown Memory 3.86 GB
MAC Address 00:60:56:89:37:66 Disk Drives 1, RAID: RAID 10
Allocated Allocated Service Tag wm-00-50-56-a9-37-66
IP Address bmc: bmc: 192.168.124.163

admin: ethd: 192.168.124.81
[not managed]:

Links IP Myt Interface , Chef, MNagios , Ganglia
Barclamps Deployer Default, Dns Default, Ganglia Default, lpmi Default, Logging Default, Magios Default, Metwork Default, kitp Default, Provisioner Default
Roles bmec-nat-client, crowhar-d00-50-66-39-37-66_cosmos_org, deployer-client, dns-client, ganglia-client, logging-client, nagios-client, network,

nip-client, provisioner-hase

o

@ swadmin ‘ ‘ @  sw-d00-50-56 J

® admin ® Controller

Provided by@ HF Software - Version wl.3-openstacd:2-gdSefeS0-dew

Complete Storage Configuration

With OS up, the next step is to extend the root volume to accommodate nova-volume and image repository. If you plan to configure Nova-Volume
to use a raw device, ensure it is correctly discovered by the OS. In some environments, you may have to configure Multi-Path support at this
stage.
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Apply Barclamps to the Domain Controller

The Cloud Infrastructure services are delivered as barclamps. Barclamps are a mechanism to install and configure a service on the Domain
Controller node.

Use the following steps to apply barclamps:

1. From the Domain Controller node detail page, select Barclamps > Cloud Infrastructure.

Cloud
/) Installation MNodes Ietwiork Utilities Help

DAS HEDARD

All Barclamps
Crowbar
Node Dashboard
. -
Controller (Edit)
Full Name d00-50-56-39-37-66.cosmas.org Description Mot set
State Reary Hardware Whiweare Virtual Platfarrm
Uptime 18 minutes 33 seconds CPU Intel(R) Xeon(R) CPULSE40 @ 2 2TGHz
Switch Name/Port Unknowin § Unknown Memony 3.860G8
MAC Address 00:50:56:29:37 66 Disk Drives 1, RAID: RAID 10
Allocated Allocated Service Tag wm-00-50-56-308-37-66
IP Address bme: bme: 192168124163
admin: eth: 192 168124 81
[not managed]:
Links IP Mamt Interface , Chef, Magios , Ganglia
Barclamps Deployer Default, Dns Default, Ganglia Default, lpri Default, Logoing Default, Nagios Default, Metwork Default, Ntp Default, Provisioner Default
Roles bme-nat-client, crowbar-d00-50-56-a3-37-86_cosmos_org, deployer-client, dns-client, ganglia-client, logging-client, nagios-client, netwark,
ntp-client, provisioner-hase

‘ ® swadnin ‘ ‘ @  swdD.5056 ‘

‘ L] admin @ Controller

Provided by@ HP Software - Version v1.3-openstac2-gdSofe0-dew

2. The barclamps specific to Cloud Infrastructure display.
® NOTE: It is important that these barclamps be applied in sequential order, each one successfully completing before applying the
next barclamp.
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Cloud
@ In;lallm_i?p Modes Wetwark Barclamps Ltilities Help
Cloud Infrastructure

Create and apply praposals in order from top to battom. Allows each proposal to complete to ready before
apphing the next one.

Hame Status Description
[> Fostgresgl 815 < Configures a postaresgl server
[ Hp Keystone
25121: < Centralized authentication and authorization service for openstack
[ Hp Gl
zupuince < Hp glance 201211 service (image registry and delivery serice) for the cloud
> Rabhitrsgg 271 <& Configures a rabhitmo server
[» Mongodh 284 < Configure mongodh
[> Hp Eden 100 < Configures value added eden service
[ Hp Peer100 < Configures value added service peer
[> Hp Eve 100 < Configures value added senice eve
[> Hp Focus 100 < Configures value added senice focus
[ Hp Sky!
ZUp1 zlﬁ e < User interface for openstack projects (aka code name horizon)
B Mova < Installs and configures the openstack nova cormponent. it relies upan the network and alance harclamps for normal operation.
> Hp Cdainstall 110 < Install cda 1.1 using barclamps
[ Hp Csainstall 310 <& Install csa 3.1 using barclamps

Provided by@ HF Software - Version vl 3-openstack2-gdScfeS0-dey

1. For each barclamp in the list, perform the following steps:
a. Select the barclamp's name.

Cloud
/) Installation Modes Metwork Barclamps Litilities Help

DAEHEDARD

Cloud Infrastructure

Create and apply proposals in order from top to bottam. Allow each proposal to complete to ready before
applying the next one.
Name Status Description
7| Postgresal 815 <& Configures a postaresgl server
‘ + | proposal Created OnWed, 12 Dec 2012 01:36:50 -0800
K ;lnpéz:\;slune < Centralizad authentication and authorization service for openstack
[ Hp Gl
25121a1nce <& Hp glance 201 211 sendce (image registry and delivery serice) for the cloud
[» Rabbitmsgg 271 < Configures a rabhitmg serer
[> Mongods 264 < Configure mongodh
[> Hp Eden 100 < Configures value added eden semvice
[> Hp Feer100 < Configures value added service peer
[> Hp Eve 100 < Configures value added semice sve
> Hp Focus 100 < Configures value added service focus
> Hp Skyl
20;]1 2'?; il < User interface for apenstack projects (aka code narme horizon)
[> Mova < Installs and configures the openstack nova cormponent. it relies upon the network and glance barclarmps for normal operation
[ Hp Cdainstall 110 < Install cda 1.1 using barclamps
b Hp Csainstall 310 & Install cea 3.1 using barclamps

b. Specify the Domain Controller's name as the proposal.
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Cloud
@ I|‘_|s_1al|aﬁ|_:|_1 MNodes [Netwiork Barclamps Litilities Help

Cloud Infrastructure

Create and apply proposals in order from top to bottorm. Allow each proposal to complete to ready before
| applying the next one.

Hame Status Description
= Postgresgl 914 Configures & postgresal server
| * | Controller | Created On'ed, 12 Dec 2012 01:36:50 -0800 |
P Hp Keystone
2; 21: < Centralized authentication and authorization service for openstack
b Hp Glance
2; . Hp glance 201211 semice (rmage registry and delivery service) for the cloud
> Rabhitmsgy 271 < Configures a rabbitrng server
[> Mongodh 284 < Configure mongodh
[» Hp Eden 100 L2 Configures value added eden service
[ Hp Peer 100 < Configures value added service peer
b Hp Eve 100 < Configures value added service eve
> Hp Focus 100 < Configures value added service focus
P Hp Skyline =
2; 2:“; < Userinterface for openstack projects (aka code name horizon)
[ Mova < Installs and configures the openstack nova component. it relies upon the network and glance barclarmps for normal operation.
[ Hp Cdainstall 110 ¢ Install cda 1.7 using barclamps
b Hp Csainstall 310 O Install csa 3.1 using barclamps

c. Click Create.
d. Verify that the default values are correct for the proposal. Some optional values should be set.
i. Postgres proposal
ii. Keystone proposal
iii. Glance proposal
iv. Rabbit MQ proposal
v. Mongo DB proposal
vi. Eden proposal. It is recommended you specify a Proxy Host and Proxy Port for the proposal. NOTE: If specifying a
Proxy Host, ensure that the Non Proxy Host(s) field specifies an admin or public network, for example: 192.*|10.*
vii. Peer proposal
viii. Eve proposal. It is recommended you specify a Proxy Host and Proxy Port for the proposal. NOTE: If specifying a
Proxy Host, ensure that the Non Proxy Host(s) field specifies an admin or public network, for example: 192.*|10.*
ix. Focus proposal
X. Skyline proposal. It is recommended you specify a Proxy Host and Proxy Port for the proposal.
e. Verlfy that the Domain Controller node's name is listed for each applicable role. The defaults should be sufficient.
. At the bottom of the proposal, the items on the left are Available Nodes; the items on the right are the Roles.
ii. Select the Domain Controller node name link in the Available Nodes list to drag it to the appropriate role (if not done
previously).

1. Selecting the Domain Controller node link icon and dragging it to a role will not work.

2. Selecting the Domain Controller node delete icon removes the association of the Domain Controller
node from a role.
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f. Click Apply. Click OK.

Cloud
[} Installation Modes [Netaork Barclamps

DASHEDARD

*Edit Proposal

Postgresql 915: Controller
Attributes

Datadir  prarflib/postgresl

Node Deployment

Drag nodes for deplovment from Available Noges info the selected Role

Litilities

Ayailable Nodes L | Postgresql 915-server &
admin - * Controller d00-50-56-29-37-66 cosmos.org
Cantroller &

Postgresql 915-client &

F

Provided hy@ HP Software - Version w1 3-apenstacke2-9d5 cfess- dew

g. Wait for the proposal status (displayed at the top left of the dialog box) to turn green.

h.

Cloud
/J Installation

Modes [Metwark Barclamps Litilities Help

°Edit Proposal

Attributes

admin
Controller

Postgresqgl 915: Controller

Available Nodes

Datadir = fvarlib/postgresgl

Node Deployment

Drag nodes for deployvment from Available Nodes Info ihe selecied Role

4 Postgresql 915-server &

- s Controller d00-50-56-a9-37-66 cosmos org 2

=3

Postgresql 915-client &

“ousctors | oy ] _saw ]

Faw

Rawy

Frovided by @ HF Software - Version w1.3-0penstade2-gdSefed9. dew
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Cloud
/| Irmllapgp Modes Metwork Barclamps Utilities Help

| "Edit Proposal

Raw

Hp Keystone 201211: Cantroller

Attributes

PostgreSCGL Instance | Controller 'I

Dlamain Mame  Domain

Domain Admin Password | secretword
Diamain Arch Password | secreteord
Diomnain Trash Password | secretword

CDA App Password | secretword

Node Deployment

Drag nodes for deployrment from Available Nodes info the selected Role Rawi

Available Nodes 4 Hp keystone 201211-server (&

admin - e Controller d00-50-56-a9-37-66 cosmos org &

Controller b

EEETEEE

i. Re-select Barclamps > Cloud Infrastructure to view the barclamp list.

— =] =
) bomain Cantrallsrs - HP Clade « ' [7 Crowbar: propossl_shaw D

<« C | [ 1982.168.124.10:3000/crowbar postgresg|_915/1.0/broposals/shelyContraler

2P|
1T}

For quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now. ..

Cloud
@ Installation Modes Metwork Litilities Help

All Barclamps
I Crowibar

®Edit Proposal

I TR 8

Raw

Postgresgl 915: Controller
Aftributes

Datadir = #arlib/postgresgl

Node Danlovment

j- The proposal status is also displayed within the Cloud Infrastructure barclamp list.
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Cloud
@ Installatio MNodes etk Barclamps Utilities Help

DAE HED

Cloud Infrastructure

| Create and apply proposals in order from top to bottomn. Allow each proposal to complete to ready before
applying the next one.

Hame Status Description
[ Postgresgl 915 Izl Configures a postyresgl server
[ Hp Keystone
20‘]1 21: Lo Centralized authentication and authorization service for openstack
B Hp Glance
251 i Hp glance 201211 senice (image registry and delivery service) for the cloud
> Rabbitmsgyg 271 < Configures a rabbitmyg server
[> Mongodh 284 < Configure mongodh
[> Hp Eden 100 < Configures value added eden semvice
[> Hp Peer 100 Lo Configures value added service peer
> Hp Eve 100 < Configures value added service eve
> Hp Focus 100 < Configures value added service focus
> Hp Skyline
251 2I:3; <& User interface for openstack projects (aka code name hotizon)
> rova < Installs and configures the openstack nova companent. it relies upon the network and glance barclarnps for normal operation
[> Hp Cdainstall 110 < Install cda 1.1 using barclamps
[ Hp Csainstall 310 O Install csa 3.1 using barclarmps

Provided by @ HF Sofhuzre - Version v 3-openstade?-gdfcfea-dew

k. Apply the next barclamp in the list, from top to bottom until all Cloud Infrastructure barclamps have been applied.

I. At this stage, you may optionally apply CDA and CSA barclamps. Ensure you have completed the pre-requisite "Coexisting of
CSA and CDA on same host" before applying CSA barclamp. Also, ensure you have completed the post-installation steps of
CSA barclamp. Refer to Deploying CSA and CDA sections.

Next Step

The Compute Region node is ready to be deployed. Refer to the Deploy Compute Region section.

Deploy Compute Region

Overview

Ensure that the Cloud Administration and Domain Controller nodes have been deployed successfully. Use the following steps to deploy Cloud
Infrastructure services to the Compute node from the Cloud Administration node.

1. Select the Compute Regions tab.
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Coud Compute Regions

Private Cloud

Elaiid Elnicinen After creating a Domain Caontroller, if you require private cloud resources for yourself service users, you are now ready to deploy one or
more Compute Regions. A Compute Region deploys on one or more servers, depending on the scale of resources that fit your needs, to
Install Cleud offer private cloud resources of compute, storage and network to self serice users of your Cloud

i To build & new Compute Region click the "Deploy Compute Region” button below to enter the Cloud Advanced Installation Dashboard
Prerequisites % (default uzernamefpassword = crowbar/crowbar), Apply new proposals to the following Cloud Infrastructure installation modules, called
barclamps, in the following order:

Dormain Contrallers >

1. Mova

Upon the completion of applying proposals to this set of barclamps you will have a complete Cloud Compute Region.

Compute Regions are elastic and can expand and contract at any time, as long as unallocated bare-metal servers are available and
attached to the Cloud Administration MNode's admin network and are powered on to be discovered

To update an existing Compute Region change and re-apply existing proposals on the barclamps listed above.

2. Select the Deploy Compute Region button.
3. Enter crowbar/crowbar for the credentials.

Authentication Required |

0 & username and password are being requested by httpi 192,168,124, 10;3000, The site savs;
y "Crowbar - By selecting OF are agreeing to the License Agreement”

Lser Mame:

Password: I TTITIL)

(] 4 I Zancel

4. The Node Dashboard displays with the Admin and Controller nodes displaying a green online status.

Cloud
@ Installation Modes Metwark Barclamps Utilities Help

JAE HED ARD

Node Dashboard TS

There are 2 nodes available in the system.

You may regroup nodes by dragging a nade into the desired group. You may drop a node [here] to reset to aviomalic grouping. ]

| @ swadmn | | ® swdo05056 |
| @ contaler |

| @ admin

Provided hy@ HP Software - Version wl 3-openstack-2-gdScfess-dew

Deploy the Compute Region

Deploying the Compute Region involves bringing up Compute node, ensuring it is discovered and allocated, and applying Nova proposal to both
Controller and Compute nodes. Follow the steps below:

Discover and Allocate the Compute Node

1. The Compute node needs to be powered ON.
2. When the Compute node boots up, the Admin node automatically installs the OS using a PXE boot. The Node Dashboard displays the
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node as the OS is installed.
a. The status indicator is initially grey.
b. The node initially displays in the Node Dashboard with a generated, MAC address name.
c. Tip: view the node's console to monitor the system as it is being installed.
3. Wait until the Node Dashboard shows the new node with a flashing yellow status.

Cloud
@ Ir_lstallaﬁpn Modes Metwork Barclamps Utilities Help

Node Dashboard

MNew Group

There are 3 nodes available in the system.

Yol may regroup nodes by dragoing a nods into the desired group. You may drop a node [here] to reset to awiomaiic grouping

Swe-adnin sw-d00-50-56

[ ] admin d00-60-5f-a8-37-68

@ Controller

Frovided by@ HF Software - Version vl Z-openstadkZ-gdSeicsd- dev

4. Tip: To confirm that the MAC Address name is associated to the node, view the node's console. The hostname displayed in the node's
console will match the MAC Address name displayed in the Node Dashboard.

Bﬁc:HETHHSR=255.255.255.E
CROWBAR STATE=-discovered

HOSTNAME=dBBA-5A-56-a9-37-68.cosmos .org
ALLOCATED=false
Local IP addresses:

5. On the Cloud Installation Dashboard, select Nodes > Bulk Edit.

Cloud
@ Insmllaﬁnp etwaork Barclamps Uttilities Help

| Dashboard |

Node Dashboard

MNew Group

There are 3 nodes available in the system.

You may regroup nodes by dragging a node into the desired group. You may drop a node [here] to reset to gutomatic grouping.

sw-admnin Sw-d00-50-56

] admin o d00-50-56-a9-37-68

(=] Controller

Frovided byw HF Sofware - Vewsion v1.3-openstacke2-gdSefeS0-dey

6. Click the Allocate? checkbox.
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Cloud
@ Installation MNodes Metwaork Barclamps Utilities Help

DASHEDARD

Bulk Edit (unallocated only) [ showan |
Name Alias Description Group BIOS RAID Allocate? ¥
d00-50-56-a9-37-68 400-50-56- 35-37- 24 d00-50-58 [Not Sef] | [notset =1 ~
Mote: group itafics indicates graup is set automatically by systerm m

Provided by@ HPF Sofbware - Verion vi.3-openstace2-gd5efcS-dev

7. Click Save.
8. On the Cloud Installation Dashboard, select Nodes > Dashboard.

Untitled-1

Cloud
@ Installation Metwork Barclamps Utilities Help

pas

Dashboard
Bulk Edit
—"

Node Dashboard

There are 3 nodes available in the system ‘

You may regroup nodes by dragging a node into the desired group. You may drop a node [here] to reset to aufomalic grouping

® swadmin @  sw-do0-50-56
‘ ® admin 0 d00-50-56-a8-37-68 ‘
@® Controller

Frovided by@ HF Softmare - Version w1.3-openstack2- gdScfeia-dev

9. Wait for the node's status to change from yellow to green. View the node's console for installation progress.
10. If a dialog asking to load missing firmware displays, select NO.

11. When the node's install has completed, the *Node Dashboard *displays the node in the same group as the Admin node and displays a
green status.

Cloud
@ Installaﬁgp MNodes Metwork Barclamps Utilities Help

DAS HED

Node Dashboard New Group [ nddGroun |

There are 3 nodes availahle in the system.

You may regroup nodes by dragging a node into the desired group. You may drop a node [here] to reset to aufomatic grouping

® swadnin @ sw.doos0.56
‘ ® admin ®  000-50-55-38-37-58
e Contraller

Provided by@ HF Sofbware - Version wl.3-openstac2-gdSofed0-dew

12. Tip: the node's login prompt displays the MAC Address as hostname displayed in the}Node Dashboard.
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Rename the Compute Node

In general, it is helpful to name the nodes installed by Cloud Installation Dashboard something meaningful to their function.
Follow these steps to rename the Compute node:

1. Select the node's MAC Address name.

Cloud
@ Ins_ta!laﬁun Modes Metwork Barclamps Ultilities Help

Node Dashboard

MNew Group
L -
d00-50-56-a9-37-68 (Edit)

Full Name d00-50-56-a%-37-68.cosmos.org Description Mot set
State Reary Hardware Whiware Virtual Platform
Uptime 4 minutes 01 seconds CPU InteliR) Xeon(R) CPL LA640 @ 2.27GHz
Switch Name/Port Unknown [ Unknosn Memory 386 GB
MAC Address 00:50:56:29:37.68 Disk Drives 1, RAID: RAID 10
Allocated Allocated Service Tag wim-00-50-56-a9-37-68
IP Address bmc: broc: 192168124164

admin; eth(: 192.168.124.82

[not managed}:
Links |P Mot Intetface , Chef, Nagios , Ganglia
Barclamps Deployer Default, Dns Default, Ganglia Default, Inmi Default, Logging Default, Magios Default, Metwork Default, Ntp Default, Provisioner Default
Roles bme-nat-client, crowbar-d00-50-56-a8-37-68_cosmos_org, deployer-client, dns-client, ganglia-client, logaing-client, nagios-client, netwark,

ntp-client, provisioner-base

sw-admin : sw-d00-50-56

<] admin o] d00-50-56-a8-37-68

Caontroller

Provided by@ HF Software - Version w1.3-openstack2- gdSofedQ-dev

2. Click Edit.

Page 32



Cloud
Jj Installation Modes Metwork Barclamps Ultilities Help

DAZHEDARD

Node Dashboard New Group [ i Group |
*d00-50-56-29-37-68 (Edit)

Full Name d00-50-56-a9-37-68.cosmos.org Description Mot set

State Reary Hardware Whiware Virtual Platform

Uptime 4 minutes 01 seconds CPU InteliR) Xeon(R) CPL LA640 @ 2.27GHz
Switch Name/Port Unknown [ Unknown Memory 386 GB

MAC Address 00:50:56:29:37.68 Disk Drives 1, RAID: RAID 10

Allocated Allocated Service Tag wim-00-50-56-a9-37-68

IP Address bmc: broc: 192168124164

admin; eth(: 192.168.124.82
[not managed]:

Links |P Mot Interface , Chef, Nagios , Ganglia
Barclamps Deployer Default, Dns Default, Ganglia Default, Ipmi Default, Logging Default, Magios Default, Metwark Default, Mtp Default, Provisioner Default
Roles brne-nat-client, crowhar-d00-50-56-a9-37-68_cosmos_org, deployerclient, dns-client, ganglia-client, [ogging-client, nagios-client, netwark,

ntp-client, provisioner-base

®  d00-50-56-a8-37-68

L. sweadmin J @  swdD0-50.56

@® admin

@  Controller

Provided by@ HF Software - Version w1.3-openstack2. gdSofedQ-dev

3. Change the alias field from the MAC Address name to a meaningful name.
4. Click Save.
5. Notice the node's new name is reflected in the display.

Cloud
Installation Modes Tetniork Barclamps Utilities Help

DASHEDARD

Node Dashboard New s,

"ICompute (Edit) |

Full Name d00-50-56-a9-37-68. cosmos.ory Description Mot set

State Ready Hardware Whivware Wirtual Platform

Uptime 4 minutes 01 seconds CPU Intel(R) XeoniR) CPU L5640 @ 2.27GHz
Switch Name/Port Unknown F Unknown Memory 386 GE

MAC Address 00:50:56:29:37 68 Disk Drives 1, RAID: RAID 10

Allocated Allocated Service Tag wm-00-50-56-39-37-63

IP Address bme: brmc: 1921681241684

admin: eth(: 192.168.124.82
[not managed]:

Links IP Mgt Interface , Chef, Nagios , Ganglia
Barclamps Deplover Default, Dns Default, Ganglia Default, lpmi Default, Logging Defaull, Nagios Default, Metwork Default, Ntp Default, Provisioner Default
Roles brc-nat-client, crowhar-d00-50-56-a8-37-66_cosmos_ory, deployer-client, dns-client, ganglia-client, logging-client, nagios-client, network,

nip-client, provisioner-base

® swadmin @  swdoD5056
L (2] admin ) .l 1Zompute

® Coniroller

Provided by@ HFP Software - Vawion wi.3-openstace2-gdScfedQ-dew

6. Notice the Full Name of the node remains unchanged.
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Cloud
@ Installation MNodes Ietwark Barclamps Ltilitias Help

DASHEOARD

Node Dashboard e
*Compute (Edit)

Full Name |:IDD—SD—Eﬁ—aQ—BY—ESlcnsmns arg Description Mot set
e Feady Hardware Whiveare Virtual Platfarm
Uptime 4 minutes 01 seconds cPU Intel(R) Xeon(R) CPU LSE40 @ 2.27GHz
Switch Hame/Port Unknown [ Unknown Memory 386 GH
MAC Address 00:50:56:a9:37 68 Disk Drives 1, RAID: RAID 10
Allocated Allocated Service Tag wm-00-50-56-29-37-68
IP Address bmc: bme: 192168124 164

admin: ethd: 192.168.124.82
[not managed]:

Links IP Mot Interface , Chef, Nagios , Ganglia
Barclamps Deployer Default, Dns Default, Ganglia Default, lpmi Default, Logging Default, Magios Default, Metwork Default, Mtp Default, Provisioner Default
Roles brnc-nat-client, crowhar-d00-50-66-28-37-68_cosmos_org, deploysr-client, dns-client, ganglia-client, logging-clisnt, nagios-client, netyork,

ntp-client, provisioner-hase

[rwset | vuaton | Vshears Uyoto

@  swadmin @  sw.doD-50-56
® admin ® Compute
® Controller

Provided hy@ HP Software - Version wl.3-0penstack-2-gdSefess-dew

Apply Nova proposal to Compute Region

The Cloud Infrastructure services are delivered as barclamps. Barclamps are a mechanism to install and configure a service on the Compute
Region.

Use the following steps to apply barclamps:

1. From the node's detail page, select Barclamps > Cloud Infrastructure.
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Choad
/) Installation Modes MNetwork Utilities Help

DASHEDARD

All Barclamps

Crowbar

Node Dashboard I:I

@ =
Compute (Edit)
Full Name d00-50-56-29-37-68.cosmos.arg Description Mot set
State Ready Hardware Wihware Yirtual Platform
Uptime 4 minutes 01 seconds CcPu Intel(R) ¥eon(R) CPU L9640 @ 2.27GHz
Switch Name/Port Unkniwen J Unknown Memory 286 GE
MAC Address 00:50:56:29:37:68 Disk Drives 1, RAID:RAID 10
Allocated Allocated Service Tag wm-00-50-56-a9-37-68
IP Address bme: bme: 192.168.124.164
admin; eth(: 192.168.124 82
[not managed]:
Links IP Mornt Intetface , Chef, Nagios , Ganglia
Barclamps Deployer Default, Dns Default, Ganglia Default, lpmi Default, Logging Default, Nagios Default, Network Default, Nip Default, Provisioner Default
Roles brac-nat-client, crowbar-d00-50-86-39-37-68_tosmas_org, deployer-client, dns-client, gangliz-client, logging-client, nagios-client, network,
ntp-client, provisioner-hase
m Reinstall Hardware Update

® swadmin @  sw.do0-50-56
t ® admin J @ Compute
] Controller

Frovided by@ HF Software - Version v1.3-openstadeZ-gdSefcSQ-dey

2. The barclamps specific to Cloud Infrastructure display.

Cloud
@ Installation MNodes Metworl Barclamps Utilities Help

DASHEDARD

Cloud Infrastructure

Create and apply proposals in order from top to bottom. Allow each proposal to complete to ready before
applying the next one
Name Status Description
b Postaresgl 915 [a] Configures a postyresgl server
B Hp Keystone
251 21? [a} Cenfralized authentication and authorization service for openstack
I Hp Glance
251211 [a] Hp glance 201211 service (image registry and delivery service) for the cloud
[» Rabbitmsgg 271 =] Configures a rabbitmg server
[> mongodb 284 =] Configure mongodb
[> Hp Eden 100 ® Configures value added eden senice
[ Hp Peer100 =] Configures value added service peer
[> Hp Eve 100 =] Configures value added service eve
[» Hp Focus 100 -] Configures value added service focus
B HpSkyline
251 2:\; n User interface for openstack projects (aka code name horizon)
[> Mova < Installs and configures the openstack nova component. it relies upon the network and glance barclamps for normal operation
[ Hp Cdainstall 110 < Install cda 1.1 using barclamps
[ Hp Csainstall 310 < Install csa 3.1 using barclamps

Provided by@ HF Software - Version wi.2-openstack 2-gdSefedd-dev

3. Take special note that the majority of the barclamps have been deployed, as indicated by the green status. Nova is the next barclamp to
deploy. It must be deployed on both the Controller and Compute nodes.
4. For the Nova barclamp, perform the following steps:
a. Select the barclamp's name.
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Cloud
@ Installation

Cloud Infrastructure

Modes [RENIS Barclamps Utilities

Help

Zreate and apply proposals in order from top to bottom. Allow each proposal to complete to ready before
applying the next one.
Name Status Description
> Postgrescl 915 ] Configures a postgresdl server
¢ ;‘512?\1610“9 L] Centralized authentication and authorization service for openstack
[ Hp Gl
Al o Hi glanee 201211 service (image recisty and delivery sewvice] for the cloud
[> Rabbitmsgg 271 ] Configures a rabbitmg server
[ Mongodb 284 ] Configure mongodi
[> Hp Eden 100 o Configures value added eden service
> Hp Peer 100 o Configures value added service peer
[ Hp Eve 100 ] Configures value added service eve
[ Hp Focus 100 L] Configures value added service focus
Z ’;;152?;““9 o User interface for openstack projects (aka code name horizon)
< Installs and configures the openstack nova component. it relies upon the network and glance barclamps for normal operation.
- proposal Created On Wed, 12 Dec 2012 06:12:25 -0800
[> Hp Cdainstall 110 < Install cda 1.1 using barclamps
b Hp Ceainstall 310 <> Install cea 3.1 using barclamps

b. Specify the Compute Region's name as the proposal.

Cloud
/§) Installation

DASHEDARD

MNodes [Wetwork Barclamps Utilities

Cloud Infrastructure

‘ Create and apply proposals in order from top to bottom. Allows each proposal to complete to ready before
L applying the next one.

Help

r
Name Status Description

[> Postgresgl 915 L Configures a postyresgl server
[ Hp Keystane

25121\; =] Centralized authentication and autharization service for openstack
[> Hp Glance

251211 o Hp glance 201211 sewice {mage registry and delivery senvice) for the cloud
[ Rabbitmsgg 271 L] Configures a rabbitrg server
[> mongodb 284 L Configure mongodh
[> Hp Eden 100 L] Configures value added eden service
[> Hp Peeri00 ® Configures value added service peer
[> Hp Eve 100 L] Configures value added service eve
[> Hp Focus 100 @ Configures value added service focus
> ;!Dp182:q;hne User interface for openstack projects (aka code name harizon)
v Mova < Installs and configures the openstack nova component. it relies upon the network and glance barclamps for normal operation

+| | compute Crested On YWad, 12 Dec 2012 D6:12.25 -0500

[ Hp Cdainstall 110 <o Install cda 1.1 using harclamps
[> Hp Csainstall 310 fe Install csa 3.1 using harclamps

c. Click Create.
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d. Verify that the default values are correct for the proposal. Some Nova values need adjusting.
i. Sample nova proposal part 1. Use the default values

ii. Nova-Volume role by default is hosted by the Controller. If it has an additional block device designated for Nova-Volume,
set the Type of Volume value to raw.

ii. If not, and it has sufficient space on the /root volume, set the Type of Volume value to local.

v. In case of local, set the Maximum File Size value to a size reasonable for the environment. Dedicate sufficient space
for image repository. Typically, dedicate 80% of the space to nova-volume. A nova-volume host persistent virtual disk of
VM instances launched by OpenStack.

v. Sample nova proposal part 2. The following roles must be set:

1. Atthe bottom of the proposal, the items on the left are Available Nodes; the items on the right are the Roles.
2. Ensure the Compute node is set for only the Nova-multi-compute role.

3. Ensure the Controller node is set for Both *Nova-multi-controller and Nova-multi-volume roles.

4. Select the node name's link in the Available Nodes list to drag it to the appropriate role (if not already done).

=
5. Selecting the node's link icon and dragging it to a role will not work.

6. Selecting the node's delete icon removes the association of the node to a role.

e. Click Apply. Click OK.
f. Wait for the proposal status (displayed at the top left of the dialog box) to turn green.

Cloud
@ Irmallaﬁqp MNodes Netwiork Barclamps Utilities Help
~ .
Edit Proposal
Nova: Compute B ETEETE
Attributes Faw

Compute Region Mame  RegionOne

F'DstgrESQLIContmller X

### The proposal status can also be seen within the barclamp list.
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http://rndwiki.atlanta.hp.com/confluence/download/attachments/842176738/novaProposal1.jpg?version=2&modificationDate=1355625735000
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http://rndwiki.atlanta.hp.com/confluence/download/attachments/842176738/novaProposal2.jpg?version=2&modificationDate=1355625736000

DASHEDARD

Cloud
@ Installation Modes Ietwork Barclamps Utilities Help

Cloud Infrastructure

| Create and apply proposals in order from top to bottam. Allow each proposal to complets to ready before
applying the next one
Hame Status Description
[» Postgresgl 915 -] Configures a postaresql server
I Ziéaéﬂrstone o Centralized authentication and authorization service for openstack
[ Hp Glance
251211 -] Hpglance 201211 service dimage registry and delivery service) for the cloud
[ Rabhitrmsgg 271 =] Configures a rabhitmg sener
[> Mongodh 284 ] Canfigure mangodi
[ Hp Eden 100 o Configures value added eden service
[> Hp Peer100 @ Configures value added service peer
[ HpEve 100 ] Configures value added service eve
[» Hp Focus 100 ® Configures value added service focus
[ Hp Skyline
g 251 2'?; =] Uszerinterface for openstack projects (aka code name horizon)
[> Mova II' Installs and configures the openstack nova component. it relies upon the network and alance barclamps for normal operation.
[ Hp Cdainstall 110 <O Install cda 1.1 using barclamps
[ HpCszainstall 310 & Install csa 3.7 using barclamps

5. Re-select Barclamps > Cloud Infrastructure to view the barclamp list again.

Cloud
Installation MNodes Netwark Ltilities Help

DAEHEOARD

All Barclamps

Crowbar

Node Dashboard I:I

*Compute (Edit)

Full Name d00-50-56-a9-37-68.cosmos.arg Description Mot get

State Ready Hardware Wiweare Wirtual Platform

Uptime 4 minutes 01 seconds CPU Intel(R) ¥eon(R) CPU LSA40 @ 2. 27 GHz
Switch Hame/Port Unknown § Linknown Memory 386GB

MAC Adidress 00:50:56:29:37:68 Disk Drives 1,RAID:RAID 10

Allocated Allocated Service Tag wm-00-50-56-38-37-68

IP Address bme: bme: 192.168.124.164

admin: eth: 192.168.124 82
[not managed]:

Links IP Mgt Intarface , Chef, Magios , Ganglia
Barclamps Deployer Default, Dns Default, Ganglia Default, lpmi Default, Logying Default, Nagios Default, Metwork Default, Nip Default, Provisioner Default
Roles brc-nat-client, crowbar-di0-50-58-a%-37-65_cosrmos_org, deployer-client, dns-client, ganglia-client, logging-client, nagios-client, network,

ntp-client, provisioner-base

{. sw-admin J @  sw.d00-50.56

® admin ® Compule

® Controller

Provided by@ HP Software - Wersion v1.3-0penstack-2-gdSofcia-dey

NOTE: If you wish to add another Compute Node later, follow the steps of discover and allocate the new node and add the node to an existing
nova proposal. Do not create a separate proposal for the newly added node.

Next Step
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All Cloud Infrastructure barclamps are now applied to the Domain Controller and the Compute node(s). The next step is configuring Networking
(Nova Fixed and Floating Network) for VM instances launched by the Cloud Infrastructure. Refer to the Configure Networking Infrastructure for
Virtual Machines in the Cloud section.

Configure Networking Infrastructure for Virtual Machines in the Cloud

Overview

Once the Cloud Infrastructure is deployed, the network infrastructure for the Cloud needs to be configured.
Referring back to the Deployment Diagram |, your networking environment should consist of:

® ethO - private 1 as administration network
® ethl - public/corporate network
® eth2 - private 2 network available for configuring Fixed IP networks

Setting a Fixed Network

1. Access the Cloud Administration Dashboard URL http://<MACAddressHostnameOfDomainController>; provide Credentials
Admin/secretword
. Go to Region tab > Networks.
. Click Create Fixed IP.
. Set Network Label to the desired name
. Leave Project not selected, enabling the fixed network to be used across the Cloud. This setting indicates that the network is a flat
DHCP fixed IP network.
a. Set Project to a specific project the fixed network needs to be separate for the project. This requires VLAN configuration on the
eth2 port as well as the connecting switch.
6. Set IPv4 CIDR to 192.168.123.0/24
a. A Class B CIDR may be provided to accommodate more VMs.
7. Set Gateway to 192.168.123.1
8. Set DNS1t0 192.168.124.10
9. Set Multi-Host to True.
10. Set Number of Networks to 1
11. Set Network Size to 256
12. Set Bridge ID to br100 (or any custom name).
13. Set Bridge Interface to eth2 (needs to be unique if you are adding multiple fixed networks).

abownN

NOTE: If the private Network 2 is shared for other purposes, set the VLAN correctly on the switch with the appropriate tag. Also, create the VLAN
interface on both the Controller and Compute nodes.

For example, the following command creates a VLAN interface on eth2 with tag 500:
® sudo vconfig add eth2 500
In the above example, the following fields will have additional information:

1. Set VlanID to 500
2. Set BridgelD to br500
3. Set Bridge to eth2.500

Setting a Floating Network

1. Access the Cloud Administration Dashboard URL http://<MACAddressHostnameOfDomainController>; provide Credentials
Admin/secretword

. Go to Region tab > Networks.

. Click Create Floating IP.

. Set IPv4 CIDR to the static IP range applicable to the corporate/public network.

. Set Interface to the interface that is configured for public/corporate access. In this example, it is eth1.

abwnN

Post Deployment and Validation

Overview
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The Cloud Infrastructure installation and configuration is complete. The post-deployment tasks outlined below validate the Compute and Topology
implementation of the Cloud Infrastructure.

Setting an Image Repository

An image repository contains necessary images to be provisioned into the Cloud as part of a Topology design. Initial images needed are base
operating system images.
For example, download the following operating system images:

® CirrOS Image - https://launchpad.net/cirros/trunk/0.3.0/+download/cirros-0.3.0-x86_64-disk.img
® Ubuntu Image - http://uec-images.ubuntu.com/precise/current/precise-server-cloudimg-amd64-disk1.img

Follow these steps to upload these images to Cloud Infrastructure:
1. Copy these images to the Admin node's /tftpboot folder. This folder requires read/write permission.

2. Log into the Cloud Administration Dashboard, using default credentials Admin/secretword.
3. Navigate to Domain > Images and click Create Image.

Create An Image

Name Description:
Specify an image to upload to the Image Sernvice.

Currently only images available via an HTTP URL are

Image Location supported. The image location must be accessible to
the Image Senice. Compressed image binaries are
supported (.zip and _tar.gz.)

Format Please note: The Image Location field MUST be a
valid and direct URL to the image binary. URLs that
El redirect or serve error pages will result in unusable
images.
Minimum Disk {GB)

Minimum Ram (MB})

Public

il Wiy

. Set Name to the desired image name.

Set Image Location to the HTTP URL of the Admin node's /tftpboot folder, including the image name.
a. For example: http://192.168.124.10:8091/precise-server-cloudimg-amd64-disk1.img

Set Format to QCOW?2

Set Minimum Disk to 0

Set Minimum RAM to 0

Set Public to *Yes

Click Create Image.

From the Images table, click the image's name to validate the image's details and size once loaded.

SN

PO ©OoNO®

e
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Images Q Fiter
[] Image Name Type Status. Public Format Project Actions

[  cimos-0.3.0-x86_64 Image Active Yes Qcowz AdminProject m
[E | precise-gcow2-12.04 Image Active Yes Qcowz AdminProject m
F o Image Active Yes AKI AdminProject
[E | precise-ubuntu-ramdisk Image Active Yes ARI AdminProject
[E | preeise-ubuntu1204-image Image Active Yes AMI AdminProject

Displaying 1-6 of § tems

Creating a Keypair

For a secure environment, every VM instance to be launched needs to have a keypair injected. This keypair is used to SSH into the launched VM
instance.

To create:

1. Navigate through Project > Manage Compute > Access & Security and click Create Keypair.
2. Provide the Keypair Name (use ‘testonlykeypair' or any custom name).
3. Download the keypair to a safe location.

Configuring the Default Security Group

To validate the VM accessibility, the VM needs to be on a network segment (security group) that has both "ping" and SSH ports open. To to this,
edit the default security group:

1. Navigate through Project > Manage Compute > Access & Security
. Under Security Groups, click Edit Rules on the default security group.
Under Add Rule, specify the following values:
a. For SSH, IP Protocol: TCP; From Port: 22; To Port:22; Source Group: CIDR; CIDR: 0.0.0.0/0
b. For PING, IP Protocol: ICMP; From Port: -1; To Port:-1; Source Group: CIDR; CIDR: 0.0.0.0/0
4. Click Update Security Group Rules and add the next rule.

w N

Launching a VM Instance

Next, validate whether you can launch a VM instance using the newly uploaded image:

1. Navigate through Project > Manage Compute > Images
2. Click Launch on the newly uploaded image name
3. Provide following values:

a. Instance Source: Image

b. Image: precise-server-cloudimg

c. Server Name: TestPurposeOnlyl <or any custom name>

d. Flavor: ml.tiny

e. Instance Count: 1
4. Go to Access and Security tab within the Launch Instance window and select the newly created keypair and ensure that 'default' has a

check mark under Security Groups.

5. Click Launch.

Validating VM Accessibility

Validate whether the VM was launched successfully:

. Navigate through Project > Manage Compute > Instances.

. Locate the recently launched VM instance and click on the Instance Name.
. From the Overview tab, record the IP Address assigned to this instance.

. Switch to the Log tab and ensure the following has been logged:

A WNPE

cloud-init boot finished at Mon, 17 Dec 2012 19: 04: 33 +0000. Up 209. 73 seconds

5. Validate whether network infrastructure has been set up correctly to access the recently launched VM. Using the IP address of the
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instance from the previous section, try to ping and ssh into it.
6. For Ping, do the following:

a.
b.

Ensure you are on the same network as your VM Instance or have the proper routing enabled.
Open up the command prompt, and try pinging the IP Address.

7. For SSH, do the following:

a.
b.
c.

d.

Ensure you are on the same network as your VM Instance or have the proper routing enabled.

Convert the file downloaded during keypair creation from .pem to .ppk format. You can use a tool like PuTTYgen to convert.

If you are using a Putty Client to do SSH, provide the .ppk file under Connection > SSH > Auth > Authentication Parameters >
Private key file for authentication, OR

If you are already in an SSH window of one of the Compute nodes, enter the following command to validate that the SSH is
working:

r oot @e4- 11-5b-b7-b3-6e:/ honme/ crowbar# ssh ubuntu@92. 168. 123. 161 -i

t est onl ykeypai r. pem

War ni ng: Permanently added '192.168. 11. 161' (ECDSA) to the list of known
host s.

Wel come to Ubuntu 12.04.1 LTS (GNU Linux 3.2.0-34-virtual x86_64)

* Documentation: https://help.ubuntu.com

Systeminformation as of Mon Dec 17 19:32:51 UTC 2012

Systemload: 0.0 Processes: 59

Usage of /: 33.3% of 1.96GB Users |ogged in: 0

Menmory usage: 8% | P address for ethO: 192.168.123. 161
Swap usage: 0%

Gaph this data and nanage this system at
https://1andscape. canoni cal . comf

0 packages can be updat ed.
0 updates are security updates.

Get cl oud support wi th Ubuntu Advantage O oud Guest
htt p: //ww. ubunt u. conl busi ness/ servi ces/ cl oud

The prograns included with the Ubuntu systemare free software;
the exact distribution terns for each programare described in the
i ndividual files in /usr/share/doc/*/copyright.

Ubuntu comes with ABSOLUTELY NO WARRANTY, to the extent permitted by
applicable | aw

To run a comand as administrator (user "root"), use "sudo <conmand>".
See "man sudo_root" for details.

ubunt u@ est pur poseonl y1: ~$

Creating Resource Pool

To enable and validate domain controller services that launch Infrastructure Design documents, use these steps to create a Resource Pool:

1. Navigate through Project > Manage Topology > Resource Pools.
2. Click Create Resource Pool.
3. Provide the following values:

P00

Cloud Type: HP Cloud Infrastructure - OpenStack (Essex) (select from the drop-down)
Compute Region: Domain/RegionOne (select from the drop-down)

Name: <ProvideCustomName> or AdminProjectRP

Type: OpenStack

Version: Essex 2012.1.x

Region ID: RegionOne

Page 42



g. Domain URL: http://192.168.124.81:5000/v2.0/tokens or <URLtoKeystoneHost>
4. Click Create Resource Pool.
5. Validate that the newly created Resource Pool is listed under Resource Pools.

Creating Infrastructure Topology

To create an Infrastructure Topology, follow these steps:

. Navigate through Project > Manage Topology > Documents

. Click Create Infrastructure Topology.

Drag a Group and Network and connect them.

. Click Save and provide a custom name 'TestPurposeTopol.'

. Validate whether the newly created Infrastructure Topology document is listed under Documents.

I SEAN NI

Creating Infrastructure Design

Every Infrastructure Topology document needs to bind with an Infrastructure Design document. To create anInfrastructure Design document,
follow these steps:

1. Navigate through Project > Manage Topology > Documents
2. Click Create Infrastructure Design.
3. In the Resource Binding section, provide the following values:
a. Name: a customer name or ‘TestPurposeDesignl’
b. Infrastructure Topology: <Select from the drop-down> or "TestPurposeTopol'
c. ResourcePool: <Select from the drop-down> or 'AdminProjectRP"
4. Click Next, The Binding Details wizard displays.
5. Provide the following values under the Server Group section:
a. Minimum Instances: 1
b. Instance Name Prefix: test
c. Machine Flavor: m1.tiny or <Select a Flavor from the drop-down>
d. Machine Image: precise-server-cloudimg
e. Key Pair Name: testonlykeypair
6. Provide the following values under Network Segment section:
Name: TestNetworkl
Type: Cloud Edge Gateway <This will provide both Fixed and Floating IP to the VM instance>
Description: Test Purpose Only
Open Port List: 22,80
7. Click Create Infrastructure Design.
8. Validate whether the newly created Infrastructure Design document is listed under Documents.

Launching an Infrastructure Design Document

With both Design and Topology documents created, you will be able launch a Design document:

1. Navigate through Project > Manage Topology > Documents
2. Locate the newly created Infrastructure Design document and click Launch.
3. Provide a custom name 'TestInfrastrctureNamel' and click Launch.

Validating the Infrastructure Document

Validation of the Infrastructure document is a multi-step process.

1. Validate the status of launched infrastructure in Topologies.
a. Navigate through Project > Manage Topology > Topologies.
b. Locate and check the State of the newly launched Infrastructure Document.
c. Click the Topology Name to see details (specifically the Job tab). The State of a successfully provisioned document is
Succeeded.
d. Go to the Content tab within Topology Detail to identify the IP Address allocated to the newly provisioned VM (search for
'ip_address_type').
2. Validate the accessibility through SSH:
a. You must have both Fixed and Floating IPs associated to the newly provisioned VM from the previous section. Try SSH through
both of the IPs (details above).
b. You can also locate this instance of the VM by navigating through Project > Manage Compute > Instances. Click the instance
name to see more details (details above).

Deploy CDA (Optional)
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Overview

CDA can be deployed on the Domain Controller if it meets the sizing requirements. Refer to the CDA Installation Guide for more details. However,
if it needs to be on separate node, follow the Deploy CDA Node section below. Or, follow these instructions for applying the CDA proposal:

. Select the Compute Regions tab.

. Click Deploy Compute Region.

. Enter crowbar/crowbar for the credentials.

. The Node Dashboard displays. The Admin and Controller nodes display a green online status.

A WOWN B

Deploy CDA Node

Discover and Allocate CDA Node

1. The CDA node needs to be powered ON.
2. When the CDA node boots up, the Admin node automatically installs the OS using a PXE boot. The Node Dashboard displays the node
as the OS is installed. The status indicator is initially grey.
a. The CDA node initially displays in the Node Dashboard with a generated, hexadecimal name.
b. Tip: view the node's console to monitor the system as it is being installed.
3. Wait until the Node Dashboard shows the CDA node with a flashing yellow status.
a. Tip: To confirm that the hexadecimal name is associated to the CDA node, view the CDA node's console. The hostname
displayed in the CDA node's console will match the hexadecimal name displayed in the Node Dashboard.
. On the Cloud Installation Dashboard, select Nodes > Bulk Edit.
. Click the Allocate? checkbox.
Click Save.
On the Cloud Installation Dashboard, select Nodes > Dashboard.
. Wait for the CDA node's status to change from yellow to green. View the CDA node's console for installation progress.
a. If a dialog box displays a message asking you to load missing firmware, select NO.
9. When the CDA node's install has completed, the Node Dashboard displays the CDA node.
a. Tip: the CDA node's login prompt displays the hexadecimal name displayed in the Node Dashboard.

o~

Rename CDA Node

Follow these steps to rename the CDA node:

. Select the CDA node's hexadecimal name.

. Click Edit.

. Change the alias field from the hexadecimal name to a meaningful name.

. Click Save. Notice the CDA node's new name is reflected in the display and the Full Name of the CDA node remains unchanged.

A WN PR

Apply CDA Proposal

Use the following steps to apply barclamps:

1. From the CDA node's detail page, select Barclamps > Cloud Infrastructure.
2. The barclamps specific to Cloud Infrastructure display.
3. For the CDA barclamp, perform the following steps:
a. Select the barclamp's name.
b. Specify the CDA node's name as the proposal.
c. Click Create.
d. Ensure the default values are correct for the proposal (see screenshot below). The values must have:
PostgreSQL Instance: <ProposalThroughWhichPostgresApplied>
Admin Email Address: <an email address>
FQDN for Hostname: <MACAddressHostName>.cosmos.org
Domain Name: cosmos.org
Passphrase for LWSSO:<AnyParaPhraseKey>
e. Click Apply. Click OK.
f. Wait for the proposal status (displayed at the top left of the dialog box) to turn green.
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Cloud
@ Installation Nodes Network Barclamps Utilities Help

*Edit Proposal
Hp Cdainstall 110: Cda Install [ Delete | Appy | Save |
Aftnbutes Raw

PostgreSAL Instance iproposa\ vl

Admin Email Address | admin@domain local
FQDN for Hostname | 56-a9-37-3b.cosmos.org
Domain Name | cosmos.org

Passphrase for LWSSO | passphrase

Drag and Drop Feature is not supported on this version of Microsoft Intemet Explorer. Using "raw editor mode."

Deployment

Accessing CDA Application
Now that the CDA application is configured, you can access it by launching a browser and connecting to https://<node name>:8443/cda.
For example: https://d00-50-56-a9-37-3b.cosmos.org:8443/cda

Default username/password = admin/changeit

You can refer to the HP CDA 1.1 User Guide for details on how to use CDA with this local cloud installation.

Next Step

If you plan to deploy CSA on the same node as CDA, refer CDA 1.1 Installation and Configuration Guide, Appendix C: Configuring HP CDA and
HP CSA to Run on the Same Server.

Go to Deploy CSA (Optional).

Deploy CSA (Optional)

Overview

CSA can be deployed on the Domain Controller if it meets the sizing requirements. Refer to the CSA guide for more sizing details. However, if it
needs to be on separate node, follow Deploy CSA Node section. Or, follow these instructions for Applying CSA Proposal:
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A WN PR

. Select the Compute Regions tab.

. Click the Deploy Compute Region button.

. Enter crowbar/crowbar for the credentials.

. The Node Dashboard displays and the Admin and Controller nodes display a green online status.

Deploy CSA Node

Discover and Allocate CSA Node

o~NO O A

. The CSA node needs to be powered ON.
. When the CSA node boots up, the Admin node automatically installs the OS using a PXE boot. The Node Dashboard displays the node

as the OS is installed. The status indicator is initially grey.
a. The CSA node initially displays in the Node Dashboard with a generated, hexadecimal name.
b. Tip: view the node's console to monitor the system as it is being installed.

. Wait until the Node Dashboard shows the CSA node with a flashing yellow status.

a. Tip: To confirm that the hexadecimal name is associated to the CSA node, view the CSA node's console. The hostname
displayed in the CSA node's console will match the hexadecimal name displayed in the Node Dashboard.

. On the Cloud Installation Dashboard, select Nodes > Bulk Edit.

. Click the Allocate? checkbox.

. Click Save.

. On the Cloud Installation Dashboard, select Nodes > Dashboard.

. Wait for the CSA node's status to change from yellow to green. View the CSA node's console for installation progress.

a. If a dialog box displays a message asking you to load missing firmware, select NO.

. When the CSA node's install has completed, the Node Dashboard displays the CSA node.

a. Tip: the CSA node's login prompt displays the hexadecimal name displayed in the Node Dashboard.

Rename CSA Node

Follow these steps to rename the CSA node:

A WN PR

. Select the CSA node's hexadecimal name.

. Click Edit.

. Change the alias field from the hexadecimal name to a meaningful name.

. Click Save. The CSA node's new name is reflected in the display, and the Full Name of the CSA node remains unchanged.

Apply Barclamps to the CSA Node

Use the following steps to apply barclamps:

1.
2.
3.

From the CSA node's detail page, select Barclamps > Cloud Infrastructure.

The barclamps specific to Cloud Infrastructure display.

For the CSA barclamp, do the following steps:

. Select the barclamp's name.

. Specify the CSA node's name as the proposal.

. Click Create.

. Verify that the default values are correct for the proposal (see screenshot below). You must set the FQDN information correctly
. hostname: <MACAddressName>.cosmos.org

. Click Apply. Click OK.

. Wait for the proposal status (displayed at the top left of the dialog) to turn green.

Q DO OTQ®
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Cloud
@ Installation Nodes Network Barclamps Utilities Help

°*Edit Proposal
Hp Csainstall 310: Csa Install [ pecte | appy [ save |
Attributes Ra

PostgreSQL Instance | proposal =
CDAlnstall Instance | CDAlnstall 'I

FQDN for Hostname | 56-a9-37-3b.cosmos.org|

Drag and Drop Feature is not supported on this version of Microsoft Infernet Explorer. Using "raw edifor mode."

Deployment

Configure CDA and CSA Integration

To synchronize CDA and CSA:

Make sure the machines running CDA and CSA are able to connect to each other on the network and that name resolution is working.
On the node running CSA, log in using the default user name/password.

Switch to root user by running "sudo -i".

Enter ./tmp/postinstall.sh and then press <Enter>.

The postinstall.sh script contains:

#!/bin/sh

export JAVA_HOME=/usr

export PATH=$PATH:$JAVA_HOME/bin

java -jar lopt/hp/csa/3.10/Tools/ProcessDefinitionTool/process-defn-tool.jar -d /var/hp/csa/conf/postgresdb.properties -p
Ivar/hp/csa/conf/cda.xml

® This script will synchronize CSA and CDA and configure them for use.

Accessing CSA Application

Now that the CSA application is configured, you can access it by launching a browser and connecting to https://<node name>:8444/csa for admin
portal and https://<node name>:8444/csp for consumer portal.

For example: https://d00-50-56-a9-37-3b.cosmos.org:8444/csa
For example: https://d00-50-56-a9-37-3b.cosmos.org:8444/csp

Default Admin Portal username/password = admin/cloud
Default Consumer Portal username/password = consumer/cloud

You can refer to HP CSA 3.10 User Guide for details on how to use CSA with CDA.
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Troubleshooting

Overview

Problem: An error message displays when configuring the Cloud prerequisites

Symptoms Completing the prerequisites fails.

Primary software component = Cloud Infrastructure Dashboard

Failure message Error: There was an error submitting the form. Please try again.

Probable cause

® Ensure the Cloud Administration node has both a public and private network configured.

® Ensure the proxy information is correct and references a working proxy server and port.

Solution

On the Cloud Administration node, view the log file, /var/log/apache2/error.log, for details.
Verify a public network is configured in the Cloud Administration node.

Redo the steps in the Configure Cloud Administrator Node section for Enable Cloud Administration node for Internet Access
Correct the proxy entries and/or specify a different proxy host and/or port.

Problem: A Cloud Infrastructure barclamp proposal fails

Symptoms An error message displays and the status turns red if a proposal fails.

Primary software component = Cloud Infrastructure Dashboard

Failure message Failed to apply the proposal to: <Domain Controller node name>

Probable cause Any number of factors.

Solution

® Try applying the proposal again. If that fails:
® Deactivate the proposal
® Delete the proposal and create it again

® On the Cloud Administration node:

® View the log file, /opt/dell/crowbar_framework/log/production.log and <MacAddressHostname>.chef.log, for details
® View the log file, /var/log/apache2/error.log, for details.

® View the folder, /var/tmp/cosmos, for installer settings.

Problem: The Admin node displays the "not ready" (grey) state

Symptoms You may not be able to pxe boot any new node.

Primary software component = Cloud Installation Administration Node

Failure message

Probable cause Changing the date on the Admin node; or you brought up a previously allocated node to the new Admin node

Solution
1. Reboot the Admin node.

2. Whenever a new Admin node is installed, all the previous participating nodes must be kept off of PXE booted through the new admin
node. If you end up with this issue, a reinstall of the Admin node and its participating node is suggested.
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Problem: The Controller or Compute node displays the "not ready"” (grey) state

Symptoms Dashboard is unable to monitor the Controller or Compute nodes.

Primary software component = Cloud Installation Administration Node

Failure message

Probable cause The Controller or Compute nodes have not updated the live status to Admin node.

Solution

® Log into the suspect node through SSH and run sudo chef-client. This will force the node to updates its status with Chef.

Problem: When creating a new pxe node, the pxe boot fails with a TFTP timeout error

Symptoms Admin node takes a lot of time to reboot.

Primary software component = Cloud Installation Administration Node

Failure message

Probable cause This has been seen in a few cases after Admin node is rebooted.

Solution

1. Log into the Admin node and run the following commands and then PXE boot the nodes:
a. sudo bluepill tftpd stop

b. sudo bludpill tftpd start
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