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Introduction 
This white paper shows you a sample deployment of the NNM iSPI Performance for Metrics.  This is a 
very simplified sample, but will give you a general idea of a procedure that you can follow.  This 
paper will not show all of the variations available.  Instead, it will give a very specific example.  This 
paper assumes an understanding of the NNMi product. 
This paper is targeted at the version 9.20 of the NNMi and iSPI Performance for Metrics though many 
of the concepts are applicable to previous releases. 

Disclaimer 
This example is done from within a test lab; some of the numbers are not representative of a real 
network.  Sometimes nodes and interfaces are shown with inappropriate performance values.  This is 
due to intentional misconfigurations of the nodes and interfaces. 
Also, there are many ways to accomplish the same procedure with NNMi and NNM iSPI 
Performance for Metrics.  This paper will show various procedures but they are usually not the only 
way to do a task. 

Concepts and Definitions 

What is the NNM  iSPI Performance for Metrics?   
 
It is a Smart Plug-in (iSPI) for the NNMi product.  NNMi is principally a fault management tool.  It 
alerts operators when there are faults on the network.  NNMi does not have a lot of capability to 
monitor performance issues.  With the addition of the NNM iSPI Performance for Metrics, the 
capability of the solution expands to include performance management.  This includes threshold 
alerts, historical analysis, and presentation of data via reports including graphs and charts. 
Since it is a “plug-in,” it works in conjunction with NNMi.  The products are tightly coupled together.  
For example, all of the performance polling is done via the NNMi state poller service; the NNM iSPI 
Performance for Metrics does not poll any devices.  However, the storage of the performance data is 
not done in NNMi.  Most of the presentation of the performance data is not done by NNMi either. 

What is the Network Performance Server?   
The Network Performance Server (NPS) is a collection of pieces of software that are common among 
many of the iSPIs for NNMi.  It consists of the database for storing the performance data and the 
Business Intelligence software for presenting the performance data to the user in the form of reports.  
The NNM iSPI Performance for Metrics uses NPS for its data storage and presentation capabilities as 
do other iSPIs.  NPS uses Sybase for the database storage and Business Intelligence for the report 
generation and presentation.  This document will refer to “NPS” and the “NNM iSPI Performance for 
Metrics” server interchangeably.   They are the same server. 
NPS is installed as a component of the NNM iSPI Performance for Metrics. 
iSPI licensing is all enforced in NNMi rather than in NPS.  All licenses are installed within NNMi. 
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Data Flow Pipeline Architecture 
The flow of the performance date is shown in the image below.  For the NNM iSPI Performance for 
Metrics, all performance polling is done via the NNMi poller.  This data is written to Comma-
Separated Values (CSV) files.  The CSV files represent all of the performance information related to a 
“polling cycle.” In addition, topology information is occasionally written in CSV files.  If NPS is on a 
separate server, as it will be for this paper, a shared directory structure is established between NNMi 
and NPS.  For our example, this will be on Linux using the Network File System (NFS) protocol.  If 
NPS is on the same server as NNMi, the same directory structure is used by all files are local to both 
processes. 
After the CSV files are released by NNMi for NPS to consume, NPS consumes the CSV files through a 
set of ETL processes.  ETL stands for Extract, Transform, and Load.  These processes read the CSV files 
and write the data into the database.  With data in the database, reports can be run against the 
data.  The BI Server uses data from the database to build reports and presents the data to the user.  
The reports can be interactive or can be stored for future reference or e-mailed.   

 
There are some safeguards in place at various stages through this pipeline.  The first one to note is 
that the NNMi poller does not write more than 1G (configurable) worth of CSV files if the files are not 
consumed.  When this limit is reached, the NNMi poller stops generating CSV files and posts an error 
message in the incident browser.  This might be due to a stoppage of the ETL processes or a broken 
NFS link.  NNMi stops writing so that it won’t use up all the disk storage. 



5 

Installation and Configuration 

Server Preparation 
This example uses a two-server solution—one server for NNMi and one server for the NNM iSPI 
Performance for Metrics.  This is the preferred method over a single-server solution. It helps distribute 
the load better and facilitates easier separation of tasks and maintenance. 
 
Make sure that you have adequate hardware for the software.  Consult the “System and Device 
Support Matrix” document.  Because the NNM iSPI Performance for Metrics can retain a lot of data, 
you must size your environment adequately for a good experience.   The support matrix provides a 
table with disk space requirements based on the number of polled interfaces and polled components 
as well as the length of retention.  Make sure that storage is sized appropriately.  Also an important 
item, though not specified in the support matrix, is disk I/O speed.  NPS is very disk I/O intensive 
and having a fast I/O is very important.   
 

Recommended disk I/O: RAID 1+0 or 5/6 with write cache for a local disk or high performance 
SAN storage.   
 

 

Installation 
The first step is to install the software.  You should look over all of the prerequisites for the installation.  
Especially look at the required libraries on Linux.  This is a common problem.  Because it is so 
common, this document will show the process for working through this (see Appendix B: Installation 
with Missing Libraries). 
Begin the installation procedure by installing NNMi first.  Nothing specific needs to be done for the 
NNM iSPI Performance for Metrics during the NNMi installation. 
Next, install the NNM iSPI Performance for Metrics on a dedicated, standalone Linux server.   
At the end of the installation, the installer will run the Configuration Utility.  Once you get this prompt, 
go to the NNMi management server and run /opt/OV/bin/nnmenableperfspi.ovpl.  This script 
enables the NNM iSPI Performance for Metrics functionality on the NNMi management server, checks 
for licensing and configures some important items like file sharing. 
The nnmenableperfspi.ovpl script asks if you want to install an evaluation license.  Type Y (yes) for 
this.  It is best to always type Y to this option even if an NNM iSPI Performance for Metrics license has 
already been installed. 
# nnmenableperfspi.ovpl 
nnmenableperfspi.ovpl[$$] - 
Mon Apr 16 12:06:09 2012 
 
Initialising... 
Using OvInstallDir of </opt/OV> 
Using iSPI Performance file location of 
</var/opt/OV/shared/perfSpi/datafiles> 
 
-------------------------------------------------------- 
Enable NNM iSPI Performance, Network Performance Server 
-------------------------------------------------------- 
The following tasks need to be completed before performance 
 reporting can begin. 
1. Add additional URL Actions to the NNMi Actions menu 
2. Share drive space between NNMi and the iSPI Performance 
   - If necessary, add a user account to the NNMi server operating system 
3. Enable shared single-signon security between NNMi and iSPI Performance 
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Do you want to enable the iSPI Performance for Metrics evaluation license (Y/N)? (H = Help) 
Y 

 
In the command line console, the script shows the path for the shared directory of the CSV files.  You 
must then copy this value from the command line console to the Configuration Utility as shown in this 
image below.  After you copy the path, click Start to start the daemon, and then click Apply.  Finally, 
click Exit. 
 

 
 

Install License 
You can install a license for NNMi and for NNM iSPI Performance for Metrics with the GUI or 
command line.  
This example assumes that you received two license files.  These are not supplied by default.  You can 
create a small test setup using the Instant-On licenses that are provided during installation. 
 
 To install licenses specified in the iAdv.5000.perm.key (for NNMi) and PerfSPI.5000.perm.key file 
(for the NNM iSPI Performance for Metrics), run the following commands: 
 

• nnmlicense.ovpl NNM –f iAdv.5000.perm.key 
 

• nnmlicense.ovpl PerfSPI -f PerfSPI.5000.perm.key 

 

Shared Directories 
If you run the “df” command, you can see that there is an NFS mount between the NNM iSPI 
Performance for Metrics server and the NNMi management server. 
# df 
Filesystem           1K-blocks      Used Available Use% Mounted on 
deploylx2.fc.usa.hp.com:/var/opt/OV/shared/perfSpi/datafiles 
                     210667744   8016256 191777408   5% 
/net/deploylx2.fc.usa.hp.com/var/opt/OV/shared/perfSpi/datafiles 

 
If you go to this directory (from either server since it is shared), you can see that it has a few 
subdirectories.  Each subdirectory has two subdirectories—final and working. 
# ls -F 
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extension/  metric/  nnm_details.xml*  nps_baselinestate/  topoDump/ 
 
# ls -F metric/ 
final/  working/ 

While NNMi is polling devices during a polling cycle, it accumulates the results of each poll into the 
working subdirectory.  The files are compressed CSV files.  These files continue to grow during a 
polling cycle. 
# ls metric/working/ 
ComponentMetrics_20120424104506352.csv.gz  InterfaceMetrics_20120424104503566.csv.gz 
 

Once the polling cycle has completed, NNMi releases the files to the NNM iSPI Performance for 
Metrics by closing the files and moving them into the final directory.  The NNM iSPI Performance for 
Metrics will regularly look for files in the final directory.  When the iSPI sees files there, it consumes 
them and removes them from the final directory. 
Check that NNM iSPI Performance for Metrics is consuming data by simply looking for any file 
accumulation in the “final” directories.  Note that a few files actually flow in the other direction (from 
NNM iSPI Performance for Metrics to NNMi).  Also note that the final “group” directories (node 
groups and interface groups) are not completely emptied by the NNM iSPI Performance for Metrics.  
One file of each group type stays in the directory. 
 

Checking Performance Polling 
If you want to make sure that NNMi is polling the performance data, an easy method is to do a status 
poll of a router from the NNMi console and look for any performance policies like the one shown 
below.   
This indicates that performance metrics are being polled on the router. 
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Extend Performance Polling 
 By default, NNMi polls the performance data from all routers with out-of-the-box settings.  To see this, 
in the NNMi console, click Configuration -> Monitoring -> Monitoring 
Configuration…

 
 
You can see the columns specific to performance polling. 

 
If you want to extend performance polling, select the checkboxes in the Monitoring Configuration 
form for existing groups or you can create new groups.  Here is an example of a newly created 
interface group based on custom attributes.   
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This group could be used to govern performance polling for member interfaces.  Note that you also 
must select the “Add to Filter List” checkbox in order for this group to appear in the NNM iSPI 
Performance for Metrics filtering forms. 
 
You can enhance enhance the polling of these interfaces to include fault and performance polling by 
selecting the Performance Polling checkboxes in the monitoring configuration as shown below.  It 
might be important to set the Ordering to a lower number (higher priority) than the existing interface 
groups.  In this example, monitoring of unconnected interfaces is chosen.  This enables you to make 
sure that NNMi polls performance data from all interfaces that are members of this interface group. 
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It is important to synchronize the Interface Group to the NNM iSPI Performance for Metrics.  NNMi 
will do this automatically in time. If you want to speed this along, select Actions -> HP NNM iSPI 
Performances -> Sync Interface and Node Groups. 
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The node and interface groups should be synchronized within five minutes. 
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Launching NNM iSPI Performance for Metrics 
To access the NNM iSPI Performance for Metrics views, select Action -> HP NNM iSPI Performance.  
There are three choices: 

• Reporting – Report Menu: This is the main menu to the BI Server reporting.   
• Synch Interfaces and Node Groups: This is a tool to speed up the synchronization when you 

make a change on NNMi that you want to push to the NNM iSPI Performance for Metrics 
quickly.   

• Performance Troubleshooting: This is a quick graphing utility; it is only available if you have 
an Interface, Node, or L2 Connection selected. 
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Quick Performance Troubleshooting 
In addition to the BI reporting tool, the NNM iSPI Performance for Metrics provides you with the 
Performance Troubleshooting tool.  It is meant to complement the BI reporting tool.  This tool helps you 
get a quick idea of performance issues on nodes, interfaces, and connections. 
If you click on a node, an interface, or an L2 Connection in the NNMi console, and then select the 
Performance tab in the Analysis pane, you see a quick graph of performance data pertinent to that 
object.  You can also click on an incident and view the graph in the Analysis pane.   
Graphs are built with 24 hours’ data except for incidents. For incidents, the graph represents two 
hours of data—one hour before and one hour after the incident occurred. 
 

Note: Adobe Flash is required to use this feature and must be installed on the client.   
 

 
Even though this graphing utility runs within the NNMi console, the data is fetched from the NNM 
iSPI Performance for Metrics database. 
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You can alter the time range from within the Performance analysis tab.  If you look at the upper right 
corner of the space, you can see a small arrow. Click the arrow. 
 

 
Then you will see time controls at the top of the analysis pane.  You can make whatever changes you 
want and the graphs will reflect the change. 
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If you want a richer troubleshooting experience, you can launch the Performance Troubleshooting tool 
in the standalone mode.  Select the node, and then click Action -> HP NNM iSPI Performance -> 
Performance Troubleshooting.  This will launch the tool in a separate browser window.  From here, 
you can choose the Metrics tab at the top and choose any metric you like.  Simply click on the metric 
and drag it over to the right pane. 
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You can drag multiple metrics onto the same graph if you like. 
 

 
 
You can even mix different metrics into the same collection of graphs in the right pane.  You can 
expand the node to see the interfaces and select an interface of your choice.  Then you can select the 
Utilization In (max) metric and drag that to the right pane.  Now you have a collection of graphs 
for both node components as well as interfaces. 
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There are various other controls available at the top of this tool. 
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Threshold Alerts 
All performance-based alerts are configured on the NNMi management server.   
Here is an example: 
Suppose you want to generate an alert when CPU on a router is at or above 90% utilization.   
 

1. First go to the NNMi Configuration workspace, choose Monitoring Configuration and 
double-click on the Routers node group. 

 

 
2. Choose the Threshold Settings tab and click on the * icon.   
3. Choose Count Based Threshold Settings.  (See the NNMi online help for details on different 

types of threshold settings.)   
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4. Select the Monitored Object to be CPU 1 Min Utilization.  Set the High Value to 90, the 
rearm value to 85, and the count to 1. 

5. Click Save and Close.  You need not set the Low values because a low value of zero 
effectively disables the low threshold. 

 

 
When a router has a CPU at or above 90%, you will receive an incident in the browser as shown 
here. 



20 

 
 
With this incident selected, you can launch to the NNM iSPI Performance for Metrics GUI and run a 
report for the node showing the CPU and the threshold exception count.  A “threshold incident” in 
NNMi corresponds to a “threshold exception” in the NNM iSPI Performance for Metrics. 
In this particular case, the CPU was previously running higher than 90% but the breach obviously did 
not occur until after the threshold was configured. 
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Reporting 
To access the NNM iSPI Performance for Metrics views, select Action -> HP NNM iSPI Performance 
from the NNMi console.  If you have a node or interface selected, the scope of the reports will be 
isolated to just that object. 
The primary workspace for interface and component reports is the Reports workspace. 
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Quicklaunch ReportViews Folder 
The top folder—Quicklaunch ReportViews—is a set of reports that have pre-selected options for easy 
running of the reports.  For example, click Top Node CPU% to view the following report: 
 

 
 
If you want to see the pre-selected options, click Options.  In this case, you can see that there are six 
metrics preselected and the report lists the Top 10 CPUs and they are grouped by Qualified 
Component Name. 
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You can experiment with changing these.  If you make a change to the number of CPUs on the report 
(for instance, changing it from Top 10 to Top 25), the change will be reflected in the immediate 
report, but it will not be retained the next time you bring up this report view.  Report Views have the 
options stored as part of the view.  
 

iSPI Metrics Folder 
This folder contains a collection of reports for each “report pack.”  The NNM iSPI Performance for 
Metrics provides four Report Packs—ATMPvc_Health, Component_Health, FrameRelayPvc_Health, 
and Interface_Health.  There is a fifth report pack that can appear if you enable custom polling on 
NNMi and build corresponding report groups in NNMi.   
It is important to note that these reports are not Report Views.  There are default values for these 
reports but these defaults usually reflect the last selected value.  These changes are actually stored as 
cookies in the browser. If you clear the cookies, the reports will revert to their original default values. 
The reports in the iSPI Metrics Folder are meant to be the primary workspace for interactive reporting.   
 

Example 
 
You want to interrogate the network to see what are the top 10 interfaces based on Utilization In.  
You are interested in Utilization Out as well. 
To generate this report, begin by opening Interface_Health and choosing Top N.  In this case, the 
defaults it uses are Volume and Utilization.  You can see that reports are always sorted by the left-
most column (Volume – Bytes (sum) in this case).   
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However, you do not want the report to be based on Volume. 
 
To change this, click Options, and then select the first metric to be Utilization In (max).  Then, on 
the second pull-down list, select Utilization Out (max).  

 
There are some important things to note about this report.  First is the time duration for the report.  It is 
based on the Last 1 hour.  So these maximum values are for the last hour.  Also note that it is sorted 
by the first column Utilization In.  If you want it sorted by Utilization Out, you will need to swap 
the metric selections in the Options link.  
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Since these rates are maximum rates across an hour, you might be interested in knowing if it was just 
a quick spike or a prolonged spike.  A simple way to get this data for the time period of the report 
(one hour in our case) is to click Options > Display  Time Series Charts > Yes. 
 

 
 
This will produce a graph based on the first metric across one hour.   
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This particular graph has some anomalies due to limitations in a lab environment (and polling was 
stopped on some interfaces for a period of time).  But ignoring that, you can see the nature of the 
data.  In this case, it is not a sudden spike. 
 
Now if you want to look further back than one hour, open the Time Control workspace and change 
the time controls.  Change it to one day with the Grain set to 1 hour.   
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The NNM iSPI Performance for Metrics does data aggregation for one hour and one day increments.  
Based on the report granularity, the iSPI will query the appropriate data for the most efficient 
reporting.  Since you chose a granularity of 1 hour, the report will fetch the data points from the 1 
hour aggregate table.   
 
You can now see that the graph covers one day’s worth of data.  
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If you now want to study this top interface in more detail, click the hyperlink containing the qualified 
interface name to narrow down your selection.   
Note that some reports do not have such hyperlinks by default.  On these graphs, there is usually a 
plus sign with an arrow at the top of the graph that can be clicked  to enable hyperlinks.  Examples of 
these are shown below. 

 
 
Getting back to the Top N report, click on the qualified interface name link.  It will then launch 
another instance of the BI User Interface into a separate browser window.  The original BI User 
Interface window is still present, but you now have a new window that has the specific interface 
selected in the topology filter.  This means that reports that are run in this new window will be specific 
to that interface.  The original User Interface is left for convenience in case you want to work in the 
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original context with no interface selected.  You can see in this image that clicking on the link 
launches a separate window with the topology filter selected. 
 

 
 
With this specific interface selected, you can run a Chart Detail report and zoom in on the time.  
There are two different scales on the Y axis on the graph—one on the left and one on the right. 
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This is a good method for debugging performance problems using interactive reports. 
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Topology Filtering 
Consider narrowing down some of the reports to include a specific node group or interface group.  
You have a group of nodes that you want to monitor.  This group is called Naperville Nodes.  It is 
important to make sure that you have added the Node Group to the NNM iSPI Performance filter list 
in NNMi as shown below. 

 
 
To launch a report view with the context of this node group, you can follow several different ways.  
This document will show how to select the node group from the NNM iSPI Performance for Metrics 
user interface.   
After you run a report, click the Topology Filter workspace to narrow down the scope to a specific 
node group and click Launch Topology Selector. There are many selections that can be made.  
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Click on the Single value select icon for NodeGroup Name.  Note that two types of Topology Groups 
(SCD Type 1 and SCE Type 2) exist.  Select Type 1 as that reflects the present definition of the node 
group.  For further details about these types, see the online help. 
 
Select the node group you are interested in.  Not all node groups are shown in the pull down menu.  
Instead, only the ones that have been added to the Filter List for NNM iSPI Performance are shown.  
If an expected node group does not appear in the pull down list, do the following:  

• Check that the Add to Filter List box has been checked.   
• Run the Sync Interface and Node Groups menu item and wait for 5 minutes. 

Also, a node group needs to have nodes populated in it and the nodes need to be polled for 
performance data in order for the node group to appear in this list. 
 

 
 
After you select the node group, click Apply, and then click Finish.  The report will be re-built.   
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You can see the filtering criteria at the top indicating the Node 
Group.

 
 
This filter now applies to all subsequent reports until the selection is cleared.   
If you run the Component Headline report, you will see that the numbers on the report are an 
aggregation of the nodes that are members of the filter group.   
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Running with Prompts 
A handy feature available in 9.20 is the ability to run with prompts.  This feature enables you to 
quickly select a set of attributes for a report.   
There are two ways to use this feature: 

• Right-click on the report and select Run with prompts.  The advantage of making this selection 
with a right click is that you can set the attributes for the report prior to running the report.   

• After you run the report, click Run Prompts at the top of reports.   
 

 
 
The first prompt page is the topology selector.  You can make changes here.  If you choose to change 
other attributes, click Next. Otherwise, click Finish. 
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The next prompt page enables you to change the Time Control for this report.  In this example,  it is  
changed to the last 12 hours with the granularity at 15 minutes. 
 

 
 
The final prompt page is the report options.  In this example, choose to view graph at the bottom of 
the report. Note that, depending on the particular report selected, sometimes this third prompt page is 
not given. 
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Understanding Min, Max, Avg, Pctile, and Aggregations 
The majority of the metrics available for reporting include a Minimum, Maximum, Average, and four 
percentiles (5, 90, 95, and 99).  It is important to know how these metrics can change based on the 
time frame of a report and the metric selected for the report. 
Data points on a graph can be individual samples from a router or they may be aggregates of data.  
Aggregation can be done in a few different dimensions.  For the “Buffer Utilization” metric, this may 
not be an individual data point if the node supports multiple buffers.  Many devices have multiple 
buffers (big, huge, large, medium, and small).  A component on a graph may represent an 
aggregation of multiple components.   
Another form of aggregation can be due to the granularity of the graph.  If the data is sampled at 5 
minutes, but the granularity of the graph is set to 15 minutes, then each data point on the graph will 
be an aggregation of three data points.   
Yet another form of aggregation is at one hour and one day intervals.  These aggregations are 
actually stored in the database rather than being computed dynamically to improve performance and 
reduce data retention size. 
The Minimum and Maximum aggregations are straightforward. They represent the minimum and 
maximum samples across the granularity of the graph.  Average represents the average of the 
samples across the granularity.  If the graph uses a 15-minute granularity, each point on the graph is 
an average of three points.  Therefore, when you create a graph of an individual component like 
Medium Buffer Utilization with a granularity equal to the polling cycle, the minimum, maximum, and 
average graphs look identical.  This is because each point represents an individual sample from the 
router.  But if the graph has wider granularity or is an aggregate of components, then the points on 
the graph will likely not track the individual samples directly. 
 

Example 
 
Here is a graph of Buffer Utilization of an individual node.  The granularity is at 5 minutes (same as 
the poll rate), but the min, max, and average are not identical.  This means that there is aggregation 
occurring at the component level.  This node actually has five buffer sizes and they are aggregated to 
show the points on the graph. 
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If you run a slightly different graph, shown below, you can break down the graph for individual 
components.  With a five minute granularity, now min, max and average are all identical since they 
are a single sample from the router. 
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Finally, if you take an individual component but change the time granularity to be 15 minutes, then 
the min, max, and average are no longer always identical because the data points are actually 
aggregations of three sampled data points.  That can be seen in the graph below. 
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It is important to remember that graphs can be aggregated across multiple dimensions and the data 
needs to be interpreted with this in mind. 
In addition, there is also “percentile.” The NNM iSPI Performance for Metrics tracks 90, 95, 99, and 
05 percentiles.  These metrics are used to help even out spikes in the data.  Sometimes, the maximum 
value is not the best value to be concerned with, especially if it involves a temporary spike in the 
data.  For planning purposes, usually the percentile values are better metrics to work with since they 
tend to eliminate short anomalies in the data.   
 These metrics cannot be run against hourly or daily aggregates because all samples are needed for 
accurate computation.  So reports can only be run as far back as the raw storage is available.  So in 
our sample deployment, this goes back 14 days.  Here, you cannot report percentiles further back 
than 14 days. 
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Creating Report Views 
A Report View is like a copy of a report template with all of the properties for the report saved.  This 
is a great way to save strategic reports for easy access.  The easiest way to create a report view is to 
first build the report.  In this example, you will build an Interface Headline report for the Naperville 
Nodes over the last one day.  Then go to the top, click Keep this version, and then choose “Save as 
Report View.” 
 

 
Always create a Report View with a descriptive name.  You must also decide how much visibility you 
want the Report View to have.  If you leave it in the Public Folders, all users will be able to view this 
Report View.  If you save the Report View in My Folders, it will only be visible only to you.   
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Report Views can also be saved into folders that allow all Level 1 or Level 2 operators to view them.  
Also, the multi-tenancy feature is in effect for Report Views and they can be made visible only to 
certain tenants. 
 
After changing the location, click OK. 
Next, go to the Reports workspace and click Refresh.  Sometimes it is necessary to refresh a few 
times.   
 

 
Eventually, the report view will appear under My Folders. 
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Now create one more Report View called All Nodes Top 5 CPU Last Day ReportView and place it 
under My Folders. 
 
If you want to delete one of these Report Views, go to BI Server, select My Folders, and then select the 
report view you want to delete and click Delete. 
 

 
 
Also, if you want to change the properties of the report view, go to the Report View, right-click, and 
then choose Properties. 
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You can go to the Report View tab and make various changes. 
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Now you have easy access to these favorite reports without having to rebuild all the parameters each 
time. 
 

Scheduling Reports 
It is a best practice to schedule Report Views rather than Reports because all the parameters must be 
pre-specified since no human interaction is applicable for a scheduled report.  In this deployment 
example, you will first create a folder to hold scheduled reports.  You will then make these Report 
Views visible to all users. 
The default time zone for the BI Server is Eastern Time (US & Canada).  This does NOT affect reports, 
but does affect timestamps used by the BI Server for catalog objects like output version creation time. 
As a workaround, run the runBIConfigGUI.ovpl tool from the command line on the NPS system, and 
then choose Actions -> Edit Global Configuration, click General Tab, and set the Server time zone. 
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You are then prompted to restart the service.  Click Yes. 
 

 

 
Now you have the time zone correctly configured. 
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Creating a Location for the Scheduled Reports 
You need to create the location for the scheduled reports.   
Go to the BI Server workspace and select Public Folders. 
 

 
 
Name the folder, validate the location, and then click Finish. 

 
Now create a subfolder inside of this folder for Daily Reports.  Click on the Standard Schedule 
Reports folder. 
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Click on the New Folder icon. 

 
 
Name the folder Daily Reports, validate the location, and then click Finish. 
 

 
 
Now you have a folder for daily reports.  Next, create a couple of report views and place them in 
this location.  The procedure is the same as described earlier.   
For example, when saving the report view, choose “Select another location.” 
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Then navigate to the Public Folders > Standard Scheduled Reports > Daily Reports folder.  Then click 
OK. 

 
Confirm the location, and then click OK. 

 
Repeat this process for a second report view.  
You can confirm that the report views are in the public folders.  Go to the BI Server workspace and 
select Public Folders.  Then navigate to the Daily Reports folder and you can see the two report views. 
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Creating a Job 
You will create a “job” for scheduling reports.  A “job” is a method of running a collection of reports.  
When you have a collection of reports that you want to run daily, it is easier to create a daily report 
job, and then schedule that job rather than scheduling individual reports.  Then if you want to move 
the starting time from 11pm to 1am, you only need to make the change at one place (the job) rather 
than on each report.  Note that Report Views can be individually scheduled without first creating a 
job. 
To create a new job, continue working in the BI Server and click on the New Job icon. 

 
 
Give the job a name and validate the location, and then click Next. 
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You can change the “submission of steps” to run the reports sequentially rather than all at once.  
When you do this, it is always a good idea to check the “Continue on error” box or there is a 
possibility that some of the reports will not run due to a previous error.  Then click the Add link to add 
report views to this job. 
 

 
 
Select the two Report Views that you want to include in this job and click the arrow. 
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You can make some changes to the Report View if you choose to.  To do this, click on the pencil icon.  
 

 
 
Select the “override the default values” checkbox. 
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Add PDF to the report output.  If you have configured an e-mail server setup, you can choose to send 
the report via e-mail.  See the appendix in this document for instructions on how to do this on Linux. 
 

 
 
There are some options for e-mail.  Chose to attach the report and an e-mail destination. 
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After repeating this for both the reports, check the options and prompt values, and then click Next. 
 

 
 
Finally, choose the “Save and run once” action and click Finish. 
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You are then prompted to run the job.  Choose to run it now. 

 
 
You are then presented with the opportunity to watch the details of this job while it is running.  Select 
the checkbox and click OK. 

 
You can see the status of the job.  Clicking on the Refresh link at the top left of the page helps you 
follow along better. 
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Eventually, you will see both Report Views succeed.  You will also receive an e-mail with the attached 
PDF report as well as the HTML report in the message. 
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Scheduling the Job 
Now that you have created the job and have run it once, schedule it to run daily.  There are multiple 
places where you can schedule it.  One place is via the BI Portal page where you have been 
working.  There is a schedule icon that you can click. 

 
 
Another handy location is the Reports workspace.  After making previous changes, if you click 
Refresh, you can see a new folder based on our previously built structure.  You can go to the Daily 
Reports Job, right-click, and then choose Schedule. 
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This launches the scheduling page.  Validate the frequency and the start time and click OK.  For 
testing purposes, temporarily set the frequency to be every 3 minutes just so you can test the 
scheduling easier.  
 
Usually this is set to “Every 1 day” as shown below. 
 

 
 
Change the settings of the Report Views to keep three copies of older reports on the server.  Return to 
the Reports workspace, navigate to Standard Scheduled Report > Daily Reports, and then right-click 
on the Report View and select Properties. 
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Then select the General tab and increase the “number of occurrences” value under Report output 
versions and click OK. 
 

 
 
Viewing Versions of the Report Views 
Now let it run for a while.  Remember that you are running this report view every 3.  Go back to the 
Report View, right-click and choose Show Versions. 
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You can now see three current versions (last three).  They are each about three minutes apart.   
You can then click on the preferred output and view the report.   
 

 
 
Showing the Job Run History 
 
To see a historical report of the job run history, right-click on the Daily Reports Job and select Show 
History. 
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You can see the last five runs of the job.  Note that you can control how many status reports are 
stored in the history via the same job properties where you changed the number of stored output 
versions.  You can also click on the action icon to view the run history details if you like. 
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Maintenance 

Tracking the Database Size 
It is important to track the size of the database to understand disk storage usage.  The database size 
is influenced by the number of polled objects and the retention configuration (in other words, how 
long you choose to store the various metrics). 
To view and change the storage retention, run the script runConfigurationGUI.ovpl on the NNM iSPI 
Performance for Metrics server.  You can see the number of days of retention you have configured for 
each type of data (raw, hourly, and daily).   

  
 
For guidance on how much disk space to anticipate using for various retention periods, see the NNM 
iSPI Performance for Metrics Support Matrix.   
An example of the System Requirements table in the NNM iSPI Performance for Metrics Support 
Matrix is shown below. 
 

 
Note: Always use the latest version of the Support Matrix available at: 
http://h20230.www2.hp.com/selfsolve/manuals 
 

 

http://h20230.www2.hp.com/selfsolve/manuals
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In the table, you can cross-reference the number of objects against the period for retention and come 
up with anticipated disk space for the data directory (which is mostly composed of the database). 
 
To check our current database size, run the command dbsize.ovpl on the NPS system. 
 
# dbsize.ovpl 
[1211] /opt/OV/NNMPerformanceSPI/bin/dbsize.ovpl(17) INFO: Starting dbsize.ovpl.. checking 
for concurrent executions... 
[1211] /opt/OV/NNMPerformanceSPI/bin/dbsize.ovpl(21) INFO: Continuing... 
DBSPACE Usage Summary for Database: "DSN=PerfSPIDSN" 
===================== 
DbSpace         Size    Res     Used(%) 
IQ_SYSTEM_MAIN  1.59G   32G     21 
IQ_SYSTEM_TEMP  10G     64G     1 
USER_MAIN       5G      198G    37 
[1211] /opt/OV/NNMPerformanceSPI/bin/dbsize.ovpl(187) INFO: Done. 
 

There are three DB spaces described in this output.   
The USER_MAIN space is the location of all the stored metrics in NNM iSPI Performance for Metrics; 
it is also important to watch the other spaces, especially the IQ_SYSTEM_TEMP space.  This 
temporary space is used when executing a report and can become large under certain circumstances. 
 
 The Size column is the amount of disk space that is presently pre-allocated for the database space.  
As the database contents increase, this space increases.  See the man page for dbsize.ovpl for 
details on this algorithm.  In this case, the size is presently at 5G.  This can be seen on the file system 
on Linux by going to /var/opt/OV/NNMPerformanceSPI/database and looking at these files: 
 

-rw-r--r-- 1 root root 1.0G May 20 07:50 perfspi_MAIN_01.iq 
-rw-r--r-- 1 root root 1.0G May 20 07:50 perfspi_MAIN_02.iq 
-rw-r--r-- 1 root root 1.0G May 20 07:50 perfspi_MAIN_03.iq 
-rw-r--r-- 1 root root 1.0G May 20 07:50 perfspi_MAIN_04.iq 
-rw-r--r-- 1 root root 1.0G May 20 07:50 perfspi_MAIN_05.iq 
 

You can see that these files account for 5G of disk space. 
The Used(%) column shows how much space is currently consumed by  USER_MAIN.  In this case, it is 
37% full.  About 1.8G of the allocated 5G space is being used for metrics data. 
If you want to see a more detailed breakdown of the usage, run dbsize.ovpl –s.  This output includes 
a breakdown of the data including daily, hourly, and raw retention.  This can help you better 
anticipate database growth because some values like the raw data will typically hit “steady-state” 
quickly (in this case, 14 days) and then will not experience much growth beyond that as old raw data 
is discarded after 14 days. 
 
f_Day_AtmPvcMetrics                    0 MB         0 Rows 
f_Day_ComponentMetrics                80 MB      7071 Rows  2012-05-09 -> 2012-05-19 
f_Day_DiagnosticMetrics               28 MB       385 Rows  2012-05-09 -> 2012-05-16 
f_Day_FrameRelayPvcMetrics             0 MB         0 Rows 
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f_Day_InterfaceMetrics                78 MB      6534 Rows  2012-05-09 -> 2012-05-19 
f_Hour_AtmPvcMetrics                   0 MB         0 Rows 
f_Hour_ComponentMetrics              128 MB    165068 Rows  2012-05-09 -> 2012-05-20 
f_Hour_DiagnosticMetrics              29 MB      5829 Rows  2012-05-09 -> 2012-05-16 
f_Hour_FrameRelayPvcMetrics            0 MB         0 Rows 
f_Hour_InterfaceMetrics              142 MB    143951 Rows  2012-05-09 -> 2012-05-20 
f_Raw_AtmPvcMetrics                    0 MB         0 Rows 
f_Raw_ComponentMetrics               716 MB   2279556 Rows  2012-05-09 -> 2012-05-20 
f_Raw_DiagnosticMetrics               25 MB     38795 Rows  2012-05-09 -> 2012-05-16 
f_Raw_FrameRelayPvcMetrics             0 MB         0 Rows 
f_Raw_InterfaceMetrics               574 MB   1858662 Rows  2012-05-09 -> 2012-05-20 

 

Backup 
The NNM iSPI Performance for Metrics provides you with the backup.ovpl tool.  This is run on the 
NPS system.  There are multiple options available.  See the man page for more details.   
In this example, the –b, -d,  -t and –x options are used. 
           -b dir specifies backup directory 
           -d backup database 
           -t suppress creation of single backup tar file 
           -x  exclude demo database from backup [default: false] 
 

When you run this, it creates a directory /var/tmp/backup/backup.20120520081844.  The space used 
for this directory is approximately the same as the dbsize.ovpl usage percentage.  As the database 
gets larger, the dbsize percentage more closely tracks the backup size. 
# du -h backup.20120520081844 
2.3G    backup.20120520081844 
 

You can assume you need about the same size disk space for backup as for the database usage.   
 

Note: If you compress the output of backup.ovpl by omitting the –t option, the compression process 
can take a very long time to run.  It can take hours to compress a multi-terabyte file.  Also note that 
running backup can add a fairly high load to the NPS system. 
 

Note the –d option can take a directory as well as a file. 
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Appendix A: E-mailing Reports on Linux 
If you want to use NPS to email reports, you must configure the BI Server to use a Simple Mail 
Transfer Protocol (SMTP) email server. 
 
1. Launch the BI Server Configuration graphical user interface: 

/opt/OV/NNMPerformanceSPI/bin/runBIConfigGUI.ovpl 
2. In the Explorer pane,  select Notification. 
 

 
 
 

1. Specify appropriate values for the following fields: 
• SMTP Mail server (usually localhost:25 is a good choice on Linux) 
• Account and password 
• Default Sender 

 
2. Click Save.  To test the connection, right-click Notification in the left pane, and then click Test. 
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The following message appears on success: 
 

 
 

3. Click Close and File > Save. 
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4. Select Yes when prompted to restart the service NNM iSPI Performance BI Server. 
 

 
 
Now reports can be e-mailed via the NPS system. 
 
 

Tip: You can also set up the email server with the help of the configureBIEmailServer.ovpl script. 
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Appendix B: Installation with Missing Libraries 
 
If you are missing some prerequisite libraries on the system during the installation, you will see a 
prompt similar to the one  shown below.   

 
 
Click Quit to exit the installer. 
 
The details of this error suggest you to go to the /var/tmp directory and look at the 
PerfSPI_AppCheckReqdLibs.sh.txt file.  This file shows the libraries that are missing along with a 
“yum” command for installing the missing packages.  If you have a yum server setup, you can run the 
command from the log file to install the packages with the libraries. 
# cat PerfSPI_AppCheckReqdLibs.sh.txt 
========================= 
Wed Apr 18 21:38:10 MDT 2012 
OS: Linux 
------------------------- 
compat-libstdc++-296-2.96-138 
compat-libstdc++-33-3.2.3-61 
compat-libstdc++-33-3.2.3-61 
libjpeg-6b-37 
libjpeg-6b-37 
libpng-1.2.10-7.1.el5_3.2 
libpng-1.2.10-7.1.el5_3.2 
libXp-1.0.0-8.1.el5 
libXp-1.0.0-8.1.el5 
ncurses-5.5-24.20060715 
ncurses-5.5-24.20060715 
openmotif22-2.2.3-18 
openmotif22-2.2.3-18 
tcsh-6.14-14.el5 
package unixODBC.i386 is not installed 
INFO: Required library not installed: unixODBC.i386 
package unixODBC.x86_64 is not installed 
INFO: Required library not installed: unixODBC.x86_64 
package unixODBC-devel.i386 is not installed 
INFO: Required library not installed: unixODBC-devel.i386 
package unixODBC-devel.x86_64 is not installed 
INFO: Required library not installed: unixODBC-devel.x86_64 
INFO: Run the following command, or otherwise install the identified missing libraries 
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INFO:   #yum install  unixODBC.i386 unixODBC.x86_64 unixODBC-devel.i386 unixODBC-
devel.x86_64 
ERROR: Please install the required libraries, and then re-run the installer (Logfile 
/var/tmp/PerfSPI_AppCheckReqdLibs.sh.txt) 

 
After successfully running the yum command to install the libraries, run the NNM iSPI Performance for 
Metrics installer again and it will succeed.
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