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Documentation Updates
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Chapter Changes

Chapter 1 Minor editorial enhancements.
Chapter 5 Minor editorial enhancements.
Chapter 6 Minor editorial enhancements.
Chapter 7 Minor editorial enhancements.




Support
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Overview

This chapter covers the following topics:
e OVPI and Application Server Reporting
e  Ways to Customize Reports

e Sources for Additional Information

OVPI and Application Server Reporting

HP OpenView Performance Insight (OVPI) is a performance management and reporting
application. Long-term data collection, in-depth analysis, and automated web-based reporting
are this application’s primary strengths. If desired, OVPI can be integrated with network
management and system management applications, including NNM and OVO. Integration
enhances your control over fault isolation, problem diagnosis, and capacity planning.

The Application Server Report Pack contains reports that monitor the performance of BEA
WebLogic servers and IBM WebSphere servers. Use the reports to:

e Verify that a server is executing requests

e Monitor availability

e Compare availability to the transaction rate
e Measure EJP pool utilization

e Measure connection pool utilization

e Measure servlet request rate

e Measure servlet response time

SPIs and Datapipes

In order to use this report pack, you must install one of the following Smart Plug-ins (SPIs) on
each application server you want to monitor:

e OpenView Operations SPI for BEA WebLogic Server
e OpenView Operations SPI for IBM WebSphere Server

When you install the Application Server Report Pack, you must install at least one of the
following datapipes:

e AppServer WebLogic SPI Datapipe 1.1
e AppServer WebSphere SPI Datapipe 1.0

Both datapipes have the same collection interval, 45 minutes, and both datapipes collect data
from EPC, the Embedded Performance Component of OVO.



Package Contents

The Application Server Report Pack includes a main package and two sub-packages. Reports
in the main package are generic, reports in the sub-packages are customized for the brand.
The following table provides a list of the reports in each package.

Package Reports

Main/Generic e Server Availability — Throughput

e EJB Pool Utilization

e JDBC Throughput — Utilization

e Near Real Time Server Availability — Throughput
e Servlet Request Rate — Response Time

WebLogic e EJB Cache Utilization

e FEJB Transactions

e Execute Queue Throughput — Utilization

e JMS Throughput — Utilization

e Near Real Time Execute Queue Throughput — Utilization
e Server Transaction Rollback

WebSphere e EJB Load-Stores Rate

e EJB Method Calls Rate

e EJB Top 20

e JDBC Connection Pool Details
e Servlet Sessions

e Thread Pool Activity

¢ Transaction Throughput

Version History

The following table outlines recent enhancements.

Version Release Date Features/Enhancements

1.0 March 2005 18 reports, 2 datapipes; requires Oracle
packages:

e ApplicationServer

¢ ApplicationServer_Threshold

e ApplicationServer_WebLogic

¢ ApplicationServer_WebSphere

e ApplicationServer_Demo

datapipes:

e AppServer WebLogic SPI Datapipe 1.0

e AppServer WebSphere SPI Datapipe 1.0
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Version Release Date Features/Enhancements

1.0 May 2006 ApplicationServer_Threshold 1.1:
fixes the following defect:

e QXCR1000296384

AppServer WebLogic SPI Datapipe 1.1
fixes the following defects:

e QXCM1000294696

e QXCR1000320737

Ways to Customize Reports

Overview

You can change the contents of reports by applying group filters, by editing parameters, and
by changing view options for tables and graphs. Although group filters are usually used by
service providers to produce customer-specific reports, anyone can edit a constraint or modify
the look of a table or graph. For details about table and graph view options, see Appendix A,
Editing Tables and Graphs.

Group Filters

If you want to share reports with your customers, you must configure OVPI to produce
customer-specific reports. Here is an overview of the steps involved:

e Use Common Property Tables to import customer names and device locations.
e Create a group account for all the users affiliated with each customer.
e Create a group filter for each group account.

For more information about how to create filters for group accounts, refer to the OVPI
Administration Guide.

Editing Parameters

When you edit a parameter, you apply a constraint that eliminates the data you are not
interested in seeing. For example, if you edit the Customer parameter, data for all customers
except the customer you typed in the Customer field drops from the report.

You can apply multiple constraints at once. Application Server supports these parameters:
e Customer

® Device

¢ Location

e Vendor

e Server Name

If you are viewing the report on the web, edit parameters by clicking the edit parameters icon
at the bottom right-hand corner of the report. When the Edit Parameters window opens, enter
the constraint in the field and click Submit.
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If you are using Report Viewer, select Edit > Parameter Values from the menu bar. When the
Modify Parameter Values window opens, click the Current Value field. Type a new value and
click OK.

Sources for Additional Information

The demo package that comes with Application Server contains a sample of each report in the
package. If you have access to the demo package and you want to know what fully-populated
reports look like, install the demo package. Like real reports, demo reports are interactive.
Unlike real reports, demo reports are static.

The following documents are related to this manual:

e Application Server Report Pack 1.0 Release Notes

e AppServer WebLogic SPI Datapipe 1.1 Release Notes
e AppServer WebSphere SPI Datapipe 1.0 Release Notes
e Common Property Tables 3.5 User Guide

e Thresholds Module 5.0 User Guide

Manuals for OVPI and manuals for the reporting solutions that run on OVPI are posted to the
following web site:

http:/www.hp.com/managementsoftware

Select Support > Product Manuals to reach the Product Manuals Search page. User guides for the
core product are listed under Performance Insight. User guides for OVPI report packs and
datapipes are listed under Performance Insight Reporting Solutions. If a manual is revised and
reposted, the date will change. Since we post revised manuals on a regular basis, you should
check this site for updates before using any PDF that came with the report pack CD-ROM.

Chapter 1



2 Installing Packages

This chapter covers the following topics:

¢ Guidelines for a Smooth Installation

e Installing Application Server Report Pack 1.0
e Accessing Deployed Reports

e Seeing Performance Data in Reports

e Package Removal

Guidelines for a Smooth Installation

An OVPI reporting solution has at least two ingredients, a report pack and a datapipe. Some
reporting solutions provide multiple datapipes. When you install the datapipe, you configure
OVPI to collect a specific type of performance data at a specific interval. When you install the
report pack, you configure OVPI to summarize and aggregate the performance data collected
by the datapipe.

The report pack CD contains shared packages, report packs, and datapipes. If you, or someone
else, extracted packages from the report pack CD, every package, including the Application
Server Report Pack, was copied to the Packages directory on your system and is ready to
install. If you have not extracted packages from the report pack CD, see the package extract
procedure later in this chapter.

OVO Prerequisites

The OVO prerequisites are:
e OV Operations for Windows 7.21
e OV Operations for UNIX 8.1
The application servers monitored by OVO must have one of the following SPIs:
e OpenView Smart Plug-in for BEA WebLogic Server (WebLogic SPI)
— for Windows, version B.02.09
— for UNIX, version A.03.50
e OpenView Smart Plug-in for IBM WebSphere Server (WebSphere SPI)
— for Windows, version B.02.09
— for UNIX, version A.03.50

11
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OVPI Prerequisites

e OVPI500r5.1
e All service packs available for the version of OVPI you are running

e Common Property Tables 3.5 or higher
e (OVPA Collection Datapipe 1.0

Upgrading Common Property Tables

If you are running an older version of Common Property Tables, you must upgrade that
package to version 3.5 or higher. If you are not running any version of Common Property
Tables, Package Manager will install the latest version of Common Property Tables for you,
automatically.

Do not install an upgrade for Common Property Tables and other packages at the same time.
Install the upgrade package for Common Property Tables and only the upgrade package for
Common Property Tables. For more information about installing and using Common Property
Tables, refer to the Common Property Tables 3.5 User Guide.

Distributed Systems

If your system is distributed, the installation procedure is more complicated. Following is a
summary of the installation procedure for a distributed system:

1 Verify that every server is running OVPI 5.0 or 5.1 and all available service packs for the
installed version of OVPI.

2 On the central server:
a Disable trendcopy.
b Upgrade Common Property Tables to version 3.5.
c¢ Install Application Server Report Pack 1.0; deploy reports.
d Install the Thresholds sub-package.
3 For each satellite server:
a Upgrade Common Property Tables to version 3.5.
b Install these packages:
— Application Server Report Pack 1.0

— One or both of the following sub-packages, depending on the server type(s) you
want to monitor.

— Application Server WebLogic sub-package 1.0
— Application Server WebSphere sub-package 1.0

— One or both of the following datapipes, depending on the server type(s) you want
to monitor.

— AppServer WebLogicSPI Datapipe 1.1
— AppServer WebSphereSPI Datapipe 1.0
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4  Re-enable trendcopy on the central server.

When installation is complete, you must set up connections with satellite server databases,

configure trendcopy pull commands, and switch off aggregations at each satellite server.
These steps are covered in Chapter 3, Setting Up a Distributed System.

Installing Application Server Report Pack 1.0

Task 1:

Installing Packages

This section covers the following tasks:
e Task 1: Extract packages from the report pack CD
e Task 2: If necessary, upgrade Common Property Tables
e Task 3: Install these packages:
— Application Server Report Pack
— One or both of the following sub-packages:
— Application Server WebLogic sub-package
— Application Server WebSphere sub-package
— One or both of the following datapipes:
— AppServer WebLogicSPI Datapipe 1.1
— AppServer WebSphereSPI Datapipe 1.0

Extract packages from the report pack CD

1 Log in to the system. On UNIX systems, log in as root.
2 Stop OVPI Timer and wait for processes to terminate.
Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, type one of the following:
HP-UX: sh /sbin/init.d/ovpi_timer stop
Sun: sh /etc/init.d/ovpi_timer stop

3 Insert the report pack CD in the CD-ROM drive. On Windows, a Main Menu displays
automatically; on UNIX, mount the CD, navigate to the top-level directory for the CD
drive, and type the setup command.

4 Select OVPI report packs by typing 1 in the choice field and pressing Enter. The install

script displays a percentage complete bar. When extraction finishes, the install script
starts Package Manager. The Package Manager welcome window opens.

If you navigate to the Packages directory on your system, you will see the following folders
under the Application Server folder:

e ApplicationServer.ap

e ApplicationServer_Threshold.ap
e ApplicationServer_WebLogic.ap

e ApplicationServer_WebSphere.ap

e ApplicationServer_Demo.ap
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Task 2:

Task 3:

Installing the demo package is optional. You may install the demo package and only the demo
package, or you can install the demo package along with everything else.

Upgrade to Common Property Tables 3.5

When performing this upgrade, observe these rules:

Do not install any other package with the upgrade package; install the upgrade package
and only the upgrade package.

When prompted to accept or disable the option to Deploy Reports, accept the default. If
you do not deploy reports, you will not have access to the forms that come with Common
Property Tables.

When the install finishes, click Done to return to the Management Console.

If you need help with the upgrade, refer to the Common Property Tables 3.5 User Guide.

Install the report pack and the datapipe

1

10

From the Management Console select Tools > Package Manager. The Package Manager
welcome window opens.

Click Next. The Package Location window opens.

Click Install. Approve the default installation directory or use the browse feature to select
a different directory if necessary.

Click Next. The Report Deployment window opens. Accept the default for Deploy Reports;
accept the default for application server name and port. Type your username and
password for the OVPI Application Server.

Click Next. The Package Selection window opens.
Click the check box next to the following packages:
a ApplicationServer 1.0
b One or both of the following:

— ApplicationServer_WebLogic 1.1

— ApplicationServer_WebSphere 1.0
¢ One or both of the following:

— AppServerWebLogicSPI_Datapipe 1.1

— AppServerWebSphereSPI_Datapipe 1.0
d ApplicationServer_Thresholds 1.1 (optional)
e ApplicationServer_Demo (optional)
Click Next. The Type Discovery window opens.

Disable the default to run Type Discovery immediately after package installation.

) The Application Server package does not require Type Discovery. However, if you
are installing other report packs in addition to Application Server, you may need
to run Type Discovery for those packages.

Click Next. The Selection Summary window opens.

Click Install. The Installation Progress window opens and the install process begins. When
the install finishes, a package install complete message appears.
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11 Click Done to return to the Management Console.
12 Restart OVPI Timer.
Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, type one of the following:
HP-UX: sh /sbin/init.d/ovpi_timer start

Sun: sh /etc/init.d/ovpi_timer start

Accessing Deployed Reports

When you installed the Application Server package, you enabled the Deploy Reports option.
As a result, the reports in this package (as well as any forms that come with the package)
were deployed to the OVPI Application Server. Once reports reside on the OVPI Application
Server, you have two ways to view them:

e QVPI client applications
e  Web browser

If the client applications are installed on your system, you have access to Report Viewer,
Report Builder, and the Management Console. If the client applications are not installed on
your system, using a web browser is the only way you can view reports.

For more information about the clients, refer to the OVPI Installation Guide. For details about
the Management Console, including how to use the Object/Property Management view to
launch reports specific to a selected object, refer to the OVPI Administration Guide.

Seeing Performance Data in Reports

Some reports populate with data sooner than others. The first report to populate with data
are the Near Real Time (NRT) reports. You will begin to see data in this report immediately
after the first data collection completes. Any report that begins with an analysis of yesterday’s
performance will need at least one full day’s worth of data before results are viewable.

All the reports other than the NRT reports have graphs that display data on an hourly, daily,
and monthly basis. If the data you collected includes data for any part of the previous
calendar month, the monthly graphs will be populated. If the data you collected has no data
for the previous month, the graphs will remain empty until you begin collecting data on the
first day of the next month.

Package Removal

Follow these steps to uninstall the Application Server Report Pack. Removing this package
automatically removes the associated datapipe and sub-packages. You can also use this
procedure to remove a sub-package only.

1 Log in to the system. On UNIX systems, log in as root.

2 Stop OVPI Timer and wait for processes to terminate.

Installing Packages 15
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Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, do one of the following:

HP-UX: sh /sbin/init.d/ovpi_timer stop

Sun: sh /etc/init.d/ovpi_timer stop
Start Package Manager. The Package Manager welcome window opens.
Click Next. The Package Location window opens.
Click Uninstall.
Click Next. The Report Undeployment window opens.

If Application Server reports were deployed from this server, accept the defaults for
Undeploy Reports, Application Server Name, and Port. If Application Server reports were
not deployed from this server, clear the check box and skip to step 9.

Type the username and password for the OVPI Application Server.

Click Next. The Package Selection window opens.

Click the check boxes next to the following packages, if they appear in the list:
a Application Server 1.0

b  ApplicationServer_WebLogic 1.0

¢ ApplicationServer_WebSphere 1.0

d Application Server Thresholds 1.1

Click Next. The Selection Summary window opens.

Click Uninstall. The Progress window opens and the removal process begins. When the
uninstall process is complete, a package removal complete message appears.

Click Done to return to the Management Console.
Restart OVPI Timer.
Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, do one of the following:
HP-UX: sh /sbin/init.d/ovpi_timer start

Sun: sh /etc/init.d/ovpi_timer start
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3 Setting Up a Distributed System

This chapter covers the following topics:
e Verifying Correct Package Installation
¢ Configuring the Central Server

¢ Configuring Satellite Servers

Verifying Correct Package Installation

If you intend to run Application Server as a distributed system, you must configure all of the
servers in the system. Before doing that, verify that you have the right packages installed on
each server.

Packages on the Central Server

e Application Server Report Pack 1.0, with reports deployed

e Application Server WebLogic sub-package, with reports deployed

e Application Server WebSphere sub-package, with reports deployed
e Common Property Tables 3.5, with forms deployed

Packages on Each Satellite Server

e Application Server Report Pack 1.0

e Application Server WebLogic sub-package 1.0

e Application Server WebSphere sub-package 1.0
e Common Property Tables 3.5

Typically, the central server does not poll. If you want the central server in your system to
poll, install the datapipe on the central server. If you want to view reports on satellite servers
(local reporting), accept the Deploy Reports option when you install report packs at each
satellite server. If central server reporting is the only reporting you want, you do not need to
deploy reports and forms when you install report packs at satellite servers.

Configuring the Central Server

To configure the central server, perform the following tasks:
e Task 1: Set up connections with satellite server databases

e Task 2: Configure trendcopy pull commands

17
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Task 1:  Set up connections with satellite server databases

1

w

4
5
6
7

Start the Management Console.
Click the Systems icon on the lower left. The System/Network Administration pane opens.

Right-click the Databases folder. When prompted, select Add OVPI Database. The Add
Database Wizard opens.

Click Next.

Type the hostname and port number for the database you want to add; click Next.
Review the Summary. Repeat Steps 4 and 5 for each additional database.

Click Finish when you finish adding databases.

Task 2:  Configure trendcopy pull commands

1

Open this file:
SDPIPE HOME/scripts/AppServer Reporting Hourly.pro
For block2, remove the “#” from the begin and end lines.

Modify the trendcopy commands so that each command includes the correct server name
for the central server and for each satellite server.

If necessary, add more commands.

Configuring Satellite Servers

Switching off higher-level aggregations on a satellite server disables all reports except Near
Real Time (NRT) reports. If you want access to the full set of Application Server reports at the
local level, do not switch off the higher-level aggregations. If you need only the NRT reports,
follow these steps to turn off higher-level aggregations:

1
2

Open the $SDPIPE HOME/lib/trendtimer.sched file.
Comment out the lines that reference the following files:
¢ AppServer Reporting DMF.pro

® WLS Reporting DMF.pro

® WBS Reporting DMF.pro
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4 Thresholds for OVO

This chapter covers the following topics:
¢ Modifying Thresholds
e Update Server Details
e Integration with OVO

Modifying Thresholds

If you install the optional thresholds sub-package (ApplicationServer_Thresholds), the
Thresholds Module will monitor your application servers for threshold conditions and send
threshold traps to your OVO management station as needed.

This is the default threshold:
Server availability = 50%

Update Server Details

You can use the Update Server Details form (Figure 1 on page 20) to modify the default
threshold and to assign Customer/Location properties.
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Figure 1 Update Server Details form

Application Server Report Pack [ﬁa

Update Server Details invant

Thiz form allows Application Server information to be updated. Click the Apply button to save any changes. Click
the Cancel button to cancel any changes.  Click the OK button to save changes and close the form.

by

Server Availahility .
System Customer Hame Location Hame
Hame Threshold
avpinty sErver] 50.00 Customer Unassigned Location Unassigned
Availability
Threshold Customer Hame Location Hame

ISD.EIEI Customer Unassig... j Ianatinn Unassigned j

Integration with OVO

You can improve your ability to isolate faults and diagnose problems by integrating the
Application Server Report Pack with HP OpenView Operations (OVO). To do that, install the
thresholds sub-package that comes with the report pack. The thresholds sub-package supplies
default thresholds to the Thresholds Module, which uses the defaults to monitor the OVPI
database for threshold conditions. When the Thresholds Module detects a threshold condition,
it takes one of several possible actions. The default action is to send breach and clear traps to
Network Node Manager (NNM).

Because NNM is the default destination for traps, you must configure the Thresholds Module
to send traps to OVO. Setting up OVO as a trap destination is easy. From the Management
Console, open the SNMP Trap Action Definition form, fill in the necessary information, and
save your changes. In addition to using the form to configure a new destination for traps,
someone (probably the OVO administrator) will need to prepare a trap template definition for
OVO. The Thresholds Module User Guide contains the information you need to prepare the
template.
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5 Generic Application Server Reports

The generic application server reports provide information that is not specific to the type of
server that is being monitored. Each report is summarized below.

Server Availability — Throughput

The server availability chart plots the availability status of the application server on an
hourly, daily, and monthly basis. The transaction throughput chart displays the number of
transactions processed by the application server per second.

EJB Pool Utilization

When the maximum pool size is reached, the server passivates (transfers from memory to
secondary storage) some EJBs (Enterprise Java Beans) that have not been recently used by a
client. This could result in performance degradation. This report shows the percentage of EJB
pool utilization.

JDBC Throughput — Utilization

This report shows the percentage of available JDBC (Java Database Connectivity)
connections in a connection pool (utilization) and the number of clients serviced by this
connection pool per second (throughput). Without available connections, the system cannot
service requests that require access to a database. If this report indicates that there are not
enough available JDBC connections and if the database can support additional connections,
the administrator should add more database connections.

Near Real Time Server Availability — Throughput

This report portrays the server status for the last six hours.

Servlet Request Rate — Response Time

The servlet request rate measures the number of requests for a servlet per second. System
administrators can analyze this value over time to help with capacity planning. The servlet
response time chart shows the average execution time for an individual servlet. Analysis over
time will give administrators clear indications of how each servlet is performing under
different loads.
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JDBC Throughput - Utilization

[

invent

Thiz report compares the throughput v, the utilization of the DB connection pools on the zelected senver . Throughput is the number of
connections allocated by a B connection pool persecond, and is shown in blue aceording to the scale on the left. The utilization of a

connection pool isthe number of connections being used az a percent of the maximum capacity configurad forthe pool and iz shown in
red according to the scale on the right.

Server JOBC Throughput - Utilization

Tue, Apr 12, 2005
System Name Server Name Avy. JDBC Throughput  Awvg JDBC Utilization
APPERYE 01 Serverd 1344 4554
APPSRYR_02 Server2 16.39 52 61 |
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Near Real Time Server Availability - Throughput

invent

The near real time server availability report contains a graph showing the percentages of application server uptime. The top table

shows the near real time availability and transaction throughput.

A lower than expected number of measurements may indicate

unrecorded systerm dowentime, but it may also rewveal issues with the availability monitaring service, which may or may not affect actual
availability. The Server transaction throughput graph showes the average number of transactions processed persecond for each senrer.

Target Hame
APPSRYR_O1
APPZRYE_02

WEBSPHERE_MM
WEBSPHERE_D2

Vendor
Wishl ogic

MRT Server Availability - Throughput
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Zervers
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Server Availahility Transaction throughput

47.08 1514

47.00 14.00 =" |
4512 743.30 |
76.94 721.75 L

Application Server Details for
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Generic Application Server Reports
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Serviet Request Rate - Response Time

invent

The Serrlet request rate report shows the number of zervlet requests persecond by a server. The sendlet response time repaort shows the
average response time for the top 20 senvlets. The top 20 servlets are selected based on the highest average response time ower the
reparting period.

Servlet Request Rate - Response Time =
Tue, Apr 12, 2005

System Server Hame Sendet Name
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4| | »
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6 Weblogic Application Server Reports

The WebLogic Application Server reports provide information that is specific to WebLogic
servers. Each report is summarized below.

EJB Cache Utilization

When the maximum cache size is reached, the WebLogic Server passivates (transfers from
memory to secondary storage) some EJBs that have not been recently used by a client. This
could result in performance degradation. The EJB Cache Utilization report gives the
percentage of the EJBs in the cache in use.

EJB Transaction Reports

The EJB Free Pool Wait Rate measures the number of times per minute that no stateless
session beans were available from the free pool. This means the client must wait for an
available bean, impacting response time.

The EJB Load Timeout Rate measures the number of times a client timed out waiting for an
EJB. This could result in new clients requesting the EJB class being blocked until an active
EJB completes a method call.

The EJB Transaction Throughput measures the number of EJB transactions per second.

Execute Queue Throughput — Utilization

This report measures the number of requests serviced by an execute queue per second. The
Queue Utilization chart shows the percentage of threads used for a server's execute queue. At
100% utilization, the WebLogic server will not have any threads available to service incoming
requests. System administrators can increase the total number of execute threads via the
administrator's console.

JMS Throughput — Utilization

This report measures the number of messages/bytes that have passed through this JMS (Java
Message Service) Server per second.

The JMS Utilization report indicates what percentage of a JMS queue is filled based on the
number of messages/bytes. If the value reaches the threshold, the administrator should
consider increasing the size of the queue so that users will still be able to deliver messages.

Near Real Time Execute Queue Throughput — Utilization

This report provides the throughput/utilization trend of execute queues for the last six hours.

Server Transaction Rollback

This report plots, using a stacked bar graph, the percentage of transactions that are rolled
back due to Resource error/Application error/Timeout error/System error.
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EJB Cache Utilization

[

inwvent

This report shows the percent of time a request to access a bean from an EJB's cache succeeded for the selected server. The EJBs are

sonted based on the highest average cache hit percent ower the reporting period. Stateful and entity EJBs are included in this data. This
report is available forWeblogic Senver versions 7.0 and higher.

System

APPSRWE_DM
APPSRWE_M

APPSRWR_0M
APPSRWR_DZ

APPSRWR_DZ

Server Name

Serwer]

Serwer]
Serwer]
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Serwer?

ey | oo | ey |
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Tue, Apr 12, 2005
E.JB Hame
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ProjectBeans_SyncDispatcher
HellowWiorld &sync_1hEzn3sgieh? z_StatelezsContainer

Avg. Cache LKl

40 64

52.15 '—G-Tq]
4?.44'47;;]
51.53 '—G-Tq]
40,43 '—G-Tq]

I ilization %

1I:II:I.DI:I::
go.ooT
GO.OOT
4D.DD:
200007

EJB Cache Utilization for
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Application Server Report Pack
EJB Transaction Reports

The EJB free pool wmait rate graph shows the number of requests per minute that had to wait for an instance of the EJB to become

available from the EJE's free pool. The servers were sorted based on the awerage wait rate (number of requests that had to wait per minute)
during the reparting period.

The EJB Load Timeout rate graph shows the number of requests for an EJB thattimed out par minute while waiting for an instance of the
EJB to become available from this EJB's free pool.

The EJB Transaction throughput graph shows the minimum, average and maximum number of transactions processed parsecond by
EJBs. This report i= available anly for'WeblLogic wersion 6.1

EJB Transaction
Tue, Apr 12, 2005

, Ay,
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Execute Queue Throughput - Utilization

D

inwvent

The Execute Queue throughput graph shows the average number of requests processed by a server's executing queue persecond. The

Execute Queue Hilization graph shows the utilization of the senver execute queue thread pool as a percent of the number of threads
configured for the pool.

The Weblogic Semrer queue throughput ws, utilization graph compares the throughput ws. the utilization of the execute queues on the

selected senrer.

System Name
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Execute Qlueue Throughput - Utilization
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JMS Throughput - Utilization (/)

invent

The JMS Servar throughput ws, utilization by Message graph compares the throughput ws. utilization of the JMS Servers on the selected
server based on the size of JMS messages. The throughput is the number of JMS messages processed by a IMS server persecond. The
utilization of the message queue isthe total size of the messages beeing processed as a percent of the maximum size configurad for the

queuea. The JMS Server throughput we, utilization by Bytes graph compares the throughput ws, otilization of the JMS Servers on the
selected server based on the number of JMS messages.
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Hame Hame by Msg. by Msg. by Byte Iy Byte
APPSRWE_01 Serverd Sarver] WS Server 30.23 53.73 30.63 4411
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Near Real Time Execute Queue Throughput - Utilization

(/3

invent

The NRT Execute Queue Throughput graph shows the average number of requests processed by a server’s executing queue persecand.

The MRT Execute Queue Wilization graph shows the utilization of the server execute queue thread pool as a percent of the number of

threads configured forthe poal.
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Server Transaction Rollback

[}

invent
This report shows the percentage of tranzactions that have been rolled back for the selacted zener.
Server Transaction Rollback
Tue, Apr 12, 2005
Application .
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7 WebSphere Application Server Reports

The WebSphere Application Server reports provide information that is specific to WebSphere
servers. See below for a summary of report contents.

EJB Load-Stores Rate

Displays the number of all entity EJB loads and stores to and from the database per minute
for the top 20 servers. For the selected server it lists the top 20 EJBs; the EJB is shown along
with the number of all EJB loads and stores to and from the database per minute.

EJB Method Calls Rate

Displays the number of all EJB method calls per minute for the top 20 servers. The EJB is
shown along with the number of all EJB method calls per minute. The top 20 EJBs are
selected based on the highest average method calls per minute over the reporting period.

EJB Top 20

This report contains statistics for:

¢ Percentage of EJB retrievals that were not successful during the collection interval
e Average pool size for the top 20 EJBs

e Average response time in milliseconds for the top 20 EJBs

JDBC Connection Pool Details

Shows the average number of connections allocated per day for the top 20 servers. The top 20
servers are selected based on the highest average number of connections allocated over the
reporting period. The DB Pool is shown along with Clients Waiting, Client Timeout Rate,
Average Pool Size, and Average Wait Time.

Servlet Sessions

Shows the total number of servlet sessions being handled by the top 20 servers.

Thread Pool Activity

Compares the average size of thread pools with the average number of active threads on the
selected server.

Transaction Throughput

Displays the average number of transactions processed per second by the top 20 servers for
the previous day. The top 20 servers are selected based on the highest average number of
transactions processed per second over the reporting period. For the selected server it displays
hourly data points representing the average number of transactions processed; this extends
back 7 days and forward up to the last hour for which data was summarized.
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EJB Load-Stores Rate

[

invent

Thiz report shows the number of all entity EJB [oads and stores toffram the database per minute for the top 20 servars. The top 20 senvers
are selected bazed on the highest average loads and stores per minute.
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EJB Load-Stores (EJB)
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Application Server Report Pack
EJB Method Calls Rate

[}

invent

This report showes the number of all EJB method calls per minute forthe top 20 EJBs. The top 20 EJBs are selected based on the highest

auerage method calls per minute ower the reporting period.

EJB Method Calls (Server)
Tue, Apr 12, 2005

System Name Server Hame Avy. Method Calls
WEBSPHERE 01 WehSphereServer 735
WEBSPHERE_02 WebSphereServer2 691 g

EJB Method Calls {(EJB)

WEBSPHERE_D1 : WebhSphereServer 1
Tue, Apr 12, 2005

E.JB Hame Minimum Average Maximum
MDBSamples#PSSampleMDB jar _PSSampleMDB 011 7.0z 14.89
PlantzBywWebSphere#PlantzByehSphereEJB jar_Login 0.s7y G.55 14 .56 ﬂ:q]
PlartsBvNvebSpheredPlantsByWebSphereEJB jar_Mailer 1.26 5.36 14.79 ﬂ;;i
Technology Samples#ovieReviewEJB jar_MovieReview 0.s0 7T.YG 13.01 ﬂ;;i
petstoredcatalog-ejh jar_CatalogEJE 0.01 7.0z 1365 g —

=
-
Heurhy 1( Draiby 1( Menthby 1
Hourly EJB Method Calls Rate for
MDBSamples#PS5ampleMDB.jar_P5SampleMDB
Tue, fpr 12 §:00 PM - Wed, fpr 13 5:00 PM
20007
w
S 16.007
o 1
E12007
2 1
= B.EIEI:
m
ul 4.EIIZI:'
D!:I = = = = = = = = = = = = = = = = = = = = = = =
= = = = = = = = = = = = = = = = = = = = = = = =
[ I - R T = e T T S v = T e == T = T — S o S S o BT~ R
— — [} [} [} [} = = = = = = = = = = — — — — — — — —
[ i} o o o o o = = = = e e e e e e = = = = = =3 =3 =3
= = = = = = [ah) [ah) [ah) 2k} a1} a1} a1} a1} [k} o o o o [ i} [ i} [ah) [ah) [ah)
FEEEFH = 2 2 2 2 2 2 2 2 ¥ 2 T 2 =2 E T = E =
— Awerage
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Application Server Report Pack

EJB Top 20

[}

inwvent

This report shows the awerage EJB poal misses for the top 20 EJBs. The top 20 EJBs are selected based on the highest average pool
misses over the reporting period. This report also shows the average pool size for the top 20 EJBs. The top 20 EJBs are selected based on

the highest awverage pool size ower the reporting period. Thisreport also shows the average response time in millizeconds for the top 20
EJB=. The top 20 EJBs are selacted based on the highest average response time overthe reparing period.

System Hame
WEBSPHERE_02
WEBSPHERE_D2
WWEBSPHERE_02
WWEBSPHERE_01
WEBSPHERE_D2
WWEBSPHERE_O1
WWEBSPHERE_02
WEBSPHERE_O1
WWEBSPHERE_O1
WWEBSPHERE_O1

Systern Name
WEBSPHERE_O1
WEBSPHERE_DZ2
WEBSPHERE_O1
WEBSPHERE_D2
WEBSPHERE_M
WEBSPHERE_DZ2
WEBSPHERE_OZ
WEBSPHERE_M
WEBSPHERE_D2
WEBSPHERE_O1

System Name

WEBSPHERE_O1
WEBSPHERE_O1
WEBSPHERE_O2
WEBSPHERE_O2
WWEBSPHERE_O1
WEBSPHERE_O2
WEBSPHERE_O2
WEBZPHERE_O1
WEBZPHERE_O1

Server Name
WehSphereServer?
WebhSphereServer?
WebhSphereServer?
WebhSphereServer]
WebhSphereServer?
WebhSphereServerd
WebhSphereServer?
WebhSphereServer]
WiehSphereServerd
WehSphereServer]

Server Name

YWiehSphetreServerd
WiehSphereServer2
WiehSphereServerd
WiehSphereServer2
WiehSphereServer
WiehSphereServer2
WebSphereServer?
YiebhSphereServerd
YiehSphetreServer2
YWiehSphetreServerd

Server Hame

WiehSphereServerl
WebSphereServer
WiebhSphereServer2
WiehSphereServer2
WiehSphereServerd
WiehSphereServer2
WiehSphereServer2
WiehSphereServer
WiehSphereServer

EJB Pool Misses

Tue, Apr 12, 2005

E.JB Name

petstore#catalog-ejb jar_CatalogEJB
Plant=BywWebSpheredPlant=BywWebSphereEJE jar_hailer
TechnologySamples#hovieReviewEJB jar_MovieRewview:
Plant=BywWWebSpheredPlantzByWwWWebSphereEJB jar_hdailer
MDBSamples®P=ZamplehDB jar _PSSampletDB
TechnologySamples#hovieReviewEJB jar_MovieRewview:
PlantzBywvWebSpheredPlantzBywWvebSphereEJB jar_Login
MDBSamples®P=ZamplehDB jar _PSSampletDB
PlartzBywiehSpheregPlantsByWebhSphereEJB jar_Login
petstorefcatalog-ejb jar_CatalogEJB

EJB Pool Size

Tue, Apr 12, 2005
E.JEB Name

petztoredcatalog-ejb jar _CatalogEJB
petztoredcatalog-ejb jar _CatalogEJB
MDBSamplesPSSampledDB jar _PSSampletDB
MDBSamplesiPs=ampleMDB jar _PSSampletDB
Technology SamplesiEMovieReviewEJB jar _MovieReviesw:
TechnologySamplesihovieReviewEJB jar_MovieRevieswn:
Flant=BwwwebSpheredPlantzBywebhSphereEJB jar_Login
Flart=BywebhSpheredPlantzByWWehSphereEJB jar_Mailer
FlartzBywwebhSpheredPlantsByWebhSphereElB jar_Mailer
FlartzBywWebhSpheredPlartzByWWehSphereEJB jar_Login

EJB Response Time

Tue, Apr 12, 2005
E.JB Hame

Plant=BywehSpherefPlant=BywWWebhSphereEJB jar _Login
PlantzByWebSphere#PlantzBwWwWebhSphereEJB jar _bailer
Technology Samples#hovieReviewEJB jar_MovieRewview
PlartzBywiehSpheredPlartzByiebhSphereEJB jar _Mailer
Technology Samples#dovieReviewEJB jar_MovieReview
PlartzByvwiehSpherePlant zBywwebhSphereEJB jar _Login
petstoredcatalog-gjb jar_CatalogEJB
petstoredcatalog-gjkb jar_CatalogEJB
MDBZamples#PSSampleMDB jar _PSSampleMDB

Aviy. Pool Misses
54 40
53311
51.60
5145
5138
S0.07
4321
4T Iv
46 65
44 71

Avg. Pool Size
19149
1740
16.35
1553
15.30
14 43
1442
1373
11 .44
1003

Avg. Response
Time
31618
787 .40
TE2.73
75413
74570
F3Ir.aT
729.35
T23.26
719.54

|»
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Application Server Report Pack (ﬁﬂ
JDBC Connection Pool Details

invent

Thiz repart showne the average number of connections allocated per day for the top 20 zenvers. The top 20 senvers are selacted bazed on
the highest awerage number of connections allocated over the reporing period. Forthe selected senver it displays 0B Connection Fools

[etails.
Connection Pool Throughput
Tue, Apr 12, 2005
System Name Server Name Connections Allocated
WEBSPHERE_02 WehSphereServer? THE.33
WEBSPHERE_01 WiehSphereServert 754 57 <L
Connection Pool Details =
WEBSPHERE_D2 : WehSphereServerz2
Tue, Apr 12, 2005
. Client A, A,
Connection Pool ﬁla?t?:ls Timeout Pool Wait
9  Rate Size  Time
Cloudscape_JDBC_Provider _DefautDatasource 227 1562 506 .99 1512
Samples_Cloudscape_JDBC_Provider (XA _jdbciCatalogDB 2487 16.80 764 57 1384 '—ﬁ]
Samples_Cloudscape_ JDBC_Provider (XA _jdbcipetztore/Pet=toreDB 2487 1433 Ta5.71 11 .80 '—QTQ] —
Samples_Cloudscape_ JDBC_Provider_WEsamplesTechSampDatasource 216 13.50 2317 1247 '—QTQ]
[T R N L T T, L =Ton i o PRI PR P | PO, o | R P = TR N PN ERRTIE T e lalulyl Ad A4 [ b R e ) B = .=y '_'m LI
Hizurhy 1( Draiby 1( Mcnthby 1 Heourhy 1( Daiby 1( cnthhby 1
Hourly Clients Waiting vs. Client Timeout Rate Hourly Pool Size vs. Wait Time
Cloudscape_JDBC_Provider_DefaultDatasource Cloudscape_JDBC_Provider_DefaultDatasource
Tue, 8pr 12 7:00 PM - Wied, 8pr 13 5:00 PM Tue, 8pr 12 7:00 PM - Wed, 8pr 13 5:00 PM
5007 1,000,007 T30.00
1 - 1
314.00:_ E g00.00 [ :24.EIIZI
= = an i
£ 3.00] E 1"—; 600.00] 118.00 E
£2.001 = S 400007 H2.00 =
z = - - 1 =
< 1.00 =2 z00.0071 T6.00
1 | 1
= = = = = = = = =2 2 2 2 2 2 20 92
o o4 — -t r— [} o (=) o o4 — -t r— [} o (L=}
-— (o] = = = -— -— -— -— (o] = = = -— -— -—
(k) [ak] = = = = = = [ak] [ak] = = = =) =) =
= = k) 2k} k] k) k] k] = = k] k] k] o o k)
- =2 =z =2 zZ = = =2 2 2 2 =2 =
— Clients Wifaiting — Client Timeout Rate ~Fool Size —Wiait Time
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Application Server Report Pack (ﬁﬂ

Servlet Sessions

invent

Thiz report shows the total number of servlet sezsions being handled by the top 20 servers. The top 20 servers are selected bazed an the
highest average number of sessions ower the reporting period.

Servlet Sessions
Tue, &pr 12, 2005
System Hame Server Name vy, Sendet Sessions
WEBSPHERE 1 WiebSphereServer T46.07
WEB=PHERE_D2 Weh=ZphereZerver2 74347 -_qa

ey [ o | o |

Hourly Servlet Sessions for
WEBSPHERE_01 : WehSphereServer1
Tue, fpr 12 7:00 PM - Wed, Sor 13 5:00 PM

1,000.007
a00.007

BO0.007T
400.007

Semvlet Sessions

200,007

0

O O O o0 O 0O o0 o000 o000 OoQCOoOooOooCoOo o
2 2 2 2 2@ @ 2 2. . 2. 2 92 9 &2 2 2 92 2 2 92 &2 2 4
o O — D — M = W o - 0 M O o— M =+ W & -
— e [} e e ] = ] ] L} o} ] ] = ] — — — — — — — —
L L ju k] L L e . = = e e = = o T = S = .
= = = = = it} o] it} it} it} ] it} it} it} it} it} it} il it} it} it} a k] it}
FEFEFFEFFZ2 22 22 2 2 22 2 2 2 2 2 2 2 8 Z
— Ayerage
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Application Server Report Pack 4
Thread Pool Activity (/n

invent
Thiz report compares the average size of thread pools with the awverage number of active threads on the selected senver.
Thread Pool Activity {(Server)
Tue, Apr 12, 2005
System Name Server HName Thread Pool Size Active Threads
WEBSPHERE 02 WebSphereServer? 24 54 14 96
WEBSPHERE 01 WehSphereServer] 24 £ 14 94 <L
Thread Pool Activity (Thread Pool)
WEBSPHERE_D2? : WebhSphereServer2
Tue, &pr 12, 2005
Thread Pool Hame Thread Pool Size Active Threads
MezzagelistenerThresdPool 24 11 15.54
ORB thread pool 2590 14 70 g
Serviet Engine Transports 2490 14 41 =g
SospConnector ThresdPool 24 43 15.11 g

euny | oo | wean |

Hourly Thread Pool Size vs. Active Threads
Mes=sagelListenerThreadPool
Tue, 8pr 12 7:00 PM - Wed, Spr 42 5:00 P

30007
o]
o 24.00 i o
b m
o
o 18.00T s
R =
o | o
= 12.00 z
a ) ey
= |
= 6.00 [
D\:i = = = = = = = = = = = = = =
= o = o~ = b = o = o1 = ] = o =
o ) (o] () — (g ] -+ o r— (um) ) -— [y -t [L1m]
— 4 o 4 = = = = = = — -— — — -—
[ak] (i) [ak] [ak] = = =) = = = = = = = =
= = = = o [ak} [ak} o [ak} a ) o [ak} a ) o [ak}
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~— Threads Fool Size — Active Threads
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Application Server Report Pack (@

Transaction Throughput

invent

This report showes the average number of transactions processed persecond by top 20 senvers. The top 20 servers are selectad based an
the highest awverage number of tranzactions processed perzecond ower the reporting periad.

Transaction Throughput
Tue, Apr 12, 2005

System Name Server Name Minimum Average Maximum
WEBSPHERE 02 WiebSphereSeryer 2 S44 4093 Q5387
WEBSPHERE_O1 WiehSphereserver] 20433 Bav.24 933.74 '-q:qi

mmen

Hourly Transaction Throughput for
WEBSPHERE_02_WehSphereServer2
Tue, Bpr 42 7:00 FW - Whed, 8pr 13 500 PM
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A Editing Tables and Graphs

Any table or graph can be viewed in several ways. While the default view is usually adequate,
you can easily change to a different view. If you are using Report Viewer, right-click the object
to open a list of view options. If you are using the Web Access Server, follow these steps to
change the default view of a table or graph:

1 Click Preferences on the links bar.

Expand Reports in the navigation frame.

Click Viewing.

Select the Allow element editing box.

Click Apply.

Click the Edit icon next to the table or graph.

o O AW N

View Options for Tables

Right-clicking a table, or selecting the Edit Table icon if you are using the Web Access Server,
opens a list of table view options.
Set Time Period. .
Zhange Constraint Yalues. ..
Select Modes|Interfaces. ..

Change Max Rows, .,
Wiew in new Frame

Frint Table. ..

Export Element as CSY..,
Delete Table

Select Set Time Period to alter the relative time period (relative to now) or set an absolute time
period. The Set Time Period window opens.

You may shorten the period of time covered by the table from, for example, 42 days to 30 days
or to 7 days. If you are interested in a specific period of time that starts in the past and stops
before yesterday, click Use Absolute Time and select a Start Time and an End Time.

Select Change Constraint Values to loosen or tighten a constraint, thereby raising or lowering the
number of elements that conform to the constraint. The Change Constraint Values window
opens. To loosen a constraint, set the value lower; to tighten a constraint, set the value higher.

The Select Nodes/Interfaces allows you to change the scope of the table by limiting the table to
specific nodes, specific interfaces, or a specific group of nodes or interfaces. The Select Node
Selection Type window opens.

43



Change Max Rows increases or decreases the number of rows in a table. The default is 50. If you
expand the default, the table may take more time to open. If you are trending a large network,

using the default ensures that the table opens as quickly as possible.

View in new Frame opens the table in a Table Viewer window, shown below. If necessary, make
the data in the table more legible by resizing the window.

Print Table lets you print the displayed table.

Export Element as CSV exports table data as a . csv file, suitable for importing into a spreadsheet

program.

ies Table ¥iewer

44

Direction
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input

IpPrecedence
u]

L N = & I o o o e T I e NN = e B O % T (N e " N e Y O P T e R

Polled IP QoS Statistics Data - Input

Cver Previous 6 Hours

Switched Bytes
105,688

Switched Plis

GYa

o th OO O O O

G2

L]

G

D—tDDDDl:l%DDDDDDD

S5

L T o I T e Y o Y o o

{aala]

[ B o B o R o |

Time Period
Tue Ot 29 0700 A
Tue Ot 29 0700 Ahd
Tue Oct 20 07:00 Ahd
Tue Ot 29 0700 A
Tue Oct29 0700 Ahd
Tue Oct 20 07:00 Ahd
Tue Oct 29 0700 A
Tue Oct 29 0700 Ah
Tue Ot 29 0645 Ahd
Tue Oct 29 0645 Al
Tue Ot 29 05495 A
Tue Ot 20 06495 Ahd
Tue Oct 29 0645 Al
Tue Ot 29 05495 A
Tue Ot 29 06495 A
Tue Oct29 0645 Ahd
Tue Ot 29 0630 Al
Tue Oct 29 06:230 A
Tue Oct 29 06:30 A
Tue Oct 29 063230 Al
Tue Oct 29 0630 Al
Tue Oct 29 06:30 A
Tue Oct 29 063230 Al
Tue Ot 29 06:30 Al
Tue Oct 29 06:15 A
Tue Oct 29 0615 Al
Tue Ot 29 O6:15 Al
Tue Oct29 06:15 Al
Tue Oct 20 06:15 A
Tue Ot 29 O6:15 Al
Tue Oct 29 0615 Al
Tue Oct 20 06:15 A
Tue Ot 29 0500 A
Tue Oct 29 0500 A
Tue Oct 20 0500 Ahd
Tue Ot 29 0500 A
Tue Ot 29 0600 A

=10l
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View Options for Graphs

Right-clicking a graph, or clicking the Edit Graph icon if you are using the Web Access Server,
opens the following list of view options.

Add | Everla. .

Remove Overlay

Set Time Period. .,
40000 1 Change Constraint Yalues. ..
Select Modes)Interfaces. ..

32T 20 1 Displayed Data

| arid
Legend
Skyle

29540 1

- v v v

162.60 1 “hange Max Rows...

Display Data Table

21.80 1 [
Export Element as C5Y, ..

Misplay Ewverlay Data Table

0

SE|:: 17 SE|:: 21 SE|:: 25 SE|:: 25 Export Graph Gverlay Data as C54, .,
Wiew in new Frame
Print Graph. ..
Delete Graph

The following table provides details about each option.

Option Function

Set Time Period Same as the table option shown above.

Change Constraint Values Same as the table option shown above.

Select Nodes/Interfaces Same as the table option shown above.

Displayed Data For every point on a graph, display data in a
spreadsheet.

Grid Add these to the graph:

X axis grid lines

Y axis grid lines

X and Y axis grid lines
Legend Delete or reposition the legend.
Style See Style Options on page 46.
Change Max Rows... Same as the table option shown above.
Display Data Table See Display Data Table on page 49.
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Option Function

Export Element as CSV... Same as the table option shown above.

View in New Frame Opens graph in a Graph Viewer window.

Print Graph Same as the table option shown above.
Style Options

Select Style to display a list of seven view options for graphs.

[T

Set Time Period. ., 43 s

Change Canstraink Yalues., ..

Select Modes/Interfaces, .,

Displayed Data b % !
Grid ¥
Leqend ) A
| Skyle area
Change Max Rows. .. Stacking Area
Lisplay Data Table Bar
Export Element as CSW... Stacking Bar
Display: Grerlay Daka Table Pie:
Expart Graph @wverlay Daka as C54 ., # Plat
Wigw in new Frame Scatter Plok
Print Graph. .. Hi-Lo | = _
Delete Graph Hi-Lo-Open-Close —
- ~rom  Cande
Style > Area

The plot or bar chart changes to an area graph. While relative values and total values are
easy to view in this format, absolute values for smaller data types may be hard to see. Click
anywhere within a band of color to display the exact value for that location

TrEaou +

9560

olurne

7170 1

Sat Feb 24 06:00 &AM EST
Mormal Disconnect (107 js 74.00

s

oA } } } } } } }
04:00 0E:00 0300 10:00 12:00 1400 16:00 1800 20:00 2200

To shorten the time span of a graph, press SHIFT+ALT and use the left mouse button to
highlight the time span you want to focus on. Release the mouse button to display the selected
time span.
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Style > Stacking Area

The area or plot graph changes to a stacking area graph. This view is suitable for displaying a
small number of variables.

% 200.00

180.00
120.00
20.00

40.00

hon 01 Tue 02 Wed 03

Ml 2:0q Utilization (H)
I 1 2 Utilization (H)
B Ut Threshold

Style > Bar

The graph changes to a bar chart. This view is suitable for displaying relatively equal values
for a small number of variables. There are three variables in the graph below.

14,824 .00 -
8,539 20
7,154 .40

4 T3 B0 4

Forecast Minutes

2,284.80

i I i
Thwa 01 Fri OZ Sat 03 Sun 04 Won 05 Tue 06 Wed 07
Days Of The Weesk
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Style > Stacking Bar

The plot or area graph changes to a stacking bar chart. If you increase the width of the frame,
the time scale becomes hourly. If you increase the height of the frame, the call volume shows
in units of 10.

200.00
160.00
120.00
20.00
40.00

hon 01 Tue 02 Wead O3

M 2oeq Utilization (H)
I 1z Utilization ¢H)
M Uil Threshald

Style > Plot

Bands of color in an area graph change to lines. If you adjust the frame width, you can make
the data points align with hour; if you adjust the frame height, you can turn call volume into
whole numbers.

7850 1

E2.80 1 ﬂ
4710 1 [ M W

3140 1

1870 1

hon 01 Tue 02 Wed 03

— forg WMilization (H)
— hlax Utilization (H)
— Wil Threshald
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Style > Pie

An area graph becomes a pie chart. Bands in an area graph convert to slices of a pie and the
pie constitutes a 24-hour period. This view is helpful when a small number of data values are
represented and you are looking at data for one day.

M Under 1 minuta

O between 1 and 5§ minutes

O petween 5 and 30 minutes

O petween 30 minutes and 2 hours
M Between 2 hours and 12 hours
M Over 12 hours

If you are looking at data for more than one day, you will see multiple pie graphs, one for each
day.

Display Data Table

This option changes a graph into a spreadsheet.

=1k
* Axis I Average I

Tue Feb 19... 0.509

Tue Feb 19... 0.621

Tue Feb 19... 1.026

Tue Feb 19... 0.362

Tue Feb 19... 1.171

Tue Feb 19... 1.051

Tue Feb 19... 0,254

Tue Feb 19... 0.526

Tue Feb 19... 1,433 %

Tue Feb 19... 0.967

Tue Feb 19... 1.471

Tue Feb 19... 1.308

Tue Feb 19... 1.123

Tue Feb 19... n.93

Tue Feb 19... 1.497

Tue Feb 19... 0.506

Tue Feb 19... 0.725
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View in New Frame

The graph opens in a Graph Viewer window. Improve legibility by resizing the window.

¥ Graph Yiewer =0l x|
Network Response Time
Cisco_D4

Tue Feb 19 12:00 AM - Tue Feb 19 11:00 PR

Seconds

Tue 05:00 AM Tue 11:00 PM
— Fwerage
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Index

A

accounts, group, 9
AppServer_Reporting DMF.pro file, 18
AppServer_Reporting_Hourly.pro file, 18
area graph, 46

availability, default threshold, 19

B
bar chart, 47

BEA WebLogic Server
OV SPI for, 11

C

CD containing report packs, 11
extracting packages, 13

central server
configuration, 17
packages, 17

Change Constraint Values option, 43, 45
Change Max Rows option, 44, 45
client components, 15

Common Property Tables
customizing reports, 9
required version, 12
upgrade rules, 14
upgrading, 12

configuration
central server, 17
satellite servers, 18

constraints

applying, 9
changing values, 43, 45

customizing reports, 9

D

demo package, 10
installing, 14

deployed reports, accessing, 15

Display Data Table option, 49
Displayed Data option, 45

distributed systems
central server configuration, 17
installation overview, 12
satellite server configuration, 18

downloading manuals from Support web site, 10

E

EJB Cache Utilization report, 28
EJB Load-Stores Rate report, 36
EJB Method Calls Rate report, 37
EJB Pool Utilization report, 23
EJB Top 20 report, 38

EJB Transaction report, 29

Execute Queue Throughput - Utilization report, 30

Export Element as CSV option, 44, 46
extracting packages from distribution CD, 13

F
filters, group, 9

forms
SNMP Trap Action Definition, 20
Update Server Details, 19

G

generic reports, 21

graphs
change to spreadsheet, 49
view options, 45

Grid options, 45
group accounts, 9

group filters, 9

H
higher-level aggregations, switching off, 18
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IBM WebSphere Server
OV SPI for, 11

installation of report pack, 13
installation verification, 17
integration with OVO, 20

J

JDBC Connection Pool Details report, 39
JDBC Throughput - Utilization report, 24
JMS Throughput - Utilization report, 31

L

Legend options, 45
local reporting, 17

M

Management Console, 15

N

Near Real Time Execute Queue Throughput -
Utilization report, 32

Near Real Time reports, 15, 18

Near Real Time Server Availability - Throughput
report, 25

Network Node Manager, 20

o)

OpenView Operations, sending traps to, 20
OpenView SPI for BEA WebLogic Server, 7
OpenView SPI for IBM WebSphere Server, 7
OV Operations for UNIX, 11

OV Operations for Windows, 11

OVPI, required version, 12

OVPI Timer
restarting, 15
stopping, 13

P
Package Manager, 14

package removal, 15
Packages directory, 11
performance data, viewing, 15
pie chart, 49

52

plot graph, 48

polling, 17

Print Graph option, 46

Print Table option, 44

Product Manuals Search (web page), 10

pull commands, configuring, 18

R

removing packages, 15
Report Builder, 15
reporting, local, 17

report pack CD, 11
extracting packages, 13

report parameters, editing, 9

reports
accessing, 15
customizing, 9
deployed on satellite servers, 17
deploying, 14
generic Application Server, 21
uninstalling, 15
viewing performance data, 15
WebLogic Application Server, 27
WebSphere Application Server, 35

Report Viewer, 15
setting view options, 43
using to edit report parameters, 10
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