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Legal Notices
Warranty

The only warranties for HP products and services are set forth in the express warranty statements
accompanying such products and services. Nothing herein should be construed as constituting an
additional warranty. HP shall not be liable for technical or editorial errors or omissions contained
herein.

The information contained herein is subject to change without notice.

Restricted Rights Legend

Confidential computer software. Valid license from HP required for possession, use or copying.
Consistent with FAR 12.211 and 12.212, Commercial Computer Software, Computer Software
Documentation, and Technical Data for Commercial ltems are licensed to the U.S. Government
under vendor's standard commercial license.

Oracle Technology — Notice of Restricted Rights

Programs delivered subject to the DOD FAR Supplement are 'commercial computer software' and
use, duplication, and disclosure of the programs, including documentation, shall be subject to the
licensing restrictions set forth in the applicable Oracle license agreement. Otherwise, programs
delivered subject to the Federal Acquisition Regulations are 'restricted computer software' and use,
duplication, and disclosure of the programs, including documentation, shall be subject to the
restrictions in FAR 52.227-19, Commercial Computer Software-Restricted Rights (June 1987).
Oracle America, Inc., 500 Oracle Parkway, Redwood City, CA 94065.

For the full Oracle license text, see the license-agreements directory on the NNMi product DVD.

Copyright Notice

© Copyright 2008-2013 Hewlett-Packard Development Company, L.P.

Trademark Notices

Adobe® is a trademark of Adobe Systems Incorporated.

HP-UX Release 10.20 and later and HP-UX Release 11.00 and later (in both 32 and 64-bit
configurations) on all HP 9000 computers are Open Group UNIX 95 branded products.

Microsoft® and Windows® are U.S. registered trademarks of Microsoft Corporation.
Oracle and Java are registered trademarks of Oracle and/or its affiliates.

UNIX® is a registered trademark of The Open Group.
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Documentation Updates

The title page of this document contains the following identifying information:

o Software Version number, which indicates the software version.

o Document Release Date, which changes each time the document is updated.

« Software Release Date, which indicates the release date of this version of the software.

To check for recent updates or to verify that you are using the most recent edition of a document, go
to:

http://h20230.www2.hp.com/selfsolve/manuals

This site requires that you register for an HP Passport and sign in. To register for an HP Passport
ID, goto:

http://h20229.www2.hp.com/passport-registration.htmi
Or click the New users - please register link on the HP Passport login page.

You will also receive updated or new editions if you subscribe to the appropriate product support
service. Contact your HP sales representative for details.
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Support

Visit the HP Software Support Online web site at:
http://www.hp.com/go/hpsoftwaresupport

This web site provides contact information and details about the products, services, and support
that HP Software offers.

HP Software online support provides customer self-solve capabilities. It provides a fast and
efficient way to access interactive technical support tools needed to manage your business. As a
valued support customer, you can benefit by using the support web site to:

e Search for knowledge documents of interest

e Submit and track support cases and enhancement requests
o Download software patches

o Manage support contracts

e Look up HP support contacts

« Review information about available services

¢ Enterinto discussions with other software customers

o Research and register for software training

Most of the support areas require that you register as an HP Passport user and sign in. Many also
require a support contract. To register for an HP Passport ID, go to:

http://h20229.www2.hp.com/passport-registration.html
To find more information about access levels, go to:

http://h20230.www2.hp.com/new_access_levels.jsp
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Disclaimer for PDF Version of Online Help

This document is a PDF version of the online help. This PDF file is provided so you can easily print
multiple topics from the help information or read the online help in PDF format.

Note: Some topics do not convert properly to PDF, causing format problems. Some elements of
online help are completely removed from the PDF version. Those problem topics can be
successfully printed from within the online help.
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Chapter 1

Introduction for NNMi Administrators

As an NNMi admini
following table.

Configure NNMi
What You Can

Configure

strator, you can use the console to configure the items described in the

Description

Custom Palling

Using the Custom Poller option in the Monitoring folder of the
Configuration workspace, take a proactive approach to network management
by using SNMP MIB Expressions to specify additional information that NNMi
should poll. You can also specify States that should be assigned to polled

MIB Expression values, including any thresholds that should be set and
monitored.

Custom
Correlation

Using the Custom Correlation option in the Incidents folder of the
Configuration workspace, correlate groups of incidents under a Parent
Incident. This feature is useful when you want to define a relationship between
a number of incidents potentially from different network objects that form a
logical set to identify a problem. The set of correlations is considered complete
if all of the incidents arrive within a specified time window.

Device Profiles

HP provides well over three thousand pre-configured Device Profiles, one for
each known MIB-Il sysObjectID atthe time NNMi released. NNMi uses
Device Profiles (which equate to sysObject1ID)to control certain types of
behavior. Using the Device Profiles option in the Configuration workspace,
you can update Device Profile information. See "Configure Device Profiles" on
page 292for more information.

Discovery

Using the Discovery Configuration option in the Discovery folder of the
Configuration workspace, configure NNMi to discover only those devices
that are important to you and your team. See "Discovering Your Network" on
page 175 for more information.

If static Network Address Translation (NAT), dynamic Network Address
Translation (NAT), or dynamicPort Address Translation (PAT/NAPT) are used
in your network management domain, see also "Overlapping Addresses in
NAT Environments" on page 89.

Global Network

(NNMi Advanced - Global Network Management feature) Using the Global

Management Network Management option in the Configuration workspace, you can
configure NNMi to share the workload among multiple NNMi management
servers in your network environment. See "Connecting Multiple NNMi
Management Servers (NNMi Advanced)" on page 93.

ICMP and Using the Communication Configuration option in the Configuration
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Configure NNMi , continued

What You Can

Configure

SNMP

Protocols

Communication

Description

workspace, provide the SNMPv1 or SNMPv2c community strings (read and
write) for your network environment, or provide the SNMPv3 User Names for
your network environment. Configure NNMi settings for timeout, retry, and
port usage for ICMP and SNMP traffic. See "Configuring Communication
Protocol" on page 119 for more information.

Incidents

Using the Incidents folder in the Configuration workspace, review the many
predefined incident configurations provided by NNMi . Edit any of the
configurations provided by NNMi or create your own . See "Configuring
Incidents" on page 589 for more information.

Interface
Groups

Using the Interface Groups option in the Object Groups folder of the
Configuration workspace, identify important devices. Interface Groups are
filters for interface and IP address views. Interface Groups can also control
how NNMi monitors network devices. See "Create Interface Groups" on page
321 for more information.

Interface Types

Interface Type definitions cover all known industry-standard IANA ifType-MIB
variables at the time of the release of NNMi. Using the ifTypes view in the
Configuration workspace, add a additional i f Type values to the NNMi list.
This option is useful if your team acquires new devices that are configured with
new industry-standard i f Type values not yet preconfgiured by NNMi. See
"Add New ifType Values (Interface Types) to the List" on page 333 for more
information.

Management
Stations
(6.x/7.x)

Using the Management Stations (6.x/7.x) option in the Configuration
workspace, configure how events that are received from NNM 6.x or 7.x
management stations are handled by NNMi . See "Configure Remote

NNM 6.x and 7.x Management Stations" on page 1221 for more information.

MIBs

Using the MIB Expressions option in the MIBS folder of the Configuration
workspace, take a proactive approach to network management by using
SNMP MIB Expressions to specify additional information that NNMi should
poll. See "Configure MIB Expressions" on page 1473 for more information.

Using the MIBs folder, you can also view and configure the following:
e Loaded MIBs

e MIB Variables

« MIB Notifications

¢ MIB Textual Conventions

e MIB OID Types

Monitoring

Using the Monitoring Configuration option in the Monitoring folder of the
Configuration workspace, define how and how often important devices are
monitored by NNMi . See "Monitoring Network Health" on page 340 for more
information.
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Configure NNMi , continued

What You Can
Configure

Node Groups

Description

Using the Node Groups option in the Object Groups folder of the
Configuration workspace, identify important devices. You can then filter
node, interface, IP address, and incident views by Node Group. You can also
specify Node Groups when configuring monitoring and incidents. See "Create
Node Groups" on page 295 for more information.

Node Group
Map Settings

Using the User Interface Configuration option in the Configuration
workspace, specify the Node Group map configuration including the Node
Group and background image to be used in a Node Group map. See "Define
Node Group Map Settings" on page 488 for more information.

Object Groups

Using the Node Groups and Interface Groups options in the Object Groups
folder of the Configuration workspaces, define groups of nodes or interfaces.
Use these object groups as filters to quickly locate information in views. See
"Creating Groups of Nodes or Interfaces" on page 294 for more information.

You can also monitor the health of each group, see "Configure NNMi
Monitoring Behavior" on page 340.

Route Analytic
Management
Servers
(RAMS)

(NNMi Advanced) Using the RAMS Servers option in the Configuration
workspace, configure sources of Route Analytics Management Systems data
for NNMi to use. See "Using Route Analytics Management Systems (RAMS)
with NNMi Advanced" on page 1407.

Security

Using the Security option in the Configuration workspace, control access to
NNMIi. See "Configuring Security" on page 503 for more information.

Tip: NNMi can be configured to use the Lightweight Directory Access
Protocol (LDAP) and X.509 Certificates such as Public Key Infrastructure
(PKI) user authentication for NNMi user names, passwords, and User
Group Membership assignments. Additional steps are required. See
"Choose a Mode for NNMi Access" on page 504.

Status

Using the Status Configuration option in the Configuration workspace,
configure how Node Group Status is calculated. You can choose to assign the
Node Group the most severe status of any Node Group member or configure
the percentage thresholds for one or more Node Group target statuses. See
"Configure Node Group Status" on page 318for more information.

Trap
Forwarding

Using the Trap Forwarding Configuration option in the Trap Server folder
under the Incidents folder of the Configuration workspace, configure trap
forwarding filters and destinations. See "Configure Trap Forwarding" on page
1376 for more information.

Trap Logging

Using the Trap Logging Configuration option in the Trap Server folder
under the Incidents folder of the Configuration workspace, configure how
you want trap information to appear in the trap logging file. See "Configure Trap
Logging" on page 1387for more information.
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Configure NNMi , continued
What You Can

Configure

User Interface

Description

Using the User Interface Configuration option in the Configuration
workspace, configure the following user interface features:

¢ Useraccounts

o Default map settings

« Node Group map settings

o Default Line Graph settings

¢ Menus and menu items

o lIcons displayed for Device Profiles

NNMi provides a variety of tools to assist you with these configuration tasks. Each of these tools is
described in the following table. You can extend NNMi using HP Network Node Manager i Software
Smart Plug-ins (iISPIs) as described in "Extending NNMi Capabilities" on page 1414.

NNMi Administrator Tools

Tool Description

Actions Used to perform automated tasks on a single object or on a group of objects. For
example, you can use the Actions menu to change the Management Mode of one
or more nodes from Managed to Out of Service.

Actions are available from table views, map views, and forms.
See "Actions Provided by NNMi" on page 43 for more information

Configuration | The console provides a workspace for each kind of item you can configure in

Workspaces | NNMi . See the preceding "Configure NNMi " table for more information.

Lookup Provided in forms, fields that include the &E ~icon provide access to a list of all

Fields available attribute values, and in some locations enable you to create attribute
values. See "Lookup Fields" on page 40 for more information.

NNMi NNMi is built on a group of processes and services. You can list these processes

Processes and services. You can stop and start individual processes and services. See

and Services | "NNMi Processes and Services" on page 81 for more information.

Tools Used to access the following types of information:

o NNMi status and monitoring information
e Trap analysis information
¢ Userinformation and log files
o Security configuration reports
+ MIB Browser
o Attached switch port information for a selected Node
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Administrator Tools in the Console

When configuring settings for NNMi, you create configuration object instances. For example, to
create a new URL action, you must create a new URL action instance. As another example, to
specify configuration settings for discovery, you might create object instances that contain ranges
of IP addresses that you want NNMi to use as hints for Spiral Discovery.

The console provides the following tools to assist you with configuration tasks:

o "Configuration Workspaces" on the next page

"Lookup Fields" on page 40
o "Create a Configuration Object Instance Using the Form Toolbar" on page 42

o "Delete One or More Objects" on page 1604

Quick Start Configuration Wizard

Before you use the Quick Start Configuration Wizard, review “Using the Quick Start Configuration
Wizard” in the NNMi Interactive Installation Guide. To access the NNMi Interactive Installation
Guide, follow these steps:

1. Unzipthennmi interactive installation_ en.zip filelocated in the top level
directory of the NNMi 9.20 installation media.

2. Doubleclick nnmi_interactive installation en.htm.

The Quick Start Configuration Wizard automatically runs immediately after Network Node Manager
(NNMi) installation completes. Use the Quick Start Configuration Wizard to configure NNMi in a
limited (or test) environment. The Quick Start Configuration Wizard helps you to complete the
following initial set up tasks:

o Provide the read community strings for your SNMPv1 or SNMPv2c¢ environment to enable "Get"
commands

o Provide the USM settings for your SNMPv3 environment
o Discover a limited range of network nodes

o Set up aninitial administrator account

You can launch the wizard using the following URL:

http://<serverName>:<portNumber>/quickstart/

Note: If the NNMi Web server uses the https protocol, use ht tps instead of http. See the
"Working with Certificates for NNMi" chapter in the HP Network Node Manager i Software
Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

<serverName> = the fully-qualified domain name of the NNMi management server (values
allowed here are determined by the Enable URL Redirect setting in User Interface Configuration,
see "Configuring the NNMi User Interface" on page 467)

<portNumber>=the NNMi HTTP port number
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Note: HP recommends that you run the Quick Start Configuration Wizard only one time
immediately after NNMi installation.

After using the Quick Start Configuration Wizard to set up a test network, see "Configuration
Workspaces" below for information about completing additional NNMi configuration tasks.

Configuration Workspaces

NNMi administrators use the Configuration workspaces to configure the following items related to
NNMi.

Note: On tables in configuration forms, if the cursor changes to indicate a hyperlink when you
mouse over a column heading, you are able to sort the column’s data. You cannot change the
sort on some of the tables on the forms in the configuration workspace.

NNMi Configuration Workspaces

Name Description

Communication | Use to configure how NNMi uses ICMP and SNMP in your network

Configuration environment. See "Configuring Communication Protocol" on page 119.
Discovery — Use to specify the devices to be discovered. See "Discovering Your
Discovery Network" on page 175.

Configuration

Discovery — A discovery seed is a specific node that you want NNMi to discover.
Seeds Discovery seeds are sometimes optional and sometimes required. See

"Specify Discovery Seeds" on page 256.

Discovery — Each Node must be assigned to a Tenant. NNMi provides a Tenant named
Tenants Default Tenant. NNMi administrators can create additional Tenant objects as
needed. Auto-Discovery is available only for the Default Tenant. See
"Configure Tenants" on page 194.

Note: If your network management environment includes overlapping
address domains, you must configure each domain as a unique Tenant.

Discovery — If static Network Address Translation (NAT) is part of your network
Overlapping management domain, and the NNMi management server is outside of that
Address static NAT domain, you can configure NNMi to display the NAT external IP
Mappings address (public address) in the Mapped Address attribute of the IP Address

form for a NAT internal IP address (such as a private IPv4 address) pair. See
"Overlapping Address Mapping" on page 191.

Monitoring — Use to enable the NNMi State Poller. See "Monitoring Network Health" on
Monitoring page 340.
Configuration
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NNMi Configuration Workspaces, continued

Name Description

Monitoring —
Custom Poller
Configuration

Use to configure SNMP MIB Expressions that specify additional information
NNMi should poll. See "Create Custom Polling Configurations" on page 419

Incidents —
Incident
Configuration

Use to specify the information displayed with an incident, including its name,
the message you want to be displayed, the way it should be categorized, its
initial status, and how you want to identify duplicate traps. See "Configuring
Incidents" on page 589.

Incidents —
SNMP Trap
Configurations

Use to configure incidents that originate from an SNMP trap.

Incidents —
Syslog Message
Configurations

HP ArcSight. Use to map syslog information to a Syslog Message incident
configuration.

Incidents —
Management
Event
Configurations

Use to configure incidents that are generated from the NNMi Causal Engine.

Incidents —
Pairwise
Configurations

Use the Pairwise Configuration to pair the occurrence of one incident with
another subsequent incident. See "About Pairwise Configurations" on page
660.

Incidents —
Custom
Correlation
Configuration

Use to correlate groups of incidents under a Parent Incident.

Incidents — Trap
Server — Trap
Forwarding
Configuration

Use to forward SNMP trap to other servers in your network environment. See
"Configure Trap Forwarding" on page 1376.

Incidents — Trap
Server — Trap
Logging
Configuration

Use to configure how SNMP traps should appearinthe trap.logand
trap.csv logfiles. See "Trap Logging Configuration Form" on page 1388

Status
Configuration

Use to configure Node Group status calculations using either of the following
methods:

o Assign the Node Group the most severe status of any Node Group
member. This is the default.

o Configure the percentage thresholds for one or more Node Group target
statuses.

See "Configure Node Group Status" on page 318.
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NNMi Configuration Workspaces, continued

Name Description

Global Network (NNMi Advanced - Global Network Management feature) Use to configure
Management communication between Global Managers and Regional Managers in your
network environment. See "Connecting Multiple NNMi Management Servers
(NNMi Advanced)" on page 93.

User Interface — | Use to configure many user interface features:
User Interface

Configuration o The NNMi console timeout interval.

o Theinitial view that you want NNMi to display.

o Specify that NNMi users must provide one of the following in the URL for
accessing NNMi:
= The Fully Qualified Domain Name (FQDN) of the NNMi management
server.

= Any hostname or IP address associated with the NNMi management
server (NNMi automatically redirects these to the FQDN)

¢ Whether NNMi displays unlicensed features that require a special
license, such as NNMi Advanced.

See "Configuring the NNMi User Interface" on page 467.

Default Map Settings tab - Use to configure the default settings for map
views. These settings can be overridden for a specific map using the Node
Group Map Settings tab. See "Configure Maps" on page 487.

Default Line Graph Settings tab - Use to configure the SNMP MIB data
that you want to make available to your network operators in a graph format.
This graph is available through the Actions menu and displays in real time.
See "Configure Default Settings for Line Graph" on page 472.

Tip: You can right-click any object in a table or map view to access the
Actions menu.

User Interface — | - Use to specify the Node Group and background image to be used in a Node
Node Group Map | Group map. Map settings include the following:

Settings « Node group name

e The orderin which Node Group maps should appear in the Topology
workspace

o Minimum User Group for saving edited locations for each node in the map
o Refresh information

o Connectivity information

o Background image URL

e Background image scale
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NNMi Configuration Workspaces, continued

Name Description

User Interface —
Menus

Use to configure how menu items are nested in the NNMi console. See
"Configure Menus" on page 502.

User Interface —
Menu ltems

Use to make changes or additions to the items available in the Actions menu.
See "Configure Menu Items" on page 502 for more information.

User Interface —
Icons

Use to customize the icons associated with a Device Profile or specific
Nodes. These icons appear in table views, menu items, and as foreground
images on an NNMi topology map. See "Customize Device Profile Icons" on
page 474.

Security

Use to map the following objects to control access to the network:
e Users to User Groups

o User Groups to Security Groups

o Security Groups to Nodes

See "Configuring Security" on page 503

MIBs — Loaded
MIBs

Use to determine the MIBs loaded on the NNMi management server. See
"Examine Available MIBs and MIB Variables" on page 1450.

Conventions

MIBs — Use to determine the MIB Variables supported for a selected node. See

MIB Variables "Determine the MIB Variables Supported for a Node (for Administrators)" on
page 1454

MIBs — Enables you to view the SNMP trap information, if any, that is defined by the

MIB Notifications | selected MIB. See "MIB Noatification Form (for Adminstrators)" on page 1467

MIB — Use to examine the format rules for the selected Textual Convention that are

MIB Textual defined in the MIB. NNMi uses these MIB format rules to determine how to

display any associated MIB variable values of type Octet String. See "MIB
Textual Conventions Form" on page 1470.

MIBs — MB
Expressions

Use to determine the MIB Expressions available for Custom Poller or Line
Graphs. See "Create a Custom Poller Collection" on page 421 and
"Configure SNMP Line Graph Actions" on page 1437.

MIBs —
MIB OID Types

If you find that the results of a MIB Expression displayed in a Line Graph or a
Gauge or used by Custom Poller are not as expected, use the

MIB OID Types configuration to override values for the following items for a
MIB Object Identifier (OID)

MIBs — ifTypes

Use to determine the list of available interface types. NNMi administrators
use these ifType values to define Interface Groups. See "Add New ifType
Values (Interface Types) to the List" on page 333.

Device Profiles

Use to see and edit device profile information. Device profile information
includes the SNMP object ID, model, and vendor. See "Configure Device
Profiles" on page 292.
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NNMi Configuration Workspaces, continued

Name Description

Object Groups — | Use to group your devices for viewing and monitoring purposes. See "Create
Node Groups Node Groups" on page 295.

Object Groups — | Use to group your devices for viewing and monitoring purposes. See "Create
Interface Groups | Interface Groups" on page 321.

RAMS Servers (NNMi Advanced) Use to configure sources of Route Analytics Management
Systems data for NNMi to use. See "Using Route Analytics Management
Systems (RAMS) with NNMi Advanced" on page 1407.

Enable or Disable Configurations

Using the Actions menu, you can enable or disable one or more of the following configurations:

Note: When you enable or disable a configuration, NNMi assigns the value Customer as the
Author name. See Author form for important information.

Enable or Disable NNMi Configurations

Configuration Configuration Workspace Option
SNMP Trap Incidents Incidents

Syslog Messages Incidents Incidents

Remote NNM 6.x/7.x Event Incidents Incidents

Management Event Incidents Incidents

Pairwise Pairwise Configuration

Menus User Interface Configuration

Menu Iltems User Interface Configuration

To enable an NNMi configuration:

1. Navigate to the table view of the configurations you want to change. For example, select User
Interface Configuration from the Configuration workspace and select the Menus tab.

2. Toenable a configuration, select the row representing the configuration you want to enable.
3. Select Actions — Enable Configuration.

If you are in the configuration form, NNMi selects Enabled |-,

If you are in the table view, NNMi displays a « check in the Enabled column for each instance
selected.

To disable an NNMi configuration:

1. Navigate to the table view of the configurations you want to change. For example, select User
Interface Configuration from the Configuration workspace and select the Menus tab.
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2. Do one of the following:
a. Todisable a configuration, select the row representing the configuration you want to edit.

b. To disable more than one configuration, press CTRL-Click and select each row that
represents a configuration instance that you want to disable.

3. Select Actions — Disable Configuration.

If you are in the configuration form, NNMi removes the check mark from Enabled

If you are in the table view, NNMi removes the « check mark in the Enabled column for each
instance selected.

Lookup Fields

Lookup fields have the following icon: wh -

The Lookup field represents an associated object instance. For example, an Incident form has an
associated Source Node attribute. Information about this source node is available in and accessed
through the Lookup field.

Possible Drop-Down Menu Options in Lookup Fields

Option Description

[} Show Display Analysis Pane information for the selected object. (See Use the Analysis
Analysis Pane for more information about the Analysis Pane.)

=2 Display a list of valid choices for populating the current attribute field.
Quick Find

[ Open Open the form for the related object instance that is currently selected in the lookup
field. Review all attributes of the related object. Depending on your role, you can
edit these attributes.

© New Create a new object instance to relate to the current object.

You can use Lookup fields in a variety of ways:

« Read-only fields - to provide additional information about the associated object. Click
[+ Show Analysis (Use the Analysis Pane) or = Open to see the details of this object.

Source Mode cizco0960 wh -
E'i Showy Analysis

E’Open

+ Selection fields - to change the association to another object instance. Click 2 Quick
Find to select from a list of previously configured objects ("Use the Quick Find Window" on the
next page).
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Azsigned To fmli W
E‘ﬁc Showy Analysis
2 Guick Find...

Eﬁpen

Or type a case-sensitive string into the input box ("Use Autocomplete" on the next page).
Device Family | Al v || -

Device Vendor | wiiey Telesis
Allct Communications

Device Categary
Allot Communications MetEnforcer

Read-write fields - create an entirely new object instance for this association. Click
New. An empty form opens for you tofill in, creating a new object instance.

Device Farmily =l W

E‘ﬁr Showy Analysis

Device YWendor F=4 wick Find
£y
Open
Device Categary E' P
= Mewy

Use the Quick Find Window

The 22 Quick Find option is available only in Lookup fields that are modifiable. Use the 2 Quick
Find option to see the list of available object instances appropriate for populating the current Lookup
field.

To list all existing object instances that could be related to the current object:

1.

2.

3.

From the lookup field of interest, click the @8+ Look up icon:

Azzigned To wh -
E‘ﬁ Showy Analysis
2 Quick Find. .

E’Open
Select 22 Quick Find.

NNMi displays a table view of object instances that are available to associate with to the
current object instance.

In the Quick Find window, do one of the following:

ciear | | Click the Clear button to remove an association with this object. The Quick Find
window closes, and the current lookup field is empty.

ak | | Select arow in the table, and click the OK button. The Quick Find window closes,
and the object instance you selected populates the current lookup field.
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cancel | | Click the Cancel button to return to the previous form without making any
changes

Use Autocomplete

The autocomplete feature is available only in Lookup fields that are modifiable. As you type, NNMi
lists the available object instances for populating the current Lookup field.

To use the autocomplete feature:

1. Start typing the first few letters (case-sensitive) of the name of the object you want to
associate with the current one.

Device Family i’:"ﬁ h

The Lookup field displays a drop-down list below the input field. This list includes all potential
existing objects with names that match the letters as you enter them.

Device Family | &l ~||EF -

Device Vendor | miic o Telesis

Allot Communications
Device Categary

Allat Communications MetEnforcer

2. Use the scroll arrows or the mouse to select from the displayed list.

The selected object populates the Lookup field and is now associated with the current object.

Create a Configuration Object Instance Using the
Form Toolbar

You can save time by generating a new form from within another form. The new form is based on
the object type for the original form and contains only the default values set by NNMi for particular
attributes for that object. Any attributes that have no default value appear blank.

This tool is useful when you want to create multiple object instances that have similar attribute
values.

To create a new object instance using the form toolbar:
1. Open the form representing the object of interest.

2. From the form toolbar, click the i1 Save and New icon.

A new form appears that contains the default attribute values for the object type represented by
the original form.

3. Select the 'l Save and Close icon to save your changes and return to the view.
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Delete One or More Objects

Each row in a table view and each symbol in a map view represents an instance of the object type
being displayed. For example, in a node view, each row of the table represents an instance of a
node in your network.

Some NNMi users can delete object instances. For example, you might need to delete a node that
is no longer being managed. See "Delete Nodes" on page 1602 for more information.

To delete an object instance:

1. Select the object of interest:
= Inatable view, select the row that represents the object.
= |Inamap view, click the map symbol.
= Inaform, proceed to step 2.
2. Todelete the object, click the # Delete icon.
The object is deleted from the NNMi database and removed from the current view.

To delete multiple object instances:

1. Select the objects of interest:

= Inatable view, press CTRL-Click and select each row that represents an object you want to
delete.

= Inamap view, CTRL-Click each map symbol.

2. Todelete the objects, click the # Delete icon.

Note: For Node objects, you can use this method to delete up to 20 nodes at one time. To
delete more than 20 nodes, see the nnmnodedelete.ovpl Reference Page.

Tip: For all other objects, you can delete any number.

Each object is deleted from the NNMi database and removed from the current view.
Related Topics
Using Table Views
Using Map Views

"Configure Whether to Delete Unresponsive Nodes" on page 212

Actions Provided by NNMi

Note: (NNMi Advanced - Global Network Management feature) If your NNMi console is a Global
Manager and the selected node is being managed by a Regional Manager (another NNMi
management server in your network environment), some actions are not available.

The following tables describe the actions provided by NNMi:
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Actions Provided for Incidents

Actions Provided for Trap Logging

Actions Provided for Nodes

Actions Provided for Interfaces

Actions Provided for Addresses

Actions Provided for Cards

Actions Provided for Chassis

Actions Provided for Node Groups

Actions Provided for Interface Groups

Actions Provided for Custom Polled Instances

Actions Provided for Custom Poller Collections and Report Groups
Actions Provided for Router Redundancy Member, Tracked Object, and Node Component

As shown in the table, the actions available depend on the object selected.

Tip: You can right-click any object in a table or map view to access the Actions menu.

Note the following:
o The Default NNMi Role determines the Actions displayed.

o The Minimum NNMi Role determines the lowest NNMi Role to which the Action can be
configured.

o The Default Object Access Privileges determines the Actions a user can execute.

¢ As the NNMi Adminsitrator, you determine a user's NNMi Role and Object Access Privileges.
See "Configuring Security" on page 503for more information.

Actions Provided for Incidents

Default
NNMi Role Object
Access
Action Description Default/Minimum Privilege
Node Provides access to all of the See Actions Provided for See Actions
Actions actions available for a the Nodes. Provided for
Incident's Source Node. See Nodes.

Actions Provided for Nodes for
more information.

Interface Only available for incidents See Actions Provided for See Actions
Actions with the Source Object attribute | Interfaces. Provided for
value set to Interface. Interfaces

Provides access to all of the
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Actions Provided for Incidents , continued

Action

Description

actions available for an interface.
See Actions Provided for
Interfaces for more information.

NNMi Role

Default/Minimum

Default
Object
Access
Privilege

Group map to which the Source
Node belongs. For example, if the
node belongs to a Child Node
Group, the Child Node Group
displays. See Node Group Maps.

Note: If the Source Node is a
member of more than one
Node Group, NNMi displays
the list of possible Node
Groups. Right-click the Node
Group of interest and select
Maps > Node Group Map.

If the incident's Source Object is
an Island Node Group, NNMi
displays the Island Node Group
map. See "Island Node Groups" on
page 337.

Note: Incidents with the Source
Object attribute value set to
Island Node Group include
Remote site in the incident
message. See Island Node
Group Map for more
information.

When the selected Source Node is
not a member of any Node Group,
and you select the Node Group

IP Address Only available for incidents See Actions Provided for See Actions
Actions with the Source Object attribute | IP Addresses. Provided for
value set to IP Address. IP Addresses
Provides access to all of the
actions available for an IP
address. See Actions Provided for
Addresses for more information.
Node Group | Maps — Node Group Map Operator Level 1/ Operator | Object
Map . Level 1 Operator
Displays the lowest level Node Level 1
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Actions Provided for Incidents , continued

Default
NNMi Role Object
Access
Action Description Default/Minimum Privilege
Map action, NNMi displays an
information message.
Path View Maps — Path View Operator Level 1/ Guest Object
. . Operator
Displays a map showing the route Level 1
between two specified nodes,
using the Source Node as the
starting point.
Note: NNMi Advanced. Path View
works only with IPv4
addresses. The NNMi
Advanced IPv6 address
values are not valid choices
for Path View. Any devices
in your network that are
configured with IPv6
addresses cannot be
displayed on Path View
maps.
Source Node | Source Node Operator Level 1/ Operator | Object
. Level 1 Operator
Displays the Node form of the Level 1
Source Node object instance.
Source Displays the form of the source Operator Level 1/ Operator | Object
Object object instance. Level 1 Operator
Level 1
Node Group | Node Group Members Operator Level 1/ Operator | Object
Members L Level 1 Operator
Island Node Group incidents only. Level 1
Displays a table of the nodes that
are members of the Island Node
Group that is the Source Object for
the selected incident. See "Island
Node Groups" on page 337.
Note: Incidents with the Source
Object attribute value set to
Island Node Group include
Remote site in the incident
message.
Graph Graph Custom Poller Results Operator Level 1/ Operator | Object
Level 1 Operator
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Actions Provided for Incidents , continued

Default
NNMi Role Object
Access

Action Description Default/Minimum Privilege

Custom Graphs all MIB expressions from Level 1

Poller each of the Custom Poller

Results Collections associated with the
selected incident's Source Node.

Ping Node Access > Ping Operator Level 1/Operator | Operator
Tests whether a node or IP Level 1 Level 1
address is reachable using the
ping command from the NNMi
console.

Open Web Node Access > Open Web Page | Administrator/Administrator

Page Opens the default Web page for
the selected node.

Trace Route | Node Access > Trace Route Operator Level 1/Operator | Operator

. ) Level 1 Level 1
Trace the route path to identify
bottlenecks along the destination
path provided.

Telnet Node Access > Telnet Operator Level 2/Operator | Operator
Establish a connection to anode to | Level 2 Level 2
view or change configuration
information

Secure Shell | Node Access > Secure Shell Operator Level 2/Operator | Operator
Establish a connection to a node to | Level 2 Level 2
view or change configuration
information.

Delete Delete Administrator/Administrator | Object

. Administrator
Deletes the selected Incident
object or objects (maximum 20).
To delete more than 20 nodes, see
the nnmnodedelete.ovpl
Reference Page.
In Progress Change Lifecycle — In Progress | Operator Level 1/Operator | Object
, Level 1 Operator
Changes the lifecycle state toIn Level 1
Progress for the selected incident.
Completed Change Lifecycle -~ Completed | Operator Level 1/Operator | Object
, Level 1 Operator
Changes the lifecycle state to Level 1

Completed for the selected
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Actions Provided for Incidents , continued

Default
NNMi Role Object
Access
Action Description Default/Minimum Privilege
incident.
Close Change Lifecycle — Close Operator Level 1/Operator | Object
, Level 1 Operator
Changes the lifecycle state to Level 1
Closed for the selected incident.
Assign Assign — Assign Incident Operator Level 1/Operator | Object
Incident . . . Level 1 Operator
Displays a list of registered users Level 1
to select from. This user name
appears in the Assigned To
column of the incident view.
Own Incident | Assign — Own Incident Operator Level 1/Operator | Object
. o Level 1 Operator
Assigns the incident to the current Level 1
user. This user name appears in
the Assigned To column of the
incident view.
Unassign Assign — Unassign Incident Operator Level 1/Operator | Object
Incident Level 1 Operator
Removes the user name from the Level 1
Assigned To column of the
incident view.
Incident Displays a report of the Administrator/Administrator | Object
Configuration | configuration settings that define Administrator
Reports this Incident. See "View an
Incident Configuration Report" on
page 1372 for more information.
Open Displays the selected Incident's Administrator/Administrator | Object
Incident configuration form. Administrator
Configuration
Run (HP Network Node Manager iSPI | Operator Level 1/Operator | Object
Diagnostics | Network Engineering Toolset Level 1 Operator
(iSPI Software) When installed, NNM Level 1
NET only) iSPI NET gathers diagnostic
information from the Source Node.
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Actions Provided for Trap Logging Configuration

Default
Object

NNMi Role Access
Action Description Default/Minimum Privilege

Show Displays the SNMP Trap Incident | Administrator/Administrator | Administrator
SNMP Trap | Configuration form, if any, for the
Configuration | current Trap Logging
Configuration. The Configuration
form displayed is for the

SNMP Trap Incident associated
with the Trap Logging
Configuration.

Actions Provided for Nodes

Default
NNMi Role Object

Default/Mini  Access

Action Description mum Privilege
Layer 2 Maps > Layer 2 Neighbor View Operator Level | Object
Neighbor , . . 1/ Guest Operator
View Represents your netyvork s physical connections Level 1

and LAN switch traffic routes.
Layer 3 Maps > Layer 3 Neighbor View Operator Level | Object
Neighbor , i 1/ Guest Operator
View Represents your network's router traffic. Level 1
Node Group | Maps > Node Group Map Operator Level | Object
Map . , 1/ Operator Operator

Displays the lowest level Node Group map to which Level 1 Level 1

the selected Node belongs. For example, if the node

belongs to a Child Node Group, the Child Node

Group displays. See Node Group Maps.

If the Node is a member of more than one Node

Group, NNMi displays the list of possible Node

Groups. Right-click the Node Group of interest and

select Maps > Node Group Map.

When the selected Source Node is not a member of

any Node Group, and you select the Node Group

Map action, NNMi displays an information

message.
Path View Maps > Path View Operator Level | Object

) ) 1/ Guest Operator

Displays a map showing the route between two Level 1

specified nodes, using the Source Node as the

starting point.
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Actions Provided for Nodes , continued

Default
NNMi Role Object

Default/Mini  Access
Action Description mum Privilege

Note: NNMi Advanced. Path View works only with
IPv4 addresses. The NNMi Advanced IPv6
address values are not valid choices for Path
View. Any devices in your network that are
configured with IPv6 addresses cannot be
displayed on Path View maps.

Graphs Displays a pre-configured graph of real-time data for | Operator Level | Object
a selected node. 1/ Guest Operator
Level 1

NNMi provides a set of Line Graph that are
configured to display real-time SNMP data. See
Line Graphs Provided by NNMi for more
information.

Line Graph graphs can also come from the following
sources:

o Your NNMi administrator might configure
additional graphs.

¢ NNM iSPI software.

Ping (from Node Access — Ping (from server) Operator Level | Object

server) . . . 1/ Operator Operator
Tests whether a node is reachable using the ping Level 1 Level 1
command.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

¢ Node managed by the Global Manager = Actions
— Ping issues an ICMP request from the Global
Manager (NNMi management server).

o Node managed by a Regional Manager =
Actions — Ping accesses that Regional
Manager (NNMi management server) and issues
the ICMP request.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
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Default
NNMi Role Object

Default/Mini  Access
Action Description mum Privilege

Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available

at:
http://h20230.www2.hp.com/selfs
olve/manuals.
OpenWeb | Node Access > Open Web Page Administrator/
Page Administrator
9 Opens the default Web page for the selected node.
Trace Route | Node Access — Trace Route (from server) Operator Level | Object
(from T th h ina th 1/ Operator Operator
server) races a route path from the using the traceroute Level 1 Level 1
command.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager =
Actions — Node Access — Trace Route
issues a request from the Global Manager (NNMi
management server).

o Node managed by a Regional Manager =
Actions — Node Access — Trace Route
accesses that Regional Manager (NNMi
management server) and issues the request in a
manner appropriate for the operating system in
use on the Regional Manager.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.
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Default
NNMi Role Object

Default/Mini  Access

Action Description mum Privilege
Telnet (from | Node Access — Telnet (from client) Operator Level | Object
client) Uses Transmission Control Protocol (TCP) protocol i;\(l)ep:ezrator S:\;aer?;or

from the computer that launched your current

browser (not the NNMi management server) to open

a Telnet (teletype network) virtual terminal

command-line interface from the selected node or

Source Node of the selected object. See Establish

Contact with a Node.
Secure Node Access — Secure Shell (from client) Operator Level | Object
Shell (from 2/ Operator Operator
client) Uses Secure Shell (SSH) protocol from the Level 2 Level 2

computer that launched your current browser (not

the NNMi management server) to open a Secure

Shell virtual terminal command-line interface from

the selected node or Source Node of the selected

object. See Establish Contact with a Node.
Status Poll | Polling — Status Poll Operator Level | Object

, , 2/ Operator Operator
Instructs NNMi to gather real-time data for all the Level 2 Level 2

information that NNMi uses to calculate Status for
each selected Node (maximum 10). A window for
each Node displays with a report about which
information was gathered. The NNMi administrator
determines the list of information gathered by
establishing Monitoring configuration settings. See
"Monitoring Network Health" on page 340 for more
information.

Note the following:

o Status Poll might cause an object's Status to be
updated.To see the resulting Node status, see
Verify Current Status of a Device.

e Using Actions — Status Poll does not affect
the timing of the Polling interval configured for
the device.

Tip: The nnmstatuspoll.ovpl command line tool
does the same thing as Actions — Status
Poll.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:
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Default
NNMi Role Object

Default/Mini  Access
Action Description mum Privilege

o Node managed by the Global Manager = Actions
— Status Poll requests that the Global Manager
(NNMi management server) perform a status poll
on the node.

« Node managed by a Regional Manager =
Actions — Status Poll requests that the
Regional Manager perform a status poll on the
node, the Global Manager displays the results.
Latest Status Poll results are available on both
NNMi management servers (Global and
Regional).

Note: You do not need to sign-in to the
Regional Manager.

Configuratio | Polling — Configuration Poll Operator Level | Object

n Poll R i . . heck of th | q 2/ Operator Operator
uns a real-time configuration check of the selecte Level 2 Level 2

device to detect any changes since the last
discovery cycle.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager =
Actions — Polling — Configuration Poll
results are provided by the Global Manager
(NNMi management server).

« Node managed by a Regional Manager =
Actions — Polling — Configuration Poll
requests an updated copy of the configuration
information from the Regional Manager, then the
Global Manager displays the results.

Note: You do not need to sign-in to the
Regional Manager.

Communica | Configuration Details — Communication Administrator/ | Object
tion Settings Administrator | Administr

Settings . L . . ator
Displays the communication configuration

information for the selected node.
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Action

Description

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager =

Actions — Configuration Details —
Communication Settings opens a report,
provided by the Global Manager (NNMi
management server).

Node managed by a Regional Manager =
Actions — Configuration Details —
Communication Settings accesses that

Regional Manager (NNMi management server)

and requests the report.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.

NNMi Role
Default/Mini
mum

Default
Object
Access
Privilege

Monitoring
Settings

Configuration Details — Monitoring Settings

Displays the Monitoring Settings report about a
particular node's SNMP Agent.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager =

Actions — Configuration Details —

Monitoring Settings opens a report, provided

by the Global Manager (NNMi management
server).

Node managed by a Regional Manager =
Actions — Configuration Details —

Operator Level
1/ Operator
Level 1

Object
Operator
Level 1
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Default
NNMi Role Object

Default/Mini  Access
Action Description mum Privilege

Monitoring Settings accesses that Regional
Manager (NNMi management server) and
requests the report.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available

at:
http://h20230.www2.hp.com/selfs
olve/manuals.
List MIB Information — List Supported MIBs Operator Level | Object
Supported Disol list of the MIBs (M Inf , 2/ Operator Operator
MIBs isplay a list of the s (Management Information Level 1 Level 2
Base) supported by a selected node. See
"Determine the MIBs Supported for a Node (for
Administrators)" on page 1451 and Determine a
Node's Supported MIBs (MIB Browser) for more
information.
Browse MIB | MIB Information — Browse MIB Operator Level | Object
. ., | 2/ Operator Operator
The MIB Browser displays the responses to NNMi's Level 1 Level 2

SNMP requests made to a particular node in your
network environment.

Node Group | Create or modify a Node Group using the selected Operator Level | Object
Membership | nodes. This action also enables you to remove 1/ Operator Administr
Node Groups. See "Create Node Groups From the | Level 1 ator
Actions Menu " on page 312

Custom Add Custom Attributes to the selected nodes or Administrator/ | Object
Attributes interfaces. See "Add Custom Attributes to Multiple | Administrator | Administr
Nodes or Interfaces Using the Actions Menu" on ator
page 484
Open from Issues a request to the Regional Manager (the Operator Level | Object
Regional NNMi management server that is responsible for 1/ Operator Operator
Manager monitoring the selected node) asking to display the | Level 1 Level 1

Node form of the selected object.
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Default
NNMi Role Object

Default/Mini  Access
Action Description mum Privilege

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that

Regional Manager through the Global Manager.
For more information, see the “Configuring
Single Sign-On for Global Network
Management” section in the HP Network Node
Manager i Software Deployment Reference,

which is available at:
http://h20230.www2.hp.com/selfsol

ve/manuals.
Regional Issues a request to the Regional Manager (the Operator Level | Object
Manager NNMi management server that is responsible for 1/ Operator Operator
Console monitoring the selected node) asking to display the | Level 1 Level 1

NNMi console.

Note: You must sign into that Regional Manager
unless your network environment provides
Single Sign-On (SSO) to that
Regional Manager.

Delete Deletes the selected object or objects. Administrator/ | Object
Administrator | Administr

(NNMi Advanced) If the Global Network ator

Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager = Actions
— Delete removes the Node object (and all
related object data) from the Global Manager's
database.

o Node managed by a Regional Manager =
Actions — Delete removes the copy of the Node
object (and all related object data) from the
Global Manager's database.

Note: To delete this Node object from the
Regional Manager's database, click Actions
— Open from Regional Manager and delete
the Node object. You must sign into that
Regional Manager unless your network
environment enables Single Sign-On (SSO)
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Default
NNMi Role Object

Default/Mini  Access
Action Description mum Privilege

to that Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.

Manage Management Mode — Manage Operator Level | Object
2/ Operator Operator

Changes the Management Mode of the selected Level 2 Level 2

node to Managed. Leaves the Direct Management
Mode of any contained interfaces and addresses
unchanged.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

¢ Node managed by the Global Manager = Actions
— Management Mode — Manage modifies the
Node object in the Global Manager's database.

« Node managed by a Regional Manager = Use
Actions — Open from Regional Manager to set
Management Mode on the Regional Manager
that is responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.

Manage Management Mode — Manage (Reset All) Operator Level | Object
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Action

(Reset All)

Description

Changes the Management Mode of the selected
node to Managed. Sets the Direct Management
Mode of all contained interfaces and addresses to
Inherited.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager = Actions
— Management Mode — Manage (Reset All)
modifies the Node object plus all associated
interface objects and address objects in the
Global Manager's database.

¢ Node managed by a Regional Manager = Use
Actions — Open from Regional Manager to set
Management Mode on the Regional Manager
that is responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.

NNMi Role
Default/Mini
mum

2/ Operator
Level 2

Default
Object
Access
Privilege

Operator
Level 2

Not
Managed

Management Mode — Not Managed

Changes the Management Mode of the node to Not
Managed. Leaves the Direct Management Mode of
any contained interfaces and addresses
unchanged.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager = Actions
> Management Mode > Unmanage modifies the

Operator Level
2/ Operator
Level 2

Object
Operator
Level 2
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Action

Description

Node object in the Global Manager's database.

¢ Node managed by a Regional Manager = Use
Actions > Open from Regional Manager to set
Management Mode on the Regional Manager
that is responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.

NNMi Role
Default/Mini
mum

Default
Object
Access
Privilege

Out of
Service

Management Mode — Out of Service

Changes the Management Mode of the selected
node to Out of Service. Leaves the Direct
Management Mode of any contained interfaces or
addresses unchanged.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager = Actions
> Management Mode > Out of Service modifies
the Node object in the Global Manager's
database.

o Node managed by a Regional Manager = Use
Actions > Open from Regional Manager to set
Management Mode on the Regional Manager
that is responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global

Operator Level
2/ Operator
Level 2

Object
Operator
Level 2

Page 59 of 1611

HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 1: Introduction for NNMi Administrators

Actions Provided for Nodes , continued

Default
NNMi Role Object

Default/Mini  Access
Action Description mum Privilege

Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available

at:

http://h20230.www2.hp.com/selfs

olve/manuals.
Run (HP Network Node Manager iSPI Network Operator Level | Object
Diagnostics | Engineering Toolset Software) When installed, 1/ Operator Operator
(iISPINET o | NNMiSPI NET gathers diagnostic information on Level 1 Level 1
nly) the current node.
Show Displays information about the end nodes that Operator Level | Object
Attached NNMi determines are attached to the specified 1/ Operator Operator
End Nodes | switch. Level 1 Level 1

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager: The results are based on the
current information in the NNMi database of the
Global Manager (which contains copies of Node
objects from all Regional Managers).

Actions Provided for Interfaces

Default
NNMi Role Object

Default/Minim Access
Description um Privilege

Graphs | Displays a pre-configured graph of real-time datafora | Operator Level | Object
selected interface. 1/ Guest Operator

. . : Level 1
NNMi provides a set of Line Graphs that are

configured to display real-time SNMP data. See Line
Graphs Provided by NNMi for more information.

Line Graphs can also come from the following
sources:

o Your NNMi administrator might configure additional
graphs.

o NNMi SPI software.
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Default
NNMi Role Object

Default/Minim Access
Action  Description um Privilege

Status Polling — Status Poll Operator Level | Object

Poall . . 2/ Operator Operator
Instructs NNMi to gather real-time data for all the Level 2 Level 2

information that NNMi uses to calculate Status for
each selected Interface. A window for each Interface
displays with a report about which information was
gathered. The NNMi administrator determines the list
of information gathered by establishing Monitoring
configuration settings. See "Monitoring Network
Health" on page 340 for more information.

Note the following:

o Status Poll might cause an object's Status to be
updated.To see the resulting Interface Status, see
Verify Current Status of a Device.

e Using Actions — Status Poll does not affect the
timing of the Polling interval configured for the
device.

Tip: The nnmstatuspoll.ovpl command line tool does
the same thing as Actions — Status Poll.

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

« Node managed by the Global Manager = Actions —
Status Poll requests that the Global Manager
(NNMi management server) perform a status poll
on the node.

+ Node managed by a Regional Manager = Actions
— Status Poll requests that the Regional Manager
perform a status poll on the node, the Global
Manager displays the results. Latest Status Poll
results are available on both NNMi management
servers (Global and Regional).

Note: You do not need to sign-in to the
Regional Manager.

Monitori | Configuration Details > Monitoring Settings Operator Level | Object

ng Displavs the Monitoring Setti t about 1/ Operator Operator
Settings isplays the Monitoring Settings report about a Level 1 Level 1

particular Interface.
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Default
NNMi Role Object

Default/Minim Access
Action  Description um Privilege

Custom | Add Custom Attributes to the selected nodes or Administrator/ | Object
Attribute | interfaces. See "Add Custom Attributes to Multiple Administrator | Administra
S Nodes or Interfaces Using the Actions Menu" on page tor

484

Manage | Management Mode — Manage Operator Level | Object
2/ Operator Operator

Changes the Direct Management Mode of the Level 2 Level 2

interface to Inherited. Leaves the Direct Management
Mode of any associated addresses unchanged.

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

« Node managed by the Global Manager = Actions —
Management Mode — Manage modifies the Node
object in the Global Manager's database.

o Node managed by a Regional Manager = Use
Actions — Open from Regional Manager to set
Management Mode on the Regional Manager that is
responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsol
ve/manuals.

Manage | Management Mode — Manage (Reset All) Operator Level | Object

(Reset . 2/ Operator Operator
Ch he M Mode of th rf
All) anges the Management Mode of the interface to Level 2 Level 2

Inherited. Changes the Direct Management Mode of
any associated addresses to Inherited.

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

« Node managed by the Global Manager = Actions —
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Default
NNMi Role Object

Default/Minim Access
Action  Description um Privilege

Management Mode — Manage (Reset All) modifies
the Node object plus all associated interface
objects and address objects in the Global
Manager's database.

« Node managed by a Regional Manager = Use
Actions — Open from Regional Manager to set
Management Mode on the Regional Manager that is
responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software

Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsol

ve/manuals.
Not Management Mode — Not Managed Operator Level | Object
Manage ) 2/ Operator Operator
d Changes the Management Mode of the interface to Level 2 Level 2

Not Managed. Leaves the Direct Management Mode
of any associated addresses unchanged.

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

o Node managed by the Global Manager = Actions >
Management Mode > Unmanage modifies the
Node object in the Global Manager's database.

o Node managed by a Regional Manager = Use
Actions > Open from Regional Manager to set
Management Mode on the Regional Manager that is
responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
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Action

Description

Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsol
ve/manuals.

NNMi Role

Default/Minim

um

Default
Object

Access

Privilege

Out of
Service

Management Mode — Out of Service

Changes the Management Mode of the interface to
Out of Service.

(NNMi Advanced) If the Global Network Management

feature is enabled and you are signed into a Global
Manager:

o Node managed by the Global Manager = Actions >

Management Mode > Out of Service modifies the
Node object in the Global Manager's database.

o Node managed by a Regional Manager = Use
Actions > Open from Regional Manager to set

Management Mode on the Regional Manager that is

responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsol
ve/manuals.

Operator Level
2/ Operator
Level 2

Object
Operator
Level 2
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Default
NNMi Role Object
Default/Mini  Access
Action Description mum Privilege
Layer 2 Maps > Layer 2 Neighbor View Operator Level | Object
Neighbor Represents your network's physical connections 1/ Guest Operator
View and LAN switch traffic routes. Level 1
Layer 3 Maps > Layer 3 Neighbor View Operator Level | Object
Neighbor Represents your network's router traffic. 1/ Guest Operator
View Level 1
Node Group | Maps — Node Group Map Operator Level | Object
Map ) , 1/ Operator Operator
Displays the lowest level Node Group map to which Level 1 Level 1
the Node that is hosting the selected IP Address
belongs.
For example, if the Node belongs to a Child Node
Group, the Child Node Group displays. See Node
Group Maps.
If the Node that is hosting the selected IP address
belongs to multiple Node Groups, NNMi displays
the list of possible Node Groups. Right-click the
Node Group of interest and select Maps > Node
Group Map.
When the selected Source Node is not a member of
any Node Group, and you select the Node Group
Map action, NNMi displays an information
message.
Path View Displays a map showing the route between two Operator Level | Object
specified nodes, using the selected IP Address as 1/ Guest Operator
the starting point. Level 1
Note: NNMi Advanced. Path View works only with
IPv4 addresses. The NNMi Advanced IPv6
address values are not valid choices for Path
View. Any devices in your network that are
configured with IPv6 addresses cannot be
displayed on Path View maps.
Ping (from Node Access — Ping (from server) Operator Level | Object
server) , . 1/ Operator Operator
Tests whether the Node thgt is host.mg the selected Level 1 Level 1
IP Address is reachable using the ping command.
(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:
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Actions Provided for Addresses , continued

Action

Description

Default
Object
Access
Privilege

NNMi Role
Default/Mini
mum

o Node managed by the Global Manager = Actions
— Ping issues an ICMP request from the Global
Manager (NNMi management server).

« Node managed by a Regional Manager =
Actions — Ping accesses that Regional
Manager (NNMi management server) and issues
the ICMP request.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.

Open Web
Page

Opens the default Web page for the selected

IP Address.

Administrator/
Administrator

Trace Route
(from sever)

Node Access — Trace Route (from sever)

Traces a route path using the traceroute command.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager =
Actions — Node Access — Trace Route
issues a request from the Global Manager (NN Mi
management server).

« Node managed by a Regional Manager =
Actions — Node Access — Trace Route
accesses that Regional Manager (NNMi
management server) and issues the request in a
manner appropriate for the operating systemin
use on the Regional Manager.

Operator Level
1/ Operator
Level 1
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Default
NNMi Role Object

Default/Mini  Access
Action Description mum Privilege

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available

at:
http://h20230.www2.hp.com/selfs
olve/manuals.
Telnet (from | Node Access — Telnet (from client) Operator Level | Object
client) o 2/ Operator Operator
Uses Transmission Control Protocol (TCP) protocol Level 2 Level 2
from the computer that launched your current
browser (not the NNMi management server) to open
a Telnet (teletype network) virtual terminal
command-line interface from the selected
IP Address. See Establish Contact with a Node.
Secure Node Access — Secure Shell (from client) Operator Level | Object
Shell (from 2/ Operator Operator
client) Uses Secure Shell (SSH) protocol from the Level 2 Level 2
computer that launched your current browser (not
the NNMi management server) to open a Secure
Shell virtual terminal command-line interface from
the selected IP Address. See Establish Contact
with a Node.
Communica | Configuration Details > Communication Administrator/ | Object
tion Settings Administrator | Administr
Settings ator

Displays the communication configuration
information for the Node that is hosting the selected
IP Address.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager =
Actions — Configuration Details —
Communication Settings opens a report,
provided by the Global Manager (NNMi
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Action

Description

management server).

o Node managed by a Regional Manager =
Actions — Configuration Details —
Communication Settings accesses that

Regional Manager (NNMi management server)

and requests the report.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.

NNMi Role
Default/Mini
mum

Default
Object
Access
Privilege

Monitoring
Settings

Configuration Details > Monitoring Settings

Displays the Monitoring Settings report about a
particular IP address.

(NNMi Advanced) If the Global Network

Management feature is enabled and you are signed

into a Global Manager:

o Node managed by the Global Manager =
Actions — Configuration Details —

Monitoring Settings opens a report, provided

by the Global Manager (NNMi management
server).

o Node managed by a Regional Manager =
Actions — Configuration Details —

Monitoring Settings accesses that Regional

Manager (NNMi management server) and
requests the report.

Note: You must sign into that Regional
Manager unless your network environment

Operator Level
1/ Operator
Level 1

Object
Operator
Level 1
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Actions Provided for Addresses , continued

Action

Description

enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.

NNMi Role
Default/Mini
mum

Default
Object
Access
Privilege

that is hosting the selected IP Address to detect
any changes since the last discovery cycle.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager =
Actions — Polling — Configuration Poll
results are provided by the Global Manager
(NNMi management server).

o Node managed by a Regional Manager =
Actions — Polling — Configuration Poll
requests an updated copy of the configuration
information from the Regional Manager, then the
Global Manager displays the results.

Status Poll | Polling — Status Poll Operator Level | Object
, , 2/ Operator Operator
!nstructg NNMi to gather real-time data for all the Level 2 Level 2
information that NNMi uses to calculate Status for
the Node that is hosting the selected IP Address. A
window for each IP Address displays with a report
about which information was gathered. The NNMi
administrator determines the list of information
gathered by establishing Monitoring configuration
settings. See "Monitoring Network Health" on page
340 for more information.
Configuratio | Polling — Configuration Poll Operator Level | Object
n Poll . ) ) 2/ Operator Operator
Runs a real-time configuration check of the Node Level 2 Level 2
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Actions Provided for Addresses , continued

Action

Description

Note: You do not need to sign-in to the
Regional Manager.

NNMi Role
Default/Mini
mum

Default
Object
Access
Privilege

Manage

Management Mode — Manage

Changes the Direct Management Mode of the
address to Inherited.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

¢ Node managed by the Global Manager = Actions
— Management Mode — Manage modifies the
Node object in the Global Manager's database.

« Node managed by a Regional Manager = Use
Actions — Open from Regional Manager to set
Management Mode on the Regional Manager
that is responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.

Operator Level
2/ Operator
Level 2

Object
Operator
Level 2

Not
Managed

Management Mode — Not Managed

Changes the management mode of the address to
Not Managed.

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

o Node managed by the Global Manager = Actions
> Management Mode > Unmanage modifies the

Operator Level
2/ Operator
Level 2

Object
Operator
Level 2
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Actions Provided for Addresses , continued

Default
NNMi Role Object

Default/Mini  Access
Action Description mum Privilege

Node object in the Global Manager's database.

¢ Node managed by a Regional Manager = Use
Actions > Open from Regional Manager to set
Management Mode on the Regional Manager
that is responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available

at:

http://h20230.www2.hp.com/selfs

olve/manuals.
Out of Management Mode — Out of Service Operator Level | Object
Service 2/ Operator Operator

Changes the management mode of the address to
Out of Service.

Level 2 Level 2

(NNMi Advanced) If the Global Network
Management feature is enabled and you are signed
into a Global Manager:

¢ Node managed by the Global Manager = Actions
> Management Mode > Out of Service modifies
the Node object in the Global Manager's
database.

¢ Node managed by a Regional Manager = Use
Actions > Open from Regional Manager to set
Management Mode on the Regional Manager
that is responsible for this Node.

Note: You must sign into that Regional
Manager unless your network environment
enables Single Sign-On (SSO) to that
Regional Manager through the Global
Manager. For more information, see the
“Configuring Single Sign-On for Global
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Actions Provided for Addresses , continued

NNMi Role
Default/Mini
Action Description mum

Network Management” section in the HP
Network Node Manager i Software
Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfs
olve/manuals.

Default
Object

Access
Privilege

Actions Provided for Cards

Default
Object
NNMi Role Access
Default/Minim  Privile
Action Description um ge
Status Polling — Status Poll Operator Level | Object
Poll ) . 2/ Operator Operato
!nstruct§ NNMi to gather real-time data for all the Level 2 r Level
information that NNMi uses to calculate Status for each 2
selected card (maximum 10). A window for each card
displays with a report about which information was
gathered. The NNMi administrator determines the list of
information gathered by establishing Monitoring
configuration settings. See "Monitoring Network Health"
on page 340 for more information.
Monitori | Configuration Details — Monitoring Settings Operator Level | Object
ng . . . 1/ Operator Operato
Settings Displays the Monitoring Settings report about a Level 1 r Level

particular card.

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

« Node managed by the Global Manager = Actions —
Configuration Details — Monitoring Settings
opens a report, provided by the Global Manager
(NNMi management server).

« Node managed by a Regional Manager = Actions —
Configuration Details — Monitoring Settings
accesses that Regional Manager (NNMi
management server) and requests the report.

1

Page 72 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 1: Introduction for NNMi Administrators

Actions Provided for Cards, continued

Default
Object

NNMi Role Access
Default/Minim Privile
Action  Description um ge

Note: You must sign into that Regional Manager
unless your network environment enables Single
Sign-On (SSO) to that Regional Manager through
the Global Manager. For more information, see
the “Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolv
e/manuals.

Manage | Management Mode — Manage Operator Level | Object
2/ Operator Operato
Level 2 r Level
2

Changes the Direct Management Mode of the card to
Inherited.

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

o Node managed by the Global Manager = Actions —
Management Mode — Manage modifies the Node
object in the Global Manager's database.

« Node managed by a Regional Manager = Use
Actions — Open from Regional Manager to set
Management Mode on the Regional Manager that is
responsible for this Node.

Note: You must sign into that Regional Manager
unless your network environment enables Single
Sign-On (SSO) to that Regional Manager through
the Global Manager. For more information, see
the “Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolv
e/manuals.

Not Management Mode > Not Managed Operator Level | Object

Manage h H de of th dtoN 2/ Operator Operato
d Changes the management mode of the card to Not Level 2 r Level

Managed.
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Actions Provided for Cards, continued

Default
Object
NNMi Role Access
Default/Minim  Privile
Action  Description um ge
(NNMi Advanced) If the Global Network Management 2
feature is enabled and you are signed into a Global
Manager:

« Node managed by the Global Manager = Actions >
Management Mode > Unmanage modifies the Node
object in the Global Manager's database.

« Node managed by a Regional Manager = Use
Actions > Open from Regional Manager to set
Management Mode on the Regional Manager that is
responsible for this Node.

Note: You must sign into that Regional Manager
unless your network environment enables Single
Sign-On (SSO) to that Regional Manager through
the Global Manager. For more information, see
the “Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolv

e/manuals.
Out of Management Mode > Out of Service Operator Level | Object
Service ch h de of th dto Out of 2/ Operator Operato
an_ges the management mode of the card to Out o Level 2 r Level
Service. 2

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

+ Node managed by the Global Manager = Actions >
Management Mode > Out of Service modifies the
Node object in the Global Manager's database.

« Node managed by a Regional Manager = Use
Actions > Open from Regional Manager to set
Management Mode on the Regional Manager that is
responsible for this Node.

Note: You must sign into that Regional Manager
unless your network environment enables Single
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Actions Provided for Cards, continued

Action

Description

Sign-On (SSO) to that Regional Manager through
the Global Manager. For more information, see
the “Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolv
e/manuals.

NNMi Role
Default/Minim
um

Default
Object
Access
Privile
ge

Actions Provided for Chassis

Action

Description

NNMi Role
Default/Minim
um

Default
Object
Access
Privile
ge

particular chassis.

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

« Node managed by the Global Manager = Actions —
Configuration Details — Monitoring Settings
opens a report, provided by the Global Manager
(NNMi management server).

+ Node managed by a Regional Manager = Actions —
Configuration Details — Monitoring Settings
accesses that Regional Manager (NNMi

Status Polling — Status Poll Operator Level | Object
Poll Instructs NNMi to gather real-time data for all the f;\? :Iezrator ?Lp :\:2;[0

information that NNMi uses to calculate Status for each 2

selected chassis (maximum 10). A window for each

chassis displays with a report about which information

was gathered. The NNMi administrator determines the

list of information gathered by establishing Monitoring

configuration settings. See "Monitoring Network Health"

on page 340 for more information.
Monitori | Configuration Details — Monitoring Settings Operator Level | Object
ng . o . 1/ Operator Operato
Settings Displays the Monitoring Settings report about a Level 1 rLevel

1

Page 75 of 1611

HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 1: Introduction for NNMi Administrators

Actions Provided for Chassis, continued

Default
Object

NNMi Role Access
Default/Minim Privile
Action  Description um ge

management server) and requests the report.

Note: You must sign into that Regional Manager
unless your network environment enables Single
Sign-On (SSO) to that Regional Manager through
the Global Manager. For more information, see
the “Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolv
e/manuals.

Manage | Management Mode — Manage Operator Level | Object
2/ Operator Operato
Level 2 rLevel
2

Changes the Direct Management Mode of the chassis to
Inherited.

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

« Node managed by the Global Manager = Actions —
Management Mode — Manage modifies the Node
object in the Global Manager's database.

+ Node managed by a Regional Manager = Use
Actions — Open from Regional Manager to set
Management Mode on the Regional Manager that is
responsible for this Node.

Note: You must sign into that Regional Manager
unless your network environment enables Single
Sign-On (SSO) to that Regional Manager through
the Global Manager. For more information, see
the “Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolv
e/manuals.

Not Management Mode > Not Managed Operator Level | Object
Manage 2/ Operator Operato
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Actions Provided for Chassis, continued

Default
Object
NNMi Role Access
Default/Minim  Privile
Action  Description um ge
d Changes the management mode of the chassis to Not Level 2 rLevel
Managed. 2

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

« Node managed by the Global Manager = Actions >
Management Mode > Unmanage modifies the Node
object in the Global Manager's database.

« Node managed by a Regional Manager = Use
Actions > Open from Regional Manager to set
Management Mode on the Regional Manager that is
responsible for this Node.

Note: You must sign into that Regional Manager
unless your network environment enables Single
Sign-On (SSO) to that Regional Manager through
the Global Manager. For more information, see
the “Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolv

e/manuals.
Out of Management Mode > Out of Service Operator Level | Object
Service ch h ¢ the chassi 2/ Operator Operato
ange.s the management mode of the chassis to Out Level 2 r Level
of Service. 5

(NNMi Advanced) If the Global Network Management
feature is enabled and you are signed into a Global
Manager:

+ Node managed by the Global Manager = Actions >
Management Mode > Out of Service modifies the
Node object in the Global Manager's database.

+ Node managed by a Regional Manager = Use
Actions > Open from Regional Manager to set
Management Mode on the Regional Manager that is
responsible for this Node.
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Actions Provided for Chassis, continued

Default
Object
NNMi Role Access

Default/Minim  Privile
Action  Description um ge

Note: You must sign into that Regional Manager
unless your network environment enables Single
Sign-On (SSO) to that Regional Manager through
the Global Manager. For more information, see
the “Configuring Single Sign-On for Global
Network Management” section in the HP
Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolv
e/manuals.

Actions Provided for Node Groups

Default
Object
NNMi Role Access
Action Description Default/Minimum Privilege
Node Maps > Node Group Map Operator Level 1/ | Object
Group . Operator Level 1 Operator
Map Displays a current map of all nodes that belong to Level 1
the selected Node Group.
Preview | Node Group Details > Preview Members Operator Level 1/ | Object
Members | (Current Group Only) Operator Level 1 Operator
. . Level 1
Displays a list of all nodes that belong to the
selected Node Group as well as all of its Child
Node Groups.
Show Node Group Details > Show Members Operator Level 1/ | Object
Members | (Include Child Groups) Operator Level 1 Operator
. . Level 1
Displays a list of all nodes that belong to the
selected Node Group.
Show All | Node Group Details > Show All Incidents Operator Level 1/ | Object
Incidents Checks for any Incidents associated with the Operator Level 1 Sepf erla’;or
selected Node Group.
Show All | Node Group Details > Show All Open Operator Level 1/ | Object
Open Incidents Operator Level 1 Operator
Incidents . . ) Level 1
Checks for any open Incidents associated with
the selected Node Group.
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Actions Provided for Node Groups , continued

Default
Object
NNMi Role Access
Action Description Default/Minimum Privilege
Status Node Group Details > Status Details Operator Level 1/ | Object
Details Operator Level 1 Operator

Displays a report about the status of all members
of the selected Node Group. See Check Status
Details for a Node Group.

Level 1

Actions Provided for Interface Groups

NNMi Role Default Object
Action Description Defaul/Minimum  Access Privilege
Show Show Members Operator Level 1/ Object Operator
Members Operator Level 1 Level 1

Displays a list of all nodes that belong
to the selected Node Group.

Actions Provided for Router Redundancy Groups

Default Object
NNMi Role Access
Action Description Default/Minimum Privilege

Ping Node Access > Ping Operator Level 1/ | Object Operator

. . Operator Level 1 Level 1
Tests whether the node is reachable using the

ping command from the NNMi console.

Actions Provided for Router Redundancy Group Members
Default Object

NNMi Role Access
Action Description Default/Minimum Privilege
Monitoring | Configuration Details — Monitoring Operator Level 1/ | Object Operator
Settings Settings Operator Level 1 Level 1

Displays the Monitoring Settings report
about a particular Router Redundancy
Member.

Actions Provided for Custom Polled Instances

Default
Object

NNMi Role Access
Action  Description Default/Minimum Privilege

Graph Graphs the line representing the Custom Poll results | Operator Level 1/ | Object
Polled for the selected Custom Polled Instance. See Operator Level 1 Operator
Instance | Display an Line Graph for a Custom Polled Instance. Level 1
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Actions Provided for Custom Poller Collections and Report Groups (NNM iSPI
Performance for Metrics only)

Action

Show Report
Configuration

NNMi Role
Default/Minimum Privilege

Description

Displays the Report Collection configuration
associated with the selected Custom Poller
Collection or Report Group. See Create a
Report Group and Create a Report
Collection for more information..

Administrator/
Administrator

Default
Object

Object
Administrator

Access

Status
Poll

Actions Provided for Node Components

Description

Polling > Status Poll

Instructs NNMi to gather real-time data for all the
information that NNMi uses to calculate Status for
each selected Node Component.

A window for each selected Node Component
displays with a report about which information was
gathered.

The NNMi administrator determines the list of
information gathered by establishing Monitoring
configuration settings. See "Monitoring Network
Health" on page 340 for more information.

NNMi Role

Default
Object
Access

Default/Minimum Privilege

Operator Level 2/
Operator Level 2

Monitoring
Settings

Configuration Details > Monitoring Settings

Displays the Monitoring Settings report about the
Node Component. See "Verify the Monitoring
Settings" on page 416 and View the Monitoring
Configuration Details.

Operator Level 1/
Operator Level 1

Object
Operator
Level 1

Manage

Management Mode > Manage

Changes the Direct Management Mode of the
Node Component to Inherited.

Operator Level 2/
Operator Level 2

Not
Managed

Changes the Management Mode of the Node
Component to Not Managed.

Operator Level 2/
Operator Level 2
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NNMi Processes and Services

NNMi is built on a group of processes and services. For information about each process or service,
see the following:

o "About Each NNMi Process" below
o "About Each NNMi Service" on the next page
To verify that everything is running properly, you can use the ovstatus command:

o "Verify that NNMi Processes Are Running" below

About Each NNMi Process

HP Network Node Manager Processes

Process

Name Description

OVsPMD | The control process that manages all the other NNMi processes.

pmd Event Post Master daemon. This process routes events from the producers to the
consumers. Producers of events are NNM 6.x/7.x management stations and
processes. Consumers of events are the event pipeline and third-party applications.

ovjboss The process that controls the NNMi application server that contains all of the NNMi
Services (see "About Each NNMi Service" on the next page for more information).

nnmaction | The process that controls the Action Server. The NNMi Action Server runs any
actions configured for incidents. See "Configure an Action for an Incident" on page
748 for more information about incident actions. See also the nnmaction Reference
Page for more information

nmsdbmgr | NMS Database Manager. Controls the NNMi embedded database, including
periodic database connectivity testing.

Verify that NNMi Processes Are Running

After you install Network Node Manager, a group of processes run on the NNMi management
server.

To verify that all NNMi processes are running, do one of the following:
1. Select Tools — NNMi Status to display a report.
2. Atthe command line, type: ovstatus —c
See the ovstatus Reference Page for more information.

Review the list of processes to ensure that all are running. For more information about each
process, see "About Each NNMi Process" above.
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Stop or Start an NNMi Process

You can stop and start NNMi processes from the command line. See the ovstop and ovstart

Reference Pages for more information.

Caution: If your NNMi management server participates in a high availability (HA) environment,
under certain circumstances, you should not use ovstop or ovstart. Before using either of
these commands, see the HP Network Node Manager i Software Deployment Reference,
which is available at: http://h20230.www2.hp.com/selfsolve/manuals

To stop or start an NNMi process:

At the command line, type the appropriate command (see "About Each NNMi Process" on the

previous page):
ovstop <process name>

ovstart <process name>

Note: If you use ovstop and ovstart without providing a process name, NNMi stops and starts

all NNMi processes.

To generate a list of process names, see "Verify that NNMi Processes Are Running" on the

previous page.

About Each NNMi Service

NNMi Services run inside the ovjboss process. The ovjboss process controls the NNMi application
server that contains all of the NNMi services.

HP Network Node Manager Services

ovjboss Service Name Description

CommunicationModelService

Creates the cache for communication configuration and
listens for changes.

CommunicationParametersStatsSer
vice

Tracks internal statistics for measuring SNMP and
ICMP configuration performance.

CustomPoller

Provides MIB instance polling to augment out-of-the-box
state polling (performed by StatePoller). Enables users
to create configurations based on dynamic grouping.
Data collected by CustomPoller can be consumed by
the HP Network Node Manager iSPI Performance for
Metrics Software.

IslandSpotterService

Automatically discovers any Island Node Groups using
Layer 2 connectivity information in the topology.

An Island Group is a group of fully-connected nodes
discovered by NNMi, and NNMi determines this group is
not connected to the rest of the topology.
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HP Network Node Manager Services, continued

ovjboss Service Name Description

ManagedNodeLicenseManager

Responsible for ensuring that the number of managed
nodes does not exceed the NNMi licensed capacity
limit.

MonitoringSettingsService

Calculates how to monitor each device based on the
Monitoring Configuration settings.

NamedPoll

NMS Named Poll Service. Used to trigger immediate
state polls for monitored objects. Used by the Causal
Engine during neighbor analysis and interface up/down
investigations.

NnmTrapService

Used by trapd to receive traps from the standalone
Operating System TrapReceiver process and forwards
them to events.

NmsApa

NMS Active Problem Analyzer (APA) service
determines the root cause of network problems and
reports the root cause to the NMS Event Service. The
Causal Engine is a key component of the NNMi APA
service.

NmsCustomCorrelation

Custom Correlation Service. Enables the NNMi
administrator to correlate one or more child incidents
under an existing incident or a new parent incident.

NmsDisco

NMS Discovery Service. Adds new devices to the
database and keeps the configuration of the managed
devices up to date in the database by periodically
rechecking the configuration of the devices.

State Poller uses the Discovery service results to
determine what to monitor.

The Causal Engine depends on the Discovery service to
monitor node configurations. The Causal Engine uses
the configuration information when calculating status
and root cause.

NNMi uses the information provided by the Discovery
service to maintain current device configuration
information.

NmsEvents

NMS Events Service. Populates and manages the
information displayed in the incident table. The
information displayed comes from the other NNMi
services that are running on your system. The incidents
are filtered so you see only the most important
information about your network.
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HP Network Node Manager Services, continued

ovjboss Service Name Description

NmsEventsConfiguration

Handles incident configuration changes.

NmsExtensionNotificationService

Responsible for applications that are integrated into
NNM using the extension deployment model.

NmsTrapReceiver

Used by NNMi events to receives traps from the
NnmTrapService and sends them to the events pipeline.

PerformanceSpiConsumptionManag
er

Verifies licensing capacity for HP Network Node
Manager iSPI Performance for Metrics Software.

SpmdjbossStart

The SpmdjbossStart service interacts with the OVsPMD
process during startup (ovstart), shutdown (ovstop), and
reporting on the status of the ovjboss services (ovstatus
—v ovjboss).

Caution: If your NNMi management server
participates in a high availability (HA) environment,
under certain circumstances, you should not use
ovstop orovstart. Before using either of these
commands, see the HP Network Node Manager i
Software Deployment Reference, which is available
at:
http://h20230.www2.hp.com/selfsolve/m
anuals.

Stagedicmp

Used by the State Poller to ping IP addresses using the
Internet Control Message Protocol (ICMP). Also used by
auto-discovery if Ping Sweep is enabled.

StagedSnmp

Used by the State Poller and Discovery to perform
Simple Network Management Protocol (SNMP) read-
only queries.

StatePoller

NMS State Poller Service. State Poller collects
measurements that assess the current state of
discovered devices. This information is provided for the
Causal Engine to use when calculating device health.

TrapConfigurationServices

Merges configuration changes between the NNMi
database and Trap Server.

TrustManager

Manages the trust information that is used when making
trust decisions. Decides whether credentials presented
by a peer should be accepted.
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HP Network Node Manager iSPI Network Engineering Toolset Software Services
(NNM iSPI NET)

ovjboss

Service
Name Description

RbaManager | Tracks internal statistics and provides performance counters related to diagnostic
flow execution using HP Operations Orchestration servers through the HP
Network Node Manager iSPI Network Engineering Toolset Software.

Verify that NNMi Services are Running

After you install Network Node Manager, a group of services run on the NNMi management server.
For information about each service, see "About Each NNMi Service" on page 82.

To verify that all NNMi services are running, do one of the following:
o Select Tools — NNMi Status to display a report.
¢ Atthe command line, type:

ovstatus —v ovjboss

See the ovstatus Reference Page for more information.
Review the list of services to ensure that all are running.
"Service is started" means this service is working properly.
"Service is stopped" means this service/process is not running.

If you see any of the messages in this list, investigate the log files and look for the keyword
Exception (within the log file for the parent ovjboss process and the log file for the specific
service):

"Service is in created state"
"Service is in failed state"
"Service is in registered state"
"Service is in destroyed state"
"Service is in started state"
"Service is in starting state"
"Service is in stopped state"
"Service is in stopping state"
"Service is in unregistered state"

Log files are found in the following location. If your NNMi management server participates in a high
availability (HA) environment, click here for more information:

1. Before opening the log file, first identify the HA MOUNT POINT for your NNMi environment.
2. Atthe command line, type:

Windows:
$NnmInstallDir%/misc/nnm/ha/nnmhaclusterinfo.ovpl NNM -config -get
HA_MOUNT POINT
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UNIX:
opt/OV/misc/nnm/ha/nnmhaclusterinfo.ovpl NNM -config —get HA MOUNT
POINT

3. Atthe command line, type the following (/DataDixr/ is the literal path):
<HA MOUNT POINT>/DataDir/log/nnm

¢ Windows:
$NnmDataDir%\log\nnm\<name>.%g

o UNIX:
/var/opt/0OV/log/nnm/<name>.%g.

%g represents the archive number of the archived log file
The parent ovjboss process generates the following log files:
e oviboss.logand oviboss.log.old

Note: Each restart creates a new ovjboss. log and overwrites the ovjboss.log.old.

Stop or Start NNMi Services

You can stop or start all NNMi services at the same time. You cannot start and stop individual
services. See the ovstop and ovstart Reference Page for more information.

Caution: If your NNMi management server participates in a high availability (HA) environment,
under certain circumstances, you should not use ovstop or ovstart. Before using either of
these commands, see the HP Network Node Manager i Software Deployment Reference,
whichis available at: http://h20230.www2.hp.com/selfsolve/manuals

To stop or start the NNMi services:

At the command line, type the command:

ovstop

ovstart
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IPv6 upgrades |Pv4 features and allows for vastly more address space, built-in security, and
enhanced support for streaming media and peer-to-peer applications.

When your network environment includes both IPv4 and IPv6, your NNMi administrator can
configure NNMi to automatically detect and monitor both types of addresses, whether devices are
IPv4-only, IPv6-only, or dual-stack (both).

Note: The NNMi administrator must enable IPv6 with a setting in the nms -
jboss.properties file. See the HP Network Node Manager i Software Deployment
Reference, which is available at: http://h20230.www2.hp.com/selfsolve/manuals.

If enabled for IPv6, NNMi-Advanced allows IPv6 addresses and address ranges in the following:

o SNMP communication (address ranges and specific addresses), see "Configuring
Communication Protocol" on page 119.

The NNMi administrator specifies whether your network environment uses IPv4 or IPv6
addresses for SNMP agents Management Address (see "Configure Default SNMP,
Management Address, and ICMP Settings" on page 120).

# Configuration workspace > Communication Configuration > in the Management
Address Selectionarea, configure the IP Version Preference attribute (IPv4, IPv6, or Any)

o Discovering address information about devices in your network (Include or exclude address
ranges and specific addresses. Use IPv6 for discovery seeds.). See "Discovering Your
Network" on page 175 and "IPv6 Addresses Prerequisite (NNMi Advanced)" on page 190.

Note: IPv6 addresses are automatically excluded from Ping Sweep if you configure NNMi
to use Ping Sweep as a starting point for discovery. NNMi detects the IPv6 addresses later
in the discovery process. IPv6 addresses cannot be used when manually configuring
representations of subnet connections that NNMi cannot otherwise detect (the optional
Subnet Connection Rules aspect of Discovery).

« Monitoring a subset of the discovered devices using Node Group and Interface Group filters
(through address filters and specific address lists), see "Monitoring Network Health" on page
340.

o NNMiuses ICMPv6 communication for IPv6 Address fault monitoring.

o Configure NNMi fault monitoring to generate incidents about a subset of the discovered devices
using Node Group and Interface Group filters (address filters and specific addresses), see
"Configuring Incidents" on page 589.

NNMi documents the associations between IPv6 Addresses, Subnets, Interfaces, and Nodes and
presents consolidated IPv4 and IPv6 information. See Accessing Device Details.

Page 87 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 2: Introduction to IPv6 (NNMi Advanced)

NNMi provides Layer 2 Neighbor Views, Layer 3 Neighbor Views, and Topology Maps of IPv4 and
IPv6 devices combined.

Note: Path View does not include IPv6 addresses.

The NNMi console's Actions — Node Access — Ping (from server) and Actions — Node
Access — Trace Route (from server) menu items work with both IPv4 and IPv6. See Test Node
Access (Ping) and Find the Route (traceroute).

Tip: You can right-click any object in a table or map view to access the Actions menu.
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Overlapping Addresses in NAT
Environments

NNMi can help you manage areas in your network that are configured using address translation
protocols, resulting in Overlapping Addresses / Duplicate Address Domains. Each address domain
must be assigned to a unique Tenant, see "Configure Tenants" on page 194. Spiral Discovery
requires a Discovery Seed (Tenant / Address pair) to identify each node before NNMi discovers and
monitors that node. See "Specify Discovery Seeds" on page 256.

Best Practice: No duplicate Domain Name System (DNS) names. See "Well-Configured DNS
Prerequisite" on page 188.

NNMi helps you manage important devices that are using any of the following address translation
protocols. The NNMi configuration requirements vary, depending on the protocol:

o Static Network Address Translation (NAT)
o Dynamic Network Address Translation (NAT)
e Dynamic Port Address Translation (PAT/NAPT)

One NNMi management server can manage one or more static Network Address Translation (NAT)
domains, each address domain must be assigned to a unique Tenant.

If static Network Address Translation (NAT) is part of your network management domain, you
configure NNMi to display the NAT external IP address (public address) in the Mapped Address
attribute of the IP Address form for the identified Tenant / NAT internal IP address (such as private
IPv4 address) pair. This configuration setting is also important for node monitoring, see
"Overlapping Address Mapping" on page 191.
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One NNMi management server can manage one dynamic Network Address Translation (NAT)
domain or dynamic Port Address Translation (PAT/NAPT) domain. All nodes in this domain must
belong to the same Tenant. The NNMi management server must participate in a Global Network
Management environment as a Regional Manager.
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Use NNMi's Global Network Management feature to monitor multiple dynamic Network Address
Translation (NAT), dynamic Port Address Translation (PAT/NAPT) domains, or both. Tenants must
be unique within the entire NNMi Global Network Management configuration. See "Connecting
Multiple NNMi Management Servers (NNMi Advanced)" on page 93 and "Tenant Best Practices for
Global Network Management" on page 96.
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Devices that belong to the Default Tenant can have Layer 2 Connections to any device in any
Tenant. Devices within any Tenant other than Default Tenant can have Layer 2 Connections only to
devices within the same Tenant or the Default Tenant.

Tip: Assign any infrastructure device that interconnects multiple NAT domains (such as a
NAT gateway) to the Default Tenant. This ensures that NNMi displays the Layer 2
Connections your team and customers need to see.

For more information:
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Use NNMi Help Anywhere, Anytime

The NNMi Help system can run independently from the console. Simply unzip the files into any
convenient location.

To locate the NNMi Help files, on the NNMi management server, navigate to the location
appropriate for the NNMi management server's operating system (see table).

Location of the NNMi Help System

Operating System NNMi Help System Files

Windows $NnmInstallDir$\NNM\server\deploy\nnmDocs en.war

UNIX /NNM/server/deploy/nnmDocs_en.war

To access Help independently from the console:
1. Copy the web archive file nnmDocs_en.war to any convenient location.

2. Atthe command prompt, navigate to the directory where you placed the nnmDocs_en.war
file. To extract the help directory structure and files, type:

jar xvf nnmDocs_en.war (You might need to specify the complete path to the jar
command's location on your computer.)

Tip: You can also use WinZip on Windows to decompress the nnmDocs _en.war file.
3. Navigate toand openthe /htmlHelp/nmHelp/nmHelp.html file.
4. The NNMi Help system runs as usual in the default browser window.

To Access a PDF version of the NNMi online help:

Goto: http://h20230.www2.hp.com/selfsolve/manuals
This site requires that you register for an HP Passport ID. To obtain an HP Passport ID, go to:

http://h20229.www2.hp.com/passport-registration.html
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Connecting Multiple NNMi Management
Servers (NNMi Advanced)

The Global Network Management feature enables you to configure NNMi to share the workload
among multiple NNMi management servers in your network environment. For more information
about the Global Network Management feature, click here.

Global Manager Eﬁj

[FIkRA management zerver 1]

Fedgional

Managers L
ﬁ » gﬁj ; Eement server 9
MMM managemen E gﬁj Foement server &
MMM managemen gﬁj Boement server ¥
MM managemen anagement zerver E|

[ RirIdi management server 5|

(NNMi Advanced) There are many benefits to using the NNMi Global Network Management
feature:

¢ Provides safe and secure communication among multiple NNMi management servers.

o Provides a central big-picture view of your corporate-wide network on the Global Manager for 24-
hour/7-days-per-week coverage.

« Enables management of nodes that are configured with address translation protocols to provide
their public address (resulting in overlapping addresses domains). An NNMi Regional Manager
is required for each address domain configured with following protocols:

= Static Network Address Translation (NAT)
s Dynamic Network Address Translation (NAT)
n  Dynamic Port Address Translation (PAT/NAPT)

o Easytosetup:
= Each Regional Manager administrator specifies all Node object data or a specific Node Group

for participation at the Global Manager level.

= Each Global Manager administrator specifies which Regional Managers are permitted to
contribute information.
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o Automatically combines topology from multiple NNMi management servers on the Global
Manager, but keeps management responsibilities separate. (No duplication, the responsible
NNMi Management server is clearly identified per Node.)

o Generates and manages Incidents independently on each server (generated within the context
of topology available on each server).

« Regional Manager administrators can configure specific SNMP traps or NNM 6.x/7.x Events to
be forwarded from Regional Managers to Global Managers.

Review the Global Network Management deployment choices in the HP Network Node Manager i
Software Deployment Reference (available at:
http://h20230.www2.hp.com/selfsolve/manuals).

All NNMi management servers in your network environment that participate in Global Network
Management (Global Managers and Regional Managers) or Single Sign-On (SSO) must have their
internal time clocks synchronized in universal time.

Caution: Use a Time Synchronization program, for example, the UNIX (HP-UX/ Linux /
Solaris) tool Network Time Protocol Daemon (NTPD) or one of the available Windows
operating system tools.

Review the Global Network Management deployment choices and “Configuring Single Sign-On for
Global Network Management” section in the HP Network Node Manager i Software Deployment
Reference, which is available at: http://h20230.www2.hp.com/selfsolve/manuals.

To configure Global Network Management, do the following:
1. Navigate to the Global Network Management form.
a. From the workspace navigation panel, select the Configuration workspace.
b. Select Global Network Management.
2. Do one of the following:

= Global Manager. If you are the NNMi administrator for the Global Manager, decide which
Regional Managers are permitted to forward network information to that Global Manager
(NNMi management server). Each Regional Manager retains management responsibilities
for the forwarded nodes. The Global Manager might or might not directly manage a set of
network devices. See the following topics for more information:

o "Global Manager: Connect to a Regional Manager" on page 103

o "Overlapping Addresses in NAT Environments" on page 89

Note: Each NNMi management server must have a static, routable IP address as
the Management Address (for all SNMP/ICMP communication). See "Configure
Default SNMP, Management Address, and ICMP Settings" on page 120 and
"Specific Node Settings Form (Communication Settings)" on page 155.

= Regional Manager. If you are the NNMi administrator for the Regional Manager, you
control the following aspects of communication with the Global Manager:
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o Configure a Tenant for each address domain. The Tenant name must be unique across
all Tenants in the Global Network Management domain. See "Tenant Best Practices for
Global Network Management" on the next page.

o Forward information about all Node object data or only data about Nodes belonging to
one Node Group. See "Regional Manager: Create a Forwarding Filter (Limit the available
Node information)" on page 102.

Note: Incidents associated with the specified Nodes are not forwarded to the Global
Manager. Each server maintains an independent group of incidents.

o Forward specific SNMP traps and NNM 6.x/7.x Events to the Global Manager. See
"Configure Forward to Global Manager Settings for an SNMP Trap Incident (NNMi
Advanced)" on page 927 and "Configure Forward to Global Managers Settings for a
Remote 6.x/7.x Event Incident (NNMi Advanced)" on page 1338.

3. Click ‘21 Save and Close to apply your changes.
After Global Network Management is set up in your network environment:

o Totroubleshoot any issued with Global Network Management, see "Troubleshoot Global
Network Management" on page 110.

¢ Todetermine which Nodes are monitored by each NNMi management server, see View the
NNMi Management Servers' Domain List.

¢ To determine which Incidents were forwarded to the Global Manager, see Monitor Incidents in a
Global Network Management Environment (NNMi Advanced).

About Multi-Tenancy and Global Network
Management

(NNMi Advanced - Global Network Management feature.) When configuring NNMi for multiple
Tenants in a Global Network Management environment, note the following:

¢ All NNMi installations (NNMi Regional Managers and NNMi Global Managers) have a Tenant
object named Default with the following UUID: 1b96011e-8829-4e5d-8ab7-f93b7b10ac79.

o If areas in your network are configured using address translation protocols, each address
domain must be assigned to a unique Tenant.

« If a Regional Manager's Node is replicated to the Global Manager, and that replicated Node is
assigned to a Tenant UUID that is not yet defined on the NNMi Global Manager, NNMi creates
an additional Tenant definition on the NNMi Global Manager.

Note: Ideally, this would never happen, see "Tenant Best Practices for Global Network
Management" on the next page.

o If the NNMi Global Manager creates an additional Tenant object (based on a Regional Manager's
replicated Node), NNMi uses the following attribute values for that new Tenant object:

= UUID: The NNMi Global Manager uses the Regional Manager Tenant's UUID attribute value
for the new Global Manager's Tenant definition.

Page 95 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 5: Connecting Multiple NNMi Management Servers (NNMi Advanced)

= Name: The NNMi Global Manager automatically uses the Regional Manager Tenant's Name
for that new Global Manager's Tenant object. However, the NNMi administrator on the Global
Manager can change that name, but the UUID maintains the relationship. See
"Troubleshooting Tenants in Global Network Management" on page 99.

= Initial Discovery Security Group: The NNMi Global Manager automatically creates a new
Security Group with the same Name as that newly created Tenant, and uses that newly
created Security Group for this attribute value.

Note: The NNMi Global Manager creates this new Security Group whether a Security Group
by that name already exists, and that duplicate will have a unique UUID. To avoid
duplicates, see "Tenant Best Practices for Global Network Management" below.

The NNMi Regional Manager Tenant's Initial Discovery Security Group attribute value is not
preserved on the Global Manager because the Security configuration on the Global Manager
represents the needs of a different network environment. By creating a new Security Group,
no operators or guests on the NNMi Global Manager can see those replicated nodes unless
an NNMi administrator intentionally creates an appropriate Security Group Mapping. See
"Configuring Security" on page 503 for more information.

When additional Nodes from that Regional Manager are replicated to the NNMi Global Manager, for
those Nodes, the NNMi Global Manager uses the same Tenant assigned by the Regional Manager
(based on the UUID of the Tenant) and the Initial Discovery Security Group attribute value for that
Tenant as defined on the Global Manager.

Tenants for Overlapping Address Domains

If your network uses any of the following address translation protocols, you must create a unique
Tenant (other than Default Tenant) for each domain of nodes with addresses determined by the
following protocols (see "Configure Tenants" on page 194):

o Static Network Address Translation (NAT)
e Dynamic Network Address Translation (NAT)
e Dynamic Port Address Translation (PAT/NAPT)

The configuration requirements vary, depending which protocol is used (see "Overlapping
Addresses in NAT Environments" on page 89):

o Any number of static Network Address Translation (NAT) instances can be monitored by one
NNMi management server, as long as each instance is configured with a unique Tenant.

o Each instance of dynamic Network Address Translation (NAT) or dynamic Port Address
Translation (PAT/NAPT) must be configured as an NNMi Regional Manager, in addition to a
unigue Tenant. See "Connecting Multiple NNMi Management Servers (NNMi Advanced)" on
page 93.

Tenant Best Practices for Global Network
Management

NNMi Global Manager administrators and NNMi Regional Manager administrators need to work
togetherto synchronize Tenants and Security Groups for replicated Nodes.
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Note: If using HP Network Node Manager iSPI| Performance for Metrics Software, HP Network
Node Manager iSP| Performance for Quality Assurance Software, or HP Network Node
Manager iSPI Performance for Traffic Software and you want to generate reports from the
Global Manager, this Best Practice procedure is a required part of the configuration (not
optional).

See also "About Multi-Tenancy and Global Network Management" on page 95 and "Troubleshooting
Tenants in Global Network Management" on page 99.

Best practice procedure for establishing Tenants in a Global Network Management
environment:

1. The NNMi administrators work together to agree on a naming strategy for the Tenants
assigned to replicated Nodes and the Initial Discovery Security Group attribute value for those
Tenants.

When a Tenant is assigned to a particular Node, the associated Security Group for that Tenant
can be different on the Regional Manager and Global Manager:

Original Node's Attribute

Node Value on NNMi's Regional Replicated Node's Attribute Value on

Attribute Manager NNMi's Global Manager

Tenant Name: ABC — Same Name as Regional Setting.

Security | Name: < strategy > (These Name: < strategy > (These names can be

Group names can be independent of independent of the Security Group names
the Security Group names required by any of the Regional Managers.
required by the Global Manager. | For example, consider names that indicate
Use any logic that works for which Regional Manager replicated the
your team.) Node.)

2. The NNMi Global Manager's administrator does the following according to the new naming
strategy (determined in step 1):

» Defines all Security Groups required by the Global Manager.

If your team plans to use certain Security Groups on muiltiple NNMi management servers
(Regional Managers / Global Manager), defines all those shared Security Groups. This
establishes the UUID assigned to each shared Security Group.

= Defines all Tenants required by the Regional Managers and all Tenants required by the
Global Manager. This establishes the UUID assigned to each Tenant. For each Tenant's
Initial Discovery Security Group attribute value, use one of the Security Groups that are
appropriate for the Global Manager (because this setting is independent of the Regional
Manager's setting).

» Uses the nnmconfigexport.ovpl command line tool to export the new Tenant object
definitions and Security Group object definitions for importing into each Regional Manager's
database. See the nnmconfigexport.ovpl Reference Page.

= Updates each Node's Tenant assignment (to match the naming strategy determined in step

1)
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For non-replicated Nodes: Uses the nnmsecurity.ovpl command line tool to update
Tenant assignments for each Node in the NNMi Global Manager's database to the newly
created Tenants. See the nnmsecurity.ovpl Reference Page.

For replicated Nodes: After completing step 3, each replicated Node's Tenant assignment
is automatically updated in the NNMi Global Manager's database (to match the Regional
Manager's assignment the next time the Regional Manager forwards information about
discovery and monitoring results to the Global Manager).

Updates each Node's Security Group assignment (to match the naming strategy determined
instep 1):

Change existing Security Group assignments for all Nodes in the Global Manager's
database using one of the following methods:

o The Security Wizard. See "Using the Security Wizard View" on page 524.

o Thennmsecurity.ovpl command line tool. See the nnmsecurity.ovpl Reference
Page.

Note: These Security Group assignments can be different from the Regional Manager's
assignments, and any changes to the Regional Manager's Security Group assignment
for each Node are not replicated from Regional Managers to the Global Manager.

3. Each Regional Manager's NNMi administrator does the following according to the new naming
strategy (determined in step 1):

Uses the nnmconfigimport.ovpl -c securitycommand line tool to import the new
Tenant object definitions and Security Group object definitions (the Global Manager's
exported settings). See the nnmconfigimport.ovpl Reference Page.

Optional. Deletes any imported Tenants that are not relevant for this Regional Manager.

If not using shared Security Groups: Modifies each Tenant's Initial Discovery Security
Group setting to one of the Security Groups that are appropriate for this Regional Manager.

Optional. Deletes any imported Security Groups that are not relevant for this Regional
Manager.

Updates each Node's Tenant assignment (to match the naming strategy determined in step
1)

Usethe nnmsecurity.ovpl command line tool to change each Node's Tenant
assignment to the appropriate imported Tenant. See the nnmsecurity.ovpl Reference Page.

Updates each Node's Security Group assignment (to match the naming strategy determined
instep 1):

Change existing Security Group assignments for all Nodes in the Regional Manager's
database using one of the following methods:

o The Security Wizard. See "Using the Security Wizard View" on page 524.

o The nnmsecurity.ovpl command line tool. See the nnmsecurity.ovpl Reference
Page.

Note: These Security Group assignments can be different from the Global Manager's
assignments, and the changes to the Security Group assignments are not replicated to
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the Global Manager.

= Repeat step 3 for each Regional Manager.

Troubleshooting Tenants in Global Network
Management

You need to understand how NNMi determines the Tenant and Security Group setting per replicated
Node. For more information, see "About Multi-Tenancy and Global Network Management" on page
95.

The following scenarios explain the results of a potential series of changes when "Tenant Best
Practices for Global Network Management" on page 96 was not followed:

1. Thefirst time the Regional Manager forwards information about discovery and monitoring
results to the Global Manager. Click here for details.

When a Regional Manager's Nodes are assigned to a custom Tenant (other than Default) and
those Nodes are replicated to the Global Manager, if the Global Manager's database does not
contain a Tenant object with the same UUID:

= The Global Manager creates a new Tenant object with the same UUID and Name.

= The Global Manager automatically creates a new Security Group with the same Name as
the Tenant. This happens whether a Security Group by that name already exists (the
duplicate has a unique UUID).

Original Node's Attribute

Node Value on NNMi's Regional Replicated Node's Attribute Value on

Attribute Manager NNMi's Global Manager
Tenant UUID: uniqueTenant#one — Same UUID as Regional Setting.
Name: MyCustomer — Same Name as Regional Setting.

Security | UUID: uniqueSecurityGrp#one | NNMi creates a new Security Group with same
Group - Name as the Regional Manager's custom
Name: Tier1Support Tenant name. All other attributes of this
Security Group have no relation to the Regional
Manager's Tenant object.

UUID: uniqueSecurity Grp#two

Name: MyCustomer

2. Regional Manager's NNMi administrator changes the name of the MyCustomer Tenant object.
Click here for details.

Changes to the NNMi Regional Manager's Tenant Name or Description are not replicated to
the NNMi Global Manager. (No change on the Global Manager.)
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Previously Replicated Node

Node Original Node's Attribute Value Replicated Node's Attribute Value on

Attribute on NNMi's Regional Manager NNMi's Global Manager

Tenant UUID: uniqueTenant#one — Same UUID as Regional Setting.
Name: MyNewestCustomer Name: MyCustomer (hame NNMi
established during initial replication cycle,
see ).

Security | UUID: uniqueSecurityGrp#one UUID: uniqueSecurityGrp#two

Group Name: Tier1Support Name: MyCustomer

Newly Replicated Nodes

Node Original Node's Attribute Value Replicated Node's Attribute Value on

Attribute on NNMi's Regional Manager NNMi's Global Manager

Tenant UUID: uniqueTenant#one — Same UUID as Regional Setting.
Name: MyNewestCustomer Name: MyCustomer (hame NNMi
established during initial replication cycle,
see 1).

Security | UUID: uniqueSecurity Grp#one UUID: uniqueSecurityGrp#two

Group Name: Tier1Support Name: MyCustomer

3. Global Manager's NNMi administrator changes the assigned Security Group for a specific
Replicated Node. Click here for details.

(No change on the Regional Manager.)

Node Original Node's Attribute Value Replicated Node's Attribute Value on

Attribute on NNMi's Regional Manager NNMi's Global Manager

Tenant UUID: uniqueTenant#one — Same UUID as Regional Setting.
Name: MyNewestCustomer Name: MyCustomer (hame NNMi
established during initial replication cycle,
see ).

Security | UUID: uniqueSecurity Grp#one UUID: uniqueSecurity Grp#seven

Group Name: Tier1Support Name: Region1Security

4. Regional Manager's NNMi administrator changes the assigned Security Group for a specific
Node. Click here for details.

(No change on the Global Manager.)
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Node Original Node's Attribute Value Replicated Node's Attribute Value on

Attribute on NNMi's Regional Manager NNMi's Global Manager

Tenant UUID: uniqueTenant#one — Same UUID as Regional Setting.
Name: MyNewestCustomer Name: MyCustomer (hname NNMi
established during initial replication cycle,
see ).

Security | UUID: uniqueSecurity Grp#four UUID: uniqueSecurityGrp#seven
Group

Name: Building4 Name: Region1Security

5. Global Manager's NNMi administrator changes the MyCustomer Tenant object's definition to
have a different Initial Discovery Security Group: RockyMountRegion. Click here for details.

Any Nodes replicated for the first time have Security Group set to the new Initial Discovery
Security Group attribute value: RockyMountRegion.

Newly Replicated Nodes

Node Original Node's Attribute Value Replicated Node's Attribute Value on

Attribute on NNMi's Regional Manager NNMi's Global Manager

Tenant UUID: unigueTenant#one — Same UUID as Regional Setting.
Name: MyNewestCustomer Name: MyCustomer (hame NNMi
established during initial replication cycle,
see 1).

Security | UUID: uniqueSecurity Grp#four UUID: uniqueSecurity Grp#ten

Group Name: Building4 Name: RockyMountRegion

All previously replicated Node's Security Group settings remain unchanged (unless manually
changed). NNMi does not change any Node settings when the Tenant object's Initial
Discovery Security Group attribute value changes.

Previously Replicated Node
Node Original Node's Attribute Value Replicated Node's Attribute Value on

Attribute on NNMi's Regional Manager NNMi's Global Manager

Tenant UUID: unigqueTenant#one — Same UUID as Regional Setting.
Name: MyNewestCustomer Name: MyCustomer (hame NNMi
established during initial replication cycle,
see 1).

Security | UUID: uniqueSecurity Grp#four UUID: uniqueSecurityGrp#seven

Group Name: Building4 Name: Region1Security
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Regional Manager: Create a Forwarding Filter
(Limit the available Node information)

(NNMi Advanced - Global Network Management feature) As administrator of the Regional
Manager, you can specify which Node object data Global Managers can access:

To provide all Node object data to Global Managers in your environment, click here.

Do nothing. NNMi automatically forwards all Node object data unless a Forwarding Filter is defined.
Also see, "About Multi-Tenancy and Global Network Management" on page 95.

To limit available Node object data by creating a Forwarding Filter, click here.

(NNMi Advanced - Global Network Management feature) The Global Manager and the Regional
Manager maintain separate sets of data. Conclusions about each Node are derived from the
available data and can sometimes be different. Regional Managers forward the results of each
Auto-Discovery cycle to the Global Manager. The Regional Manager can have a Node Group filter
configured to limit the amount of data that is forwarded to the Global Manager. Filters are usually
unnecessary for Global Network Management. Do not filter out nodes that are important for
connectivity in your network environment to ensure NNMi has the data needed for accurate root
cause analysis.

1. Navigate to the Global Network Management form:
a. From the workspace navigation panel, select the Configuration workspace.
b. Select the Global Network Management form.

2. Select the Forwarding Filter tab.

3. Click the Node Groupféﬁ T Lookup icon and select one of the options from the drop-down
menu:

» [ Show Analysis to view Analysis Pane information for the currently selected Node Group
name. (See Use the Analysis Pane for more information about the Analysis Pane.)

= -2 Quick Find to view and select from the list of all existing Node Groups (for more
information see "Use the Quick Find Window" on page 41).

« = Open to display the details of the currently configured (selected) Node Group (see Node
Group form for more information).

= = New to create a new Node Group (see "Create Node Groups" on page 295 for more
information).

4. Click i1 Save and Close.

5. Global Managers in your network environment can now access only information about the
Nodes in the specified Node Group. If any Global Managers have previously gathered a wider
range of Node object data, that extra data is automatically removed from the Global Managers
database.

To verify that your Forwarding Filter is working as expected, wait until the next NNMi
rediscovery cycle finishes on your NNMi management server and then log on to the Global
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Manager. Follow the directions in View the NNMi Management Servers' Domain List. You
should see only the members of the Node Group specified as your Forwarding Filter.

Incidents associated with the specified Nodes are not forwarded to the Global Manager. Each
server maintains an independent group of incidents.

Regional Manager administrators can make exceptions to this for SNMP traps and NNM 6.x/7.x
events. The administrator must specifically configure forwarding to the Global Managers:

o "Configure Forward to Global Manager Settings for an SNMP Trap Incident (NNMi Advanced)"
on page 927

¢ "Configure Forward to Global Managers Settings for a Remote 6.x/7.x Event Incident (NNMi
Advanced)" on page 1338

To identify these specifically forwarded SNMP traps and NNM 6.x/7.x events on the Global
Manager, see Monitor Incidents in a Global Network Management Environment (NNMi Advanced).

Global Manager: Connect to a Regional
Manager

(NNMi Advanced - Global Network Management feature) As administrator, you can set up this
NNMi management server as a Global Manager that displays information from other NNMi
management servers (Regional Managers).

Tip: If the group of nodes being managed by a Regional Manager includes nodes already being
managed by the Global Manager, the duplicate information from the Regional Manager is not
imported into the Global Manager's database. If two Regional Managers are managing the same
node, only the first instance to be forwarded is added to the Global Manager's database. Also
see, "About Multi-Tenancy and Global Network Management" on page 95

To enable communication from this NNMi management server to another in your network:

1. Prerequisite:

All NNMi management servers in your network environment that participate in Global Network
Management (Global Managers and Regional Managers) or Single Sign-On (SSO) must have
their internal time clocks synchronized in universal time.

Caution: Use a Time Synchronization program, for example, the UNIX (HP-UX/ Linux /
Solaris) tool Network Time Protocol Daemon (NTPD) or one of the available Windows
operating system tools.

Review the Global Network Management deployment choices and “Configuring Single Sign-On
for Global Network Management” section in the HP Network Node Manager i Software
Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

2. Complete the required steps described in the HP Network Node Manager i Software
Deployment Reference (available at:
http://h20230.www2.hp.com/selfsolve/manuals), then navigate to the Global
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Network Management form.

a. From the workspace navigation panel, select the Configuration workspace.
b. Select the Global Network Management form.
3. Select the Regional Manager Connections Tab.

4. Do one of the following:
= To create a new configuration, click the - New icon.

= To edit a configuration, click the E Open icon in the row representing the configuration you
want to edit.

= DO NOT delete a configuration (the & Delete icon). See "Disconnect Communication with
a Regional Manager" on page 108 for more information.

5. Inthe Regional Manager form, provide the basic configuration settings (see basic settings
table).

6. From the Connection tab, navigate to the Regional Manager Connection form (see "Global
Manager: Configure the Regional Manager Connection" on the next page for more information).
Do one of the following:

= To create a new connection, click the = New icon.

= To edit a connection, select a row, click the B 1 Openicon.

= Todelete a connection configuration, select a row and click the # Deleteicon.
7. Click ‘1 Save and Close to return to the Regional Manager form.
8. Click il Save and Close to return to the Global Network Management form.

9. Click il Save and Close. NNMi establishes communication with the specified Regional
Manager. That NNMi management server now forwards information about discovery and
monitoring results to this NNMi management server.

Tip: To verify that the connection is working, see "Determine the State of the Connectionto a
Regional Manager" on page 112.

Basic Settings for this Regional Manager (NNMi Management Server)

Attribute Description

Name Type a meaningful name for this configuration record about the Regional NN Mi
management server. For example:

e The name your team uses to refer to the Regional NNMi management server.
o The company site being managed by the Regional Manager.

o The geographic area (Japan or Germany) being managed by the Regional
Manager.

The text you type appears in the Node view and NNMi Management Server view.
This text string also appears in the Nodes by Management Server view's drop-
down filter.
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Basic Settings for this Regional Manager (NNMi Management Server), continued

Attribute

Description

Alpha-numeric and special characters (~! @ #$ % » &amp; * () _+ -) are permitted.
No spaces are permitted.

Note: Communicate this Name attribute value to your team so they understand the
relationship between this name and the NNMi management server's DNS
name (used to log on to that NNMi management server).

Connection
State

NNMi provides the value for this attribute.

uulID

NNMi provides the value for this attribute. This is a unique number assigned by the
NNMi database.

Description

Optional. Provide any description that would be useful for communication purposes
within your team.

Type a maximum of 250 characters. Alpha-numeric, spaces, and special
characters (~! @ #$ % * &amp; * () _+) are permitted.

Global Manager: Configure the Regional Manager
Connection

(NNMi Advanced - Global Network Management feature) As administrator, you configure how this
NNMi management server communicates with another NNMi management server in your network
environment (the Regional Manager).

Tip: If the group of nodes being managed by a Regional Manager includes nodes already being
managed by the Global Manager, the duplicate information from the Regional Manager is not
imported into the Global Manager's database. If two Regional Managers are managing the
same node, only the first instance to be forwarded is added to the Global Manager's database.

To configure the communication connection to another NNMi management server:

1. Prerequisite:

All NNMi management servers in your network environment that participate in Global Network
Management (Global Managers and Regional Managers) or Single Sign-On (SSO) must have
their internal time clocks synchronized in universal time.

Caution: Use a Time Synchronization program, for example, the UNIX (HP-UX/ Linux /
Solaris) tool Network Time Protocol Daemon (NTPD) or one of the available Windows
operating system tools.

Review the Global Network Management deployment choices and “Configuring Single Sign-On
for Global Network Management” section in the HP Network Node Manager i Software
Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.
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2. Navigate to the Regional Manager Connection form.

a. From the workspace navigation panel, select the Configuration workspace.
b. Select the Global Network Management form
c. Select the Regional Manager Connections tab.
d. Do one of the following:
o To create a new configuration, click the = New icon.

o To edit a configuration, click the =1 Openicon in the row representing the configuration
you want to edit.

o DO NOT delete a configuration (the # Delete icon). See "Disconnect Communication
with a Regional Manager" on page 108 for more information.

e. Inthe Regional Manager form, navigate to the Connections tab. Do one of the following:
o To create a new connection, click the = New icon.
o To edit a connection, select arow, click the = Openicon.

o To delete a connection configuration, select a row and click the # Deleteicon.

3. Provide the connection configuration settings (see connection configuration settings table).

Note: If the Regional Manager participates in a high-availability (HA) environment, enter
configuration settings for each server in the high-availability group (application fail-over).
4. Click il Save and Close to return to the Regional Manager form.
5. Click il Save and Close to return to the Global Network Management form.

6. Click ] Save and Close. NNMi establishes communication with the Regional NNMi
management server. The Regional Manager forwards information about discovery and
monitoring results.

Tip: To verify that the connection is working, see "Determine the State of the Connection to a
Regional Manager" on page 112.

Connection Configuration Settings for a Regional NNMi Management Server

Attribute  Description

Hostname | The official fully-qualified-domain-name of the Regional Manager (the NNMi
management server). To verify the correct value, do one of the following:

e Logon to the Regional Manager, select Help — System Information, and
navigate to the Server tab. Use the value displayed in the Official Fully Qualified
Domain Name (FQDN) field.

¢ Use the nnmofficialfqdn.ovpl command.
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Connection Configuration Settings for a Regional NNMi Management Server,
continued

Attribute  Description

Note: If you want NNMi to use secure sockets layer encryption (HTTPS) to
access this Regional NNMi management server, the value must match the
hostname as specified in that server's SSL Certificate. For information about
establishing the required trust relationship, see the"Global Network
Management" chapter in the HP Network Node Manager i Software
Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

NNMi uses this hostname for communication with the Regional NNMi management
server and to construct URL Actions. See "Authentication Requirements for URLs
Access" on page 1491. See also "Actions Provided by NNMi" on page 43 and read
about these actions:

o Actions — Regional Manager Console (opens the NNMi console)

¢ Actions — Open from Regional Manager (opens the Node form)

Use If || disabled, NNMi uses hypertext transfer protocol (HTTP) and plain sockets to
Encryption | access this Regional NNMi management server.

If =< enabled, NNMi uses secure sockets layer encryption (HTTPS/SSL) to access
this Regional NNMi management server.

HTTP(S) | The Global Manager initiates all communication sockets. The Global Manager
Port needs access to the following default TCP ports on each Regional Manager:

Non-Encrypted

e nmsas.server.port.web.http = 80

e nmsas.server.port.hq = 4457
Encrypted

e nmsas.server.port.web.https = 443
e nmsas.server.port.hqg.ssl = 4459

To determine the current port number configuration or change port settings, access
the Regional Manager and look in the nms-local.properties file. See the nnm.ports
Reference Page for more information.

If | Use Encryption is disabled (previous attribute), enter the port number for HTTP
access to the NNMi console on the Regional NNMi management server. For
example http://<serverName>:<portNumber>/nnm/

If =4 Use Encryption is enabled (previous attribute), enter the port number for
HTTPS access to the NNMi console on the Regional NNMi management server.
Forexample https://<serverName>:<portNumber>/nnm/

User Type the user name required for NNMi sign-in for the system account on this
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Connection Configuration Settings for a Regional NNMi Management Server,
continued

Attribute  Description

Name Regional NNMi management server.

User Type the password for the NNMi system account on this Regional NNMi
Password | management server.

Note: NNMi encrypts the password and displays asterisks for this attribute. If
you want to change the password, first clear the asterisks displayed in the
Password attribute and enter the new Password value.

Ordering A numeric value. NNMi checks for configuration settings in the order you define
(lowest number first). NNMi uses the first match found for each address. Provide a
unigue connection ordering number for each Regional Manager configuration.

Any duplicate Ordering numbers are checked in random order, for example that
group of Regional Manager Connections can be checked in any order during each
discovery cycle.

Tip: Consider incrementing Ordering numbers by 10s or 100s to provide
flexibility over time.

Disconnect Communication with a Regional
Manager

(NNMi Advanced - Global Network Management feature) As administrator, you can disconnect
communication between a Global Manager (NNMi management server) and a Regional Manager
(another NNMi management server within your network environment).

To disconnect communication with a Regional Manager:

1. Onthe Global Manager (NNMi management server), navigate to the Global Network
Management form:

a. From the workspace navigation panel, select the Configuration workspace.
b. Select the Global Network Management form.
2. Select the Regional Manager Connections tab.

3. Clickthe = Openicon in the row representing the configuration you want to edit.

In the Regional Manager form, delete all Connection objects:

a. Select the Connections tab.

b. Select all Connection records, and click the # Deleteicon.
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4. Click i.lSave and Close to return to the Global Network Management form. NNMi disables
communication from this Global Manager (NNMi management server) to that Regional
Manager (NNMi management server).

5. Inthe Regional Manager Connections tab, note the Name attribute value for that connection
configuration (case-sensitive). You need to type this text string to replace
<RegionalNNMiServerName> in a later step.

6. Click ‘il Save and Close.

7. On the Global Manager (NNMi management server), at the command line, type the following
command (see "Delete Nodes" on page 1602 and nnmnodedelete.ovpl for more information):

Note: The original node records on the Regional Manager (NNMi management server) are
not affected. Only the copy of the node records will be deleted from the Global Manager's
database.

If you do not want to enter an NNMi User Name attribute value and an NNMi Password
attribute value at the command line, you can use the nnmsetcmduserpw.ovpl command to
specify the valid user name and password (instead of —u and -p). The credentials set
using the nnmsetcmduserpw.ovpl command are valid for command execution by the
same user. See "Set Up Command Line Access to NNMi" on page 577 for more
information.

Windows:
$NnmInstallDir$\bin\nnmnodedelete -rm <RegionalNNMiServerName> -u
<NNMiadminUserName> -p <NNMiadminPassword>

UNIX:
/opt/0OV/bin/nnmnodedelete -rm <RegionalNNMiServerName> -u
<NNMiadminUserName> -p <NNMiadminPassword>

NNMi searches the Global Manager's database for all nodes that this Regional Manager is
responsible for monitoring in your network environment. NNMi removes the node records from
the Global Manager's database (these node records represent information forwarded from the
Regional Manager). NNMi removes all associated data:

= Any interface or IP address information belonging to a deleted node.

= Any discovery seeds that match the name or IP address of a deleted node (unless you use
the nmnodedelete -keepSeed option).

Each Incident associated with the deleted Node is modified in the following ways, but not
deleted from the NNMi database: The Status attribute changes to Closed. The Correlation
Notes indicate the deletion of the associated node, interface, or address. The RCA State
attribute changes to FALSE. Incidents generated from SNMP traps or NNM 6.x/7.x Events
(received from the deleted Node) appear in the Incident views, but remain unresolved.

To remove the Incidents from your NNMi database, follow the instructions in "Archive and
Delete Incidents" on page 1598 to delete "Closed" Incidents. You will be deleting all "Closed"
Incidents, not just the "Closed" Incidents associated with this Regional Manager.

8. On the Global Manager (NNMi management server), remove the configuration record for this
Regional Manager.
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From the workspace navigation panel, select the Configuration workspace.

T o

Select the Global Network Management form.

o

Select the Regional Manager Connections tab.

d. Select the row that represents the Regional Manager (NNMi management server) that
should no longer communicate with this NNMi management server (the Global Manager),

and click the # Delete icon.

e. Click il Save and Close.

9. NNMi no longer requests information about discovery and monitoring results from that
Regional Manager.

Note: The NNMi management server that is no longer one of the Regional Managers is still
fully-functioning, but communication between the two NNMi management servers is now
disabled.

Traps from that Regional Manager are still forwarded to the Global Manager if configured to do
so, see "Configure Trap Forwarding Destinations" on page 1381. Disable any trap forwarding
that you no longer need.

Troubleshoot Global Network Management

(NNMi Advanced - Global Network Management feature) The Global Manager and the Regional
Manager maintain separate sets of data. Conclusions about each Node are derived from the
available data and can sometimes be different. Regional Managers forward the results of each
Spiral Discovery cycle to the Global Manager. The Regional Manager can have a Node Group filter
configured to limit the amount of data that is forwarded to the Global Manager. Filters are usually
unnecessary for Global Network Management. Do not filter out nodes that are important for
connectivity in your network environment to ensure NNMi has the data needed for accurate root
cause analysis.

o The Global Manager might know information about why a connection from one site to another is
down, but the Regional Manager just knows that the router connected to that remote site has an
interface that is down. Use Actions — Regional Manager Console to see the other
perspective.

o When troubleshooting a Node on the Global Manager, you can use Actions — Open from
Regional Manager to see the latest Node information on the Regional Manager.

(NNMi Advanced - Global Network Management feature) This group of help topics can help you
troubleshoot any problems with Global Network Management:

¢ "Clock Synchronization Issues (SSO / Global Network Management)" on the next page
« "Determine the State of the Connection to a Regional Manager" on page 112

e "Check the Health of Global Managers and Regional Managers" on page 113

¢ "Node Synchronization Issues " on page 115

Watch for these Incidents (error messages):

Page 110 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 5: Connecting Multiple NNMi Management Servers (NNMi Advanced)

o "Error Messages About Regional Managers (NNMi Advanced)" on page 117
o Message Queue Size Exceeded Limit

¢ Forwarded Incident Rate Exceeded

¢ Queue Size Exceeded Limit

If you suspect problems, see the following NNMi log file on each NNMi management server for
details about any communication problems between the Global Manager and Regional Manager:

¢ Windows:
$NnmDataDir%\log\nnm\nnm.0.0.log

¢ UNIX:
/var/opt/0OV/log/nnm/nnm.0.0.1log

See also these topics in NNMi Help for Operators:
o Is the Global Network Management Feature Enabled?

o View the NNMi Management Servers' Domain List

Clock Synchronization Issues (SSO / Global
Network Management)

(Single Sign-On and NNMi Advanced - Global Network Management feature)

All NNMi management servers in your network environment that participate in Global Network
Management (Global Managers and Regional Managers) or Single Sign-On (SSO) must have their
internal time clocks synchronized in universal time.

Caution: Use a Time Synchronization program, for example, the UNIX (HP-UX/ Linux /
Solaris) tool Network Time Protocol Daemon (NTPD) or one of the available Windows
operating system tools.

Review the Global Network Management deployment choices and “Configuring Single Sign-On for
Global Network Management” section in the HP Network Node Manager i Software Deployment
Reference, which is available at: http://h20230.www2.hp.com/selfsolve/manuals.

o Forclock issues when creating Regional Manager Connections, click here.
If you see the following message at the bottom of the NNMi console:

NNMi is not connected to 1 Regional Manager. See Help — System
Information, Global Network Management.

Check the nnm. 0. 0. 1og file on the Global Manager for the following message:

WARNING: Not connecting to system <serverName> due to clock
difference of <number of seconds>. Remote time is <date/time>.
o If Regional Manager Connections break after running successfully, click here.

Perhaps the clocks are no longer synchronized. Check the nnm. 0. 0. 1og file on the Global
Manager for the following message:
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WARNING: Not connecting to system <serverName> due to clock
difference of <number of seconds>. Remote time is <date/time>.

Within a few minutes of this warning, NNMi disconnects the Regional Manager Connection. And
the following message appears at the bottom of the NNMi console:

NNMi is not connected to 1 Regional Manager. See Help — System
Information, Global Network Management.

Determine the State of the Connection to a
Regional Manager

(NNMi Advanced - Global Network Management feature) NNMi provides the Connection State
attribute to help you track the health of communication connections between Global Managers and
Regional Managers in your network environment. The table below describes each possible
Connection State value.

To verify the state of the communication connection between NNMi management servers:

1.
2.

Possible States for Regional Manager Connections

Open the NNMi console on the Global Manager (NNMi management server).

Navigate to the Global Network Management form.

a. From the workspace navigation panel, select the Configuration workspace.
b. Select the Global Network Management form.

Select the Regional Manager Connections tab.

Locate the Connection State column in this view.

Check the Connection State value for each Regional NNMi management server.

Tip: To verify the list of Nodes being managed by each NNMi management server, see View
the NNMi Management Servers' Domain List.

Connection

State Description

Not The connection configuration was recently saved, and NNMi is attempting to
Established | establish the connection.

Partial The connection state is transitioning between states due to a recent change in
Connection | your network environment or a change in NNMi configuration settings.

Connected | Communication between the two NNMi management servers is working properly.

Not An error occurred and the connection failed.
Connected

Check the Regional Management Server configuration settings. Perhaps one of
the designated port numbers is not correct? See "Global Manager: Connect to a
Regional Manager" on page 103.

Perhaps the Regional NNMi management server is currently down? See
"Troubleshoot Global Network Management" on page 110.
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Thresholds in the Global Network Management
Environment

(NNMi Advanced) When using the NNMi Global Network Management feature: Configure
thresholds carefully as follows:

« Monitoring Configuration: Interface Group and Node Group thresholds are configured on each
NNMi management server (Regional or Global) that is responsible for the objects being
monitored (Interface, Node Component, Node). The threshold results are automatically
communicated from Regional Managers to Global Managers (but not visa versa):

= "Configure Threshold Monitoring for Interface Groups" on page 381
= "Configure Threshold Monitoring for Node Groups" on page 402

o Custom Poller Collection thresholds are configured on the NNMi management server (Regional
or Global) that is responsible for the objects being monitored. The results are not communicated
to other NNMi management servers.

= "Configure Threshold Information for a Custom Poller Collection" on page 441

Tip: Although Custom Polled Instances are not sent from a Regional Manager (NNMi
management server) to the Global Manager. From the Global Manager, users can access
that information by opening the monitored object's form and clicking Actions — Open from
Regional Manager to see the list of Custom Polled Instances on the Regional Manager.

e Trap volume/forwarding is configured on each NNMi management server (Regional or Global).

= Interpret Incidents Related to SNMP Traps

Check the Health of Global Managers and Regional
Managers

Do one of the following to check the health of the Global Network Management feature:

¢ Log on to the Global Manager as an NNMi administrator, and open the NNMi console on the
Global Manager (NNMi management server). Click here for more information.

a. Click the Help — System Information.

b. Click the Global Network Management tab.

c. Inthe Regional Managers Reporting to this Global Manager section, review the list of
all Regional Managers that report to this Global Manager:

o Name: The current value of the Name attribute for this Regional NNMi management
server (as specified in the Remote Manager Connection form).

o Connection State: The current state of communication between the Global Manager and
Regional Manager. There are four possible values:

o Not Established — A new Regional Manager Connection is not yet fully functional.
This state is brief unless NNMi encounters a problem.
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o Connected — Data is flowing between the Global Manager and the Remote Manager.

o Not connected — A previously established connection is no longer working. See
"Clock Synchronization Issues (SSO / Global Network Management)" on page 111.

All NNMi management servers in your network environment that participate in Global
Network Management (Global Managers and Regional Managers) or Single Sign-On
(SSO) must have their internal time clocks synchronized in universal time.

Caution: Use a Time Synchronization program, for example, the UNIX (HP-UX/
Linux / Solaris) tool Network Time Protocol Daemon (NTPD) or one of the
available Windows operating system tools.

Review the Global Network Management deployment choices and “Configuring Single
Sign-On for Global Network Management” section in the HP Network Node Manager i
Software Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

o Node Count: The number of nodes in the Global Manager's database that are being
managed by this Regional Manager.

e Log on to the Regional Manager as an NNMi administrator, and open the NNMi console on the
Regional Manager (NNMi management server).click here for more information..
a. Click the Help — System Information.

b. Click the Global Network Management tab.

c. Scroll down to the Reporting to Global Managers section, and review the list of all Global
Managers that receive data from this Regional Manager:

o Name: The fully-qualified DNS hostname of the Global Manager (NNMi management
server).

Note: If you see something other than a fully-qualified DNS hostname in the Name
column, the Global Manager is down and has been down since this Regional
Manager was last restarted (see "Stop or Start an NNMi Process" on page 82 or
"Stop or Start NNMi Services" on page 86 for more information).

o Messages Currently in Queue: The current number of messages that need to be sent to
the Global Manager.

Messages are automatically sent to the Global Manager. If the number of messages in
the queue continually increases and never decreases, or if the number of messages in
the queue consistently exceeds 10,000, then there might be a problem.

Note: If the Global Manager is down for maintenance for a few hours, the queue size
naturally increases until the Global Manager is back online.

Queue size over 100,000 indicates a serious issue. Consider disconnecting that global
manager until the issue can be resolved..

o NNMi administrators can use the command line on any NNMi management server to generate a
report about NNMi health. See the nnmhealth.ovpl Reference Page for more information.

There are two ways to log on to a Regional Manager:
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o Directly log on to the Regional Manager (NNMi management server).

« From the Global Manager, select any Node being managed by the Regional Manager and click
Actions — Regional Manager Console. See "Actions Provided by NNMi" on page 43.

Node Synchronization Issues

(NNMi Advanced - Global Network Management feature).

Note: The Global Manager and the Regional Manager maintain separate sets of data. Nodes
that are managed by the Regional Manager are discovered on the Regional Manager and are
not rediscovered by the Global Manager.

Use the nnmnoderediscover.ovpl command when information about one or more nodes on the
Global Manager or on a Regional Manager is not as expected or up-to-date. This is an unlikely
scenario, but could be caused by data loss resulting from disk corruption, operator error, or
extended downtime of the Global Manager. This command enables you to request that the specified
Regional Manager send the most recent discovery information to the Global Manager. You can
choose to send information for all nodes or for a subset of nodes.

Tip: Begin by re-synchronizing the smallest set of nodes that appear to have inconsistencies.
If you need to re-synchronize all nodes in your managed network, execute this command
during off hours when possible.

The nnmnoderediscover.ovpl command places the node or nodes into the NNMi discovery queue.
The amount of time before the node starts discovery depends on how long NNMi takes to work
through the nodes in the queue.

Caution: Use nnmnoderediscover.ovpl and especially nnmnoderediscover.ovpl -
fullsync with care. Rediscovering all nodes or a large subset of nodes causes a large
increase in CPU usage and network bandwidth. The —ful1sync option with a large number of
nodes also can cause a large increase in resource usage due to the increase in status
recalculations.

You can re-synchronize discovery information for any of the following:

o All the nodes in your network (from the Global Manager) or a subset of nodes that are handled by
a Regional Manager

o All the nodes managed by the local NNMi management server
o All of the nodes listed in a specified file or a single node

For example, to re-synchronize discovery information for all nodes on a specified Regional
Manager, from the Global Network manager, use the following syntax:

nnmnoderediscover.ovpl -rm <regional manager>

When you want to force the re-synchronization of all information about all nodes managed by an
NNMi Regional Manager, including State and Status information, use the -fullsync option as
shown in the following example:

nnmnoderediscover.ovpl -rm <regional manager> -fullsync

Page 115 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 5: Connecting Multiple NNMi Management Servers (NNMi Advanced)

NNMi automatically performs a full re-synchronization in the following cases:
¢ When upgrading an NNMi management server from an earlier NNMi release
o After restoring an NNMi management server from a backup.

o After failover in an NNMi cluster. For more information about NNMi’s Application Failover
feature, see in the "Resilience" chapter of the HP Network Node Manager i Software
Deployment Reference which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

When using nnmnoderediscover.ovpl -fullsync, note the following:

« When NNMi synchronizes information for locally managed nodes, NNMi does the following:
= Performs a Configuration Poll (nnmconfigpoll.ovpl) for each node specified.

= Reloads and refreshes the monitoring configuration for the node
= State Poller sends all current State values to the Causal Engine for analysis.

= The Causal Engine recalculates the Status for each node specified using the current State
information.

= [f the NNMi management server is a Regional Manager, the re-synchronized information is
automatically uploaded to the Global Manager.

The following diagram illustrates executing nnmnoderediscover.ovpl -fullsync
locally on the Regional Manager.

nnmnoderediscovrer . orpl

e LY , Fegional Manager
gathers new information

=
A and forwards it to the

Glohal Manager.
Q :] i _______________ 1

Global Manager -.- somyesas -.|
(MR management server 18.1.1.1

|
receiving newdy gathered data : v v
fromthe Regional Manager) |

|

|

16.1. 1.2 18.1.13 16.1.1.4 |

When NNMi synchronizes information for remotely managed nodes (for example using a
nnmnoderediscover.ovpl -rmcommand from the Global Manager), NNMi does not
execute an nnmconfigpoll.ovpl command for each node. Instead, the Global Manager
requests the Node information that is currently stored in the Regional Manager's database.

The following diagram illustrates executing the following command on the Global Manager:
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nnmnoderediscover.ovpl -rm <regional manager>

nnmnoder ediscover. ovpl -rm <RegionalManagerHame-

Global Manager

sends a reguest to the Regional Manager
and receives the information stored in
the Regional Manager's database.

Fegonal Manager
(MMM management server)

oo

See nnmnoderediscover.ovpl, nnmconfigpoll.ovpl and nnmstatuspoll.ovpl for more information.

Error Messages About Regional Managers (NNMi
Advanced)

(NNMi Advanced - Global Network Management feature) A special set of incidents keeps the
Global Manager informed of any problems with the Regional Manager:

e Licensingissues
= License Expired
= License Mismatch
= License Node Count Exceeded
o Application fail-over health issues
= Nnm Cluster Failover
= Nnm Cluster Lost Standby
= Nnm Cluster Startup
= Nnm Cluster Transfer
o Traffic volume issues
= Snmp Trap Limit Critical
= Snmp Trap Limit Major
= Snmp Trap Limit Warning
= Trap Storm

These incidents are generated on the Regional Manager (NNMi management server). The Regional
Manager forwards a copy of these incidents to the Global Manager. NNMi dynamically closes these
incidents on the Regional Manager when the issue is resolved. The NNMi administrator for the
Global Manager (NNMi management server) must manually close the forwarded copy.
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From any Incident view, you can identify the forwarding server or servers (cia.remotemgr). Use
the Custom Incident Attribute tab on the Incident form for the selected incident. NNMi uses Custom
Incident Attributes (CIAs) to attach additional information to incidents.
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Configuring Communication Protocol

NNMi uses the following protocols to discover your network and monitor the health of your network
environment:

o Simple Network Management Protocol (SNMPv1 and SNMPv2c)
= Read-only queries, also known as "Get" commands.

SNMPv1 and SNMPv2c require the use of a read community string to authenticate
messages that are sent between NNMi and SNMP agents. NNMi cannot discover
information about the SNMPv1 and SNMPv2c devices in your network environment until you
provide the appropriate read community strings. During discovery and monitoring, NNMi uses
the read community strings you provide in the Communication Configurations option of the #
Configuration workspace. When a device is first discovered, NNMi tries all appropriate read
community strings and makes a record of the first read community string that works. To keep
network traffic to a minimum, from then on NNMi uses the recorded read community string
when communicating with that device using SNMP. If at some point the device no longer
responds to the recorded read community string, NNMi tries all appropriate read community
strings and makes a record of the first read community string that now works.

= Write commands, also known as "Set" commands.

SNMPv1 and SNMPv2c require the use of a write community string to authenticate
messages that are sent between the nnmsnmpset.ovpl command and SNMP agents.

o SNMPv3 requires the use of user-based security model (USM) user names instead of
SNMPv1/SNMPv2c community strings to authenticate messages that are sent between NNMi
and SNMP agents. NNMi cannot discover information about the SNMPv3 devices in your
network environment until you provide the appropriate user name and authentication. During
discovery and monitoring, NNMi uses the SNMPv3 User Name attribute value and
authentication that the NNMi administrator provides in the Communication Configuration
workspace. When a device is first discovered, NNMi tries all appropriate USM user names and
makes a record of the first USM user name that works. To keep network traffic to a minimum,
from then on NNMi uses the recorded SNMPv3 User Name attribute value when communicating
with that device using SNMP. If at some point the device no longer responds to the recorded
SNMPv3 User Name attribute value, NNMi tries all appropriate USM user names and makes a
record of the one that now works.

« Internet Control Message Protocol (ICMP) ping commands

Note: If NNMi discovers a device for which no SNMP authentication was provided in the
Communication Configuration workspace, that device is treated as a non-SNMP device.

You control the amount of traffic NNMi generates on your network. You can modify the settings to
meet your needs.

To configure the way NNMi uses ICMP and SNMP protocols, do the following:
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1.

2.

Navigate to the Communication Configuration form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Selectthe Communication Configuration.

Make your configuration choices. The Communication Configuration settings determine
whether each NNMi Rediscovery cycle automatically detects the best SNMP choice (v1, v2,
or v3) for each Node (automatically detects any upgrade to the SNMP agent on each Node), or
uses only the SNMP version that you specify.

Click here for a list of choices .

Click il Save and Close to apply your changes.

Note: You control the amount of network traffic generated by NNMi by designating the
Rediscovery Interval setting (see "Adjust the Rediscovery Interval" on page 210 for
more information) and making choices when you "Configure NNMi Monitoring Behavior"
on page 340.

Configure Default SNMP, Management
Address, and ICMP Settings

NNMi generates network traffic using ICMP and SNMP protocols to discover and monitor your
network environment. Default settings for the use of these protocols are provided, for example
timeout and retry behavior settings.

NNMi Advanced: The NNMi administrator specifies whether your network environment uses IPv4
or IPv6 addresses for SNMP agents Management Address. See Management Address Selection
table.

To configure the default communication protocol settings for your environment:

1.

4.

Navigate to the Communication Configuration form.

a. From the workspace navigation panel, select the # Configuration workspace.
b. Select the Communication Configuration.

Locate the Default Settings groups.

Make your configuration choices (see the Default SNMP Settings table, Management Address
Selection table, and Default ICMP Settings table).

For an explanation of how NNMi implements timeout and retry configurations, see "Timeout /
Retry Behavior Example for SNMP" on page 127 and "Timeout / Retry Behavior Example for
ICMP" on page 128.

Click il Save and Close to apply your changes.

Default SNMP Settings Attributes

Attribute Description

Enable
SNMP Note: The NNMi administrator can over-ride this setting for a Region or on a
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Default SNMP Settings Attributes, continued

Attribute Description

Address
Rediscovery

per-node basis. See "Communication Region Form" on page 137and
"Specific Node Settings Form (Communication Settings)" on page 155.

If =</ enabled, NNMi automatically identifies which management address (SNMP
agent) to use for each device. If the initially configured address becomes
unreachable, NNMi automatically locates another address, if possible, and
changes the management address attribute value. Click here for more
information.

When NNMi first discovers a node, the seed address (provided by the NNMi
administrator) or discovered address (for non-seeded nodes) becomes the initial
address used for SNMP communication. After NNMi builds an inventory of all IP
addresses associated with the node (see "How Spiral Discovery Works" on page
176), NNMi follows a set of rules to determine which address is the best choice
for each node's Management Address:

Note: With NNMi Advanced, the NNMi administrator specifies whether
NNMi prefers IPv4 or IPv6 addresses when selecting the Management
Address. See Configure Default SNMP, Management Address, and ICMP
Settings.

1. NNMi ignores the following addresses when determining which Management
Address is most appropriate:

= Any address of an administratively-down interface.
= Any address that is virtual (for example, VRRP ).

= Any IPv4 Anycast Rendezvous Point IP Address? or IPv6 Anycast
address.

= Any address in the reserved loopback network range. IPv4 uses 127/24
(127.*.*.*)and IPvBuses : : 1.

= Any IPv6 link-local address?.

2. If the NNMi Administrator specifies Enable SNMP Address Rediscovery in
Communication Configuration, NNMi prefers the last-known Management
Address (if any).

3. If the Management Address does not respond and the NNMi Administrator

TVirtual Router Redundancy Protocol
2Rendezvous Point addresses are loopback addresses used for routers in multi-cast network

configurations.

3A non-routable IPv6 unicast address only used for communication with other nodes on the same
link (LAN or VLAN). Link local addresses cannot be used for communication that must be
forwarded through a router. IPv6 auto-configuration automatically assigns a unique link local
address in the fe80::/10 address space to each IPv6-enabled interface on a system.
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Default SNMP Settings Attributes, continued

Attribute Description

specifies Enable SNMP Address Rediscovery in Communication
Configuration, NNMi uses the Communication Configuration settings for
Management Address Selection. The NNMi Administrators chooses the
order in which NNMi checks the following:

If no response, NNMi queries any remaining |IP addresses in the node's IP
address inventory, starting with the lowest number. NNMi uses the address
with the lowest number from which the SNMP agent responds.

If no response, NNMi checks for any Mapped Address configured for one of
the currently known addresses (see the Mapped Address column in the
Custom IP Addresses view).

Note: The address represents a static Network Address Translation

Seed IP / Management IP - If the NNMi Administrator configures a Seed,
NNMi uses the Seed address (either a specified IP address orthe DNS
address associated with a specified hostname) only during initial
Discovery. NNMi then requests the current Management Address (the
address from which the node's SNMP Agent responds) and uses that IP
address for all communication after initial discovery.

Lowest Loopback - If a node supports multiple loopback address’,
NNMi queries each loopback addresses, starting with the lowest number.
NNMi uses the loopback address with the lowest number from which the
SNMP agent responds (for example, 10.16.42.197 is a lower number than
10.16.197.42).

Highest Loopback - If a node supports multiple loopback address?,
NNMi queries each loopback addresses, starting with the highest
number. NNMi uses the loopback address with the highest number from
which the SNMP agent responds.

Interface Matching - The NNMi Administrator chooses which interface
MIB variable NNMi queries to detect changes. NNMi can use the
following MIB-II attribute values: i fIndex, i fName, ifDescr,
ifAlias, oracombination of these (i fName or i fDescr, i fName or
ifDescrorifAlias).

1The address associated with the loopback interface. The loopback interface is a virtual interface
on a device that provides a route for internal communication. Many vendors provide a specially
configured loopback for management purposes. Exact details of how loopbacks are configured
varies by vendor and model. See each device's documentation for details. NNMi identifies these
loopback addresses by using ifType Number 24, softwareloopback from the IANA ifType-MIB.
2The address associated with the loopback interface. The loopback interface is a virtual interface
on a device that provides a route for interal communication. Many vendors provide a specially
configured loopback for management purposes. Exact details of how loopbacks are configured
varies by vendor and model. See each device's documentation for details. NNMi identifies these
loopback addresses by using ifType Number 24, softwareloopback from the IANA ifType-MIB.
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Default SNMP Settings Attributes, continued

Attribute Description

(NAT) pair's external IP address from the internal/external IP address
pair. NNMi Administrators configure these pairs using the Overlapping
IP Address Mapping form. NNMi uses this list of addresses starting
with IPv4 from low to high, then IPv6 from low to high.

6. If noresponse, NNMi might be configured to repeat the sequence using
SNMPv1, SNMPv2c, or SNMPv3 in the order specified by the NNMi
administrator (Communication Configurations SNMP Minimum Security
Level settings).

7. When all else fails, NNMi retains the last known Management Address (if
any) and automatically changes the State of that SNMP Agent object to
Critical.

This process is repeated during each Spiral Discovery cycle, and the
Management Address can change. For example, NNMi's inventory of addresses
for the node expands, or the current Management Address does not respond to
SNMP queries due to network problems or node reconfiguration. The NNMi
administrator can prevent changes to the management address using the
Communication Configurations Enable SNMP Address Rediscovery or Preferred
Management Address setting.

If | disabled, when the current management address (SNMP agent) becomes
unreachable, NNMi reclassifies the node as a non-SNMP node until the
previously configured management address is available again.

Enable Applies only to SNMPv2 or higher. If you have devices in your network
SNMP environment that have trouble responding to GetBulk commands, you can
GetBulk instruct NNMi to use Get or GetNext instead of GetBulk.
If <] enabled, NNMi uses the SNMPv2c GetBulk command to gather
information from devices in your network environment.
If | disabled, NNMi uses the SNMP Get or GetNext command to gather
information from devices in your network environment (requesting responses for
one SNMP OID at a time).
SNMP (Seconds:Milliseconds) Maximum 1 millisecond less than a minute: 59 seconds
Timeout 999 milliseconds.
Time that NNMi waits for a response to an SNMP query before reissuing the
request. Both the Discovery Process and the State Poller Service use this
setting. For an explanation of how NNMi implements timeout and retry
configurations, see "Timeout / Retry Behavior Example for SNMP" on page 127.
SNMP Maximum number of retries that NNMi issues for an SNMP query before
Retries determining the query result to be "unresponsive". Zero means no retries. Both
Count the Discovery Process and the State Poller Service use this setting.
SNMP Port | Default is 161. Specifies the NNMi management server's port that NNMi uses
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Default SNMP Settings Attributes, continued

Attribute Description

when generating SNMP traffic. Both the Discovery Process and the State Poller
Service use this setting.

SNMP Proxy | Optional. IP address of the your SNMP Proxy Server (for example, a proxy that
Address gathers data from non-SNMP devices and can use that data to respond to NNMi
SNMP requests).

To enable a proxy, you must also provide the port number of your SNMP Proxy
Server. See SNMP Proxy Port (next attribute).

Note: When you configure NNMi to use a Proxy Server, you must ensure
that the Proxy Server vendor supports the Object Identifiers used to handle
SNMP requests and responses. See the “NNMi Communications” chapter of
the HP Network Node Manager i Software Deployment Reference for more
information.

SNMP Proxy | Optional. Port number of the SNMP Proxy Server.

Port To enable a proxy, you must also provide the IP address of your SNMP Proxy
Server. See SNMP Proxy Address (previous attribute).
Note: When you configure NNMi to use a Proxy Server, you must ensure
that the Proxy Server vendor supports the Object Identifiers used to handle
SNMP requests and responses. See the “NNMi Communications” chapter of
the HP Network Node Manager i Software Deployment Reference for more
information.
SNMP This setting determines whether each NNMi Rediscovery cycle automatically
Minimum detects the best SNMP choice (v1, v2, or v3) for each Node (automatically
Security detects any upgrade to the SNMP agent on each Node), or uses only the SNMP
Level version that you specify.

For SNMPv1 or SNMPv2c, configure NNMi to use Community Strings in your
network environment:

e Community Only (SNMPv1)
NNMi tries only SNMPv1 settings.

o Community Only (SNMPv1 orv2c)
NNMi first tries to use SNMPv2c settings, and, if that fails, NNMi tries
SNMPv1 settings.

o Community
NNMi first tries to use SNMPv2c settings, and, if that fails, NNMi tries
SNMPv1 settings. If both SNMPv2c and SNMPv 1 fail, NNMi tries SNMPv3
settings if any are available.

For SNMPv3, configure NNMi to use the User-based Security Module (USM)
level of security required in your network environment (if your environment also
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Default SNMP Settings Attributes, continued

Attribute Description

uses SNMPv1/SNMPv2c, select Community):
o No Authentication, No Privacy

o Authentication, No Privacy

o Authentication, Privacy

See"Timeout / Retry Behavior Example for SNMP" on page 127 for an
explanation of NNMi behavior with each of these choices.

Note: NNMi needs to know which SNMPv1 or SNMPv2c community strings (read/write) are
used in your environment (see "Configure Default Community Strings (SNMPv1 or SNMPv2c)
" on page 129) and which SNMPv3 USM settings are used in your environment (see "Configure
Default SNMPv3 Settings" on page 133).

Management Address Selection Settings

Attribute  Description
First Configure how NNMi chooses the Management Address for Nodes, if possible:
Choice
e SeedIP/ Management IP
NNMi uses the Seed address only during initial Discovery. The Seed address is
either the specified IP address or the DNS address associated with the
specified hostname. See "Specify Discovery Seeds" on page 256 for more
information.
Otherwise, NNMi uses the current Management Address.
o Lowest Loopback IP address (loopback address1)
o Highest Loopback IP address
¢ Interface Matching (instead of addresses)
Second Configure how NNMi choose the Management Address for Nodes when the First
Choice Choice is not available.
Third Configure how NNMi choose the Management Address for Nodes when the First
Choice Choice and Second Choice are not available.
Interface Optional. When First, Second, or Third Choice is set to Interface Matching,
Matching | provide the appropriate values for the following SNMP MIB-I| attributes.

1The address associated with the loopback interface. The loopback interface is a virtual interface
on a device that provides a route for interal communication. Many vendors provide a specially
configured loopback for management purposes. Exact details of how loopbacks are configured
varies by vendor and model. See each device's documentation for details. NNMi identifies these
loopback addresses by using ifType Number 24, softwareloopback from the IANA ifType-MIB.
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Management Address Selection Settings, continued
Attribute  Description
Provide more than one value by separating each with a comma.

Space characters are permitted within values, but not before or after a comma.

For example, .00, My Favorite Interface, Lol produces the following
results with the spaces “My Favorite Interface”

However, Lo0, My Favorite Interface, Lol produces the following
results with spaces “ My Favorite Interface” (initial character is a space) and "
Lo1" (initial character is a space)

No wildcards or quotes allowed within values:
e ifIndex values (forexample, 4)

e ifAlias values (for example, VIan99)

e 1ifName values (for example, 100)

e 1ifDescr values (for example, 1000Gbic Port 9/27)

NNMi searches current interface data for an exact match in this order: index, alias,
name, and description.

IP Version ) ) )
Preference | TiP: This attribute does not appear under Management Address Selection

Settings until the NNMi Administrator follows the instructions for enabling IPv6
in the HP Network Node Manager i Software Deployment Reference, which is
available at: http://h20230.www2.hp.com/selfsolve/manuals.

IP Version Preference: Select one of the following to influence Spiral Discovery's
evaluation of newly discovered nodes. Previously established Management
Addresses will not change if you modify this IP Version Preference setting:

o |IPv4
e |IPVv6
o Any (either IPv4 or IPv6)

Tip: When set to Any, Spiral Discovery gives preference to IPv4 addresses
when determining the Management Address of newly discovered nodes.

Default ICMP Settings
Attribute Description

ICMP (Seconds:Milliseconds) Maximum 1 millisecond less than a minute: 59 seconds 999
Timeout | milliseconds.

Time that NNMi waits for a response to an ICMP query before reissuing the request.
For an explanation of how NNMi implements timeout and retry configurations, see
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Default ICMP Settings, continued

Attribute Description

"Timeout / Retry Behavior Example for ICMP" on the next page.

ICMP Maximum number of retries that NNMi issues for an ICMP query before logging an
Retries | error. Zero means no retries.
Count

Related Topics:
"Configure Default Community Strings (SNMPv1 or SNMPv2c)" on page 129
"Configure Regions (Communication Settings)" on page 136

"Configure Specific Nodes (Communication Settings)" on page 154.

Timeout / Retry Behavior Example for SNMP

When NNMi attempts to contact a device, your configuration settings for Timeout and Retry
influence NNMi behavior.

NNMi attempts to obtain information about a hostname/IP-address using SNMP, then waits the
configured timeout interval for a response. If not successful, NNMi increments the timeout interval
before trying again. This process repeats until one of the following is true:

e The device responds to SNMP.

e The maximum configured number of SNMP Retries fails. For example, if your timeout is 2
seconds and your retry is 3:

= NNMi attempts to communicate with a device and waits 2 seconds for a response.
= If unsuccessful, NNMi retries and waits 4 seconds for a response.

» |f unsuccessful, NNMi retries a second time and waits 6 seconds for a response.

» If unsuccessful, NNMi retries a third time and waits 8 seconds for a response.

If no response, NNMi repeats this process using the next configured SNMP level.

o NNMi exhausts all possibilities. NNMi considers the hostname/IP-address to be a non-SNMP
device until the next Discovery or Monitoring cycle.

Tip: Itis best to use the same timeout/retry numbers for both ICMP and SNMP.
Your choice of SNMP Minimum Security Level determines the range of possibilities:

o If your SNMP Minimum Security Level is Community Only (SNMPv1), NNMi uses only
SNMPv1 to locate SNMP agents.

o If your SNMP Minimum Security Level is Community Only (SNMPv1 or v2c), NNMi cycles
through the following until successful:

SNMPv2c
SNMPv1
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o If your SNMP Minimum Security Level is Community, NNMi cycles through the following until
successful:

SNMPv2c
SNMPv1

SNMPv3 No Authentication, No Privacy settings (if any matching configurations, otherwise
skip).

SNMPv3 Authentication, No Privacy settings (if any matching configurations, otherwise skip).
SNMPv3 Authentication, Privacy settings (if any matching configurations).

o |f your SNMP Minimum Security Level is No Authentication, No Privacy, NNMi cycles
through the following until successful:

SNMPv3 No Authentication, No Privacy settings (if any matching configurations at this,
otherwise skip)

SNMPv3 Authentication, No Privacy settings (if any matching configurations, otherwise skip).
SNMPv3 Authentication, Privacy settings (if any matching configurations).

o If your SNMP Minimum Security Level is Authentication, No Privacy, NNMi cycles through
the following until successful:

SNMPv3 Authentication, No Privacy settings (if any matching configurations, otherwise skip).
SNMPv3 Authentication, Privacy settings (if any matching configurations).

o If your SNMP Minimum Security Level is Authentication, Privacy, NNMi cycles through the
following until successful:

SNMPv3 Authentication, Privacy settings (if any matching configurations).

Timeout / Retry Behavior Example for ICMP

When NNMi attempts to contact a device, your configuration settings for Timeout and Retry
influence NNMi behavior.

NNMi attempts to contact the device using ICMP, then waits the configured timeout interval for a
response. If not successful, NNMi increments the timeout interval before trying again. This process
repeats until one of the following is true:

e The device responds to ICMP.

o The maximum configured number of ICMP Retries fails. NNMi considers the device
unreachable through ICMP until the next Discovery or Monitoring cycle. For example, if your
timeout is 2 seconds and your retry is 3:

= NNMi attempts to communicate with a device and waits 2 seconds for a response.
» [f unsuccessful, NNMi retries and waits 4 seconds for a response.

= If unsuccessful, NNMi retries a second time and waits 6 seconds for a response.

» If unsuccessful, NNMi retries a third time and waits 8 seconds for a response.

Tip: It is best to use the same timeout/retry numbers for both ICMP and SNMP.
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Configure Default Community Strings
(SNMPv1 or SNMPv2c)

Use the Default Community Strings tab to provide default SNMPv1 and SNMPv2c community
strings. For each address, NNMi checks the communication configuration settings in this order:
communication protocols for Specific Nodes, communication protocols for Network Regions, and if
no match is found, NNMi tries these default community strings. If NNMi discovers a device for
which no SNMP settings are provided, that device is treated as a Non-SNMP device.

During initial discovery, NNMi tries many community strings until a match is found. Aftera match is
identified for a node, the information is recorded to prevent future authentication errors.

Note: If you provide a read community string for a specific device, NNMi honors your choice and
does not try any Region or Default community strings for that device.

NNMi uses SNMP read-only queries (Get commands) for ongoing discovery and monitoring of your
network environment. SNMP read community strings are the validation passwords used to
authenticate messages sent from NNMi to an SNMP agent. NNMi uses SNMP to gather useful
information about the devices in your network environment. After receiving an SNMP request, an
SNMP agent compares the read community string in the request to the read community strings that
are configured for that SNMP agent. The SNMP agent responds to the request only when the
request is accompanied by a valid community string.

During NNMi installation, any community strings that were provided are automatically stored in the
table on the Default Community Strings tab.

Provide any number of additional community strings that are used broadly in your environment (for
example, by default). The order in which your read community string settings appear in the table
does not matter. NNMi checks all Default read community strings in parallel.

Tip: Having a large number of default community strings can negatively impact discovery
performance. Instead of entering many default community strings, consider fine tuning the
community string configuration for particular areas of your network by using the Regions or
Specific Nodes settings.

NNMi uses the SNMPv2c settings to discover the SNMPv2c information about your network. This
also determines whether NNMi receives or discards incoming SNMPv2c traps. Click here for more
information.

o If the incoming trap's Source Node (and sometimes Source Object, such as card or interface)
has not yet been discovered by NNMi, NNMi discards the trap. See "Handle Unresolved
Incoming Traps" on page 776 for additional information. See also "Configure Network Devices to
Send SNMP Notifications to NNMi" on page 771.

o If the Source Node was not discovered using SNMv3, NNMi discards any incoming SNMPv3
traps from that Node.

« NNMidiscards traps that have no incident configuration or with an incident configuration set to
Disabled. To ensure that NNMi retains all received Trap instances when your network
environment includes SNMP agents using a variety of SNMPv1, SNMPv2c, and SNMPv3
protocol, you must configure two Incidents: one for the SNMPv1 version and one for the
SNMPv2c/3 version of that trap. See "Configure SNMP Trap Incidents" on page 782.
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If either the Source Node or Source Object has Management Mode set to Not Managed or Out
of Service in the NNMi database, NNMi always discards the incoming trap. See "Understand
the Effects of Setting the Management Mode to Not Managed or Out of Service " on page 464.

NNMi provides the Management Mode workspace so that you can quickly view lists of all
nodes, interfaces, cards, addresses, or node components that NNMi is not currently discovering
or monitoring. For information about these views:

NNMi discards most incoming traps from network objects that are not monitored. For example,
you can configure NNMi to exclude specified interfaces from being monitored. See "Monitoring
Network Health" on page 340 for more information.

Note: If you want the NNMi management server to forward SNMPv2c traps to other machines in

your network environment, see "Configure Trap Forwarding" on page 1376 for additional
configuration steps.

To configure default SNMPv1 or SNMPv2c community strings for your environment:

1.

5.
6.

Navigate to the Communication Configuration form.

a. From the workspace navigation panel, select the # Configuration workspace.
b. Select the Communication Configuration.

Locate the Default SNMPv1/v2c Community Strings tab.

To provide a default read community string, navigate to the Read Community Strings table
and do one of the following:

= Toestablish a community string setting, click the = New icon. In the Default Read
Community String form, provide the required information (see table).

= To edit a community string setting, click the = Open icon in the row representing the
community string setting you want to edit. In the Default Read Community String form,
provide the required information (see table).

= Todelete acommunity string setting, select a row and click the & Deleteicon.

To provide a default write community string, navigate to the Write Community String
attribute (see table).

Click '] Save and Close to return to the Communication Configuration form.

Click il Save and Close to apply your changes.

Default SNMPv1 or SNMPv2c Community Strings
Attribut

e

Description

Read The SNMPv1 or SNMPv2c "Get" (read-only) Community String that is used as the
Commu | default value for each SNMP Agent (case-sensitive).

nity
String

Many proxy vendors use the read community string for specifying remote target
information. NNMi supports substitution parameters within read community strings for
SNMPv1 or SNMPv2c proxy environments. Click here for more information.

Copy and paste these codes at the end of your read community string to provide the

Page 130 of 1611

HP Network Node Manager i Software (9.23)




Online Help: Help for Administrators
Chapter 6: Configuring Communication Protocol

Default SNMPv1 or SNMPv2c Community Strings , continued

Attribut
e

Description

values required by your proxy environment. NNMi substitutes the actual attribute
values from the NNMi database at runtime:

${contextName} = Used for specifying VLAN context for switches (VLAN associated
with the remote target node)

${managementAddress} = Node form, Management Address attribute value (the
remote target node)

${snmpPort} = SNMP Agent form, UDP Port attribute value (SNMP agent associated
with the remote target node)

Type a maximum of 255 characters. Alpha-numeric, spaces, and special characters
(~'@#$ % " &amp; * () _+ -) are permitted.

Ordering

Optional. During the Discovery process, NNMi tries Read Community Strings in
priority order (lowest to highest). Then, NNMi tries all unordered Read Community
Strings (treated as though they had the same Ordering number). These unordered
requests are sent in parallel, with NNMi using the first response.

Write
Commu
nity
String

Optional. For use with the nnmsnmpset.ovpl command line tool

The SNMPv1 or SNMPv2c "Set" (write) Community String that is used as the default
value for each SNMP Agent (case-sensitive).

Tip: SNMP Agents are often configured with different community strings for "Set"
requests than for "Get" (read) requests.

SNMPv1 and SNMPv2c require that you know the SNMP agent's write community
string before you can change settings on any device. The nnmsnmpset.ovpl
command can use the value you provide here, rather than requiring that you type the
write community string each time you invoke the command.

Type a maximum of 255 characters. Alpha-numeric, spaces, and special characters
(~'@#$ % " &amp; * () _+ -) are permitted.

Because this is a type of password, you must enter the value twice.

Default Read Community String Form

For each IP address, NNMi checks the communication configuration settings in this order:
communication protocols for Specific Devices, communication protocols for Network Regions, and
if no match is found, NNMi tries the default community strings. If NNMi discovers a device for
which no community string is provided, that device is treated as a Non-SNMP device.

To provide a default community string for your environment:

1. Navigate to the Default Read Community String form.

a. From the workspace navigation panel, select the # Configuration workspace.
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b. Selectthe Communication Configuration.

c. Navigate to the Default SNMPv1/v2c Community Strings tab.

d. Navigate to the Read Community Strings table.

e. Do one of the following:

o To establish a community string setting, click the = New icon.

o To edit a community string setting, select a row, click the = Openicon in the row
representing the configuration you want to edit.

2. Provide the read community string (see table).

Provide any number of additional SNMPv1 or SNMPv2c read community strings that are used
broadly in your environment (for example, by default).

3. Click either:

» 'l Save and Close to retumn to the Communication Configuration form.

= 1l Save and New to add another community string.

4. Click ‘il Save and Close to apply your changes.

To determine which Community Strings are relevant for a node, select the node in an NNMi map or
table view, and click Actions — Configuration Details — Communication Settings. In the
Communities list, Ordering number is in parentheses. For example: communityString (200).

Default Read Community String

Attribute Description

Read
Community
String

The SNMP "Get" (read-only) Community String that is used in your network
environment (case-sensitive).

Many proxy vendors use the read community string for specifying remote target
information. NNMi supports substitution parameters within read community strings
for SNMPv1 or SNMPv2c proxy environments. Click here for more information.

Copy and paste these codes at the end of your read community string to provide
the values required by your proxy environment. NNMi substitutes the actual
attribute values from the NNMi database at runtime:

${contextName} = Used for specifying VLAN context for switches
(VLAN associated with the remote target node)

${managementAddress} = Node form, Management Address attribute value (the
remote target node)

${snmpPort} = SNMP Agent form, UDP Port attribute value (SNMP agent
associated with the remote target node)

Type a maximum of 255 characters. Alpha-numeric, spaces, and special
characters (~! @ #$ % * &amp; * () _+ -) are permitted.

Ordering

Optional. A numeric value. NNMi uses the first Community String that results in
successful SNMP communication:
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Default Read Community String , continued

Attribute Description

o Each ordering number must be unique (no duplicate numbers). NNMi tries the
provided Community Strings in the order you define (lowest number first).

Tip: Consider incrementing by 10s or 100s to provide flexibility when adding
new Read Community Strings over time.

o If no Ordering numbers are specified, NNMi tries all community strings in
parallel.

¢ If some but not all the community strings have an Ordering number, NNMi tries
the community strings with a specified Ordering number first. Then, NNMi tries
all the community strings without an Ordering number in parallel.

Configure Default SNMPv3 Settings

Use the Default SNMPv3 Settings tab to provide default SNMPv3 user-based security model
(USM) settings. For each address, NNMi checks the communication configuration settings in this
order: communication protocols for Specific Nodes, communication protocols for Network Regions,
and if no match is found, NNMi tries these default user-based security model (USM) settings. If
NNMi discovers a device for which no SNMP settings are provided, that device is treated as a Non-
SNMP device.

During initial discovery, NNMi tries many SNMP configuration settings until a match is found. After
a match is identified for a Node, the information is recorded to prevent future authentication errors.

Note: If you provide SNMPv3 user-based security model (USM) settings for a specific device,
NNMi honors your choice and does not try any Region or Default settings for that device.

NNMi uses SNMP queries for ongoing discovery and monitoring of your network environment.
SNMPv3 user-based security model (USM) settings are used to authenticate messages sent from
NNMi to an SNMP agent. NNMi uses SNMP to gather useful information about the devices in your
network environment. After receiving an SNMP request, an SNMP agent compares the SNMPv3
user-based security model (USM) settings in the request to the SNMPv3 user-based security
model (USM) settings that are configured for that SNMP agent. The SNMP agent responds to the
request only when the request is accompanied by valid SNMPv3 user-based security model (USM)
settings.

Provide any number of additional SNMPv3 user-based security model (USM) settings that are used
broadly in your environment (for example, by default). The order in which your SNMPv3 user-based
security model (USM) settings appear in this table does not matter. NNMi checks all Default
SNMPv3 Settings at a particular security level in parallel.

NNMi uses Default SNMPv3 user-based security model (USM) settings to access devices.
To view the current list of default SNMPv3 USM settings:
1. Navigate to the Default SNMPv3 Settings tab.

a. From the workspace navigation panel, select the # Configuration workspace.

b. Select Communication Configuration.
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c. Navigate to the Default SNMPv3 Settings tab.
2. Thedisplayed table lists the Unique Name of each default SNMPv3 USM setting.

Note: NNMi tries to use the Specific Node SNMPv3 Settings. If none match, NNMi tries the
Region SNMPv3 Settings. If none match, NNMi tries the default SMNPv3 settings
provided here.

3. You can do the following:

= To establish a new setting, click the - New icon. See "Default SNMPv3 Settings form"
below.

Click '] Save and Close to return to the Default SNMPv3 Settings form.

= To edit an existing setting, select a row, click the = Openicon. See "Default SNMPv3
Settings form" below.

Click ‘] Save and Close to return to the Default SNMPv3 Settings form.

= To delete an existing setting from the Default list, select a row and click the # Delete icon.

Note: The record remains in the database for possible use elsewhere and is simply removed
from the Default list.

4. Click ‘il Save and Close to return to the Communication Configuration form.

5. Click ‘21 Save and Close to apply your changes.

Default SNMPv3 Settings form

NNMi can use SNMPv3 user-based security model (USM) settings to access devices.

NNMi tries to use the current SNMPv3 Settings attribute value from Specific Node Settings. If none
match, NNMi tries the Region SNMPV3 Settings. If none match, NNMi tries the default SMNPv3
settings provided here.

To configure a Default SNMPv3 Setting:
1. Navigate to the Default SNMPv3 Settings form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Selectthe Communication Configuration.
c. Navigate to the Default SNMPv3 Settings tab.
d. Do one of the following:
o To create default SNMPv3 Setting definition, click the - New icon.
o To edit a default SNMPv3 Setting, select a row, click the = Openicon.

2. Click the SNMPv3 Settings wh - Lookup icon and select one of the options from the drop-
down menu:

» [ Show Analysis to display Analysis Pane information for the currently configured
(selected) SNMPv3 Setting name. (See Use the Analysis Pane for more information about
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the Analysis Pane.)

» -2 Quick Find to view and select from the list of all existing SNMPv3 Settings (for more
information see "Use the Quick Find Window" on page 41).

« = Open to display the details of the currently configured (selected) SNMPv3 Setting (see
"SNMPv3 Settings Form" for more information).

= = New to create a new SNMPv3 Setting (see "SNMPv3 Settings Form" for more
information).

3. Click ‘21 Save and Close to return to the Default SNMPv3 Settings form.
4. Click ‘il Save and Close to return to the Communication Configuration form.

5. Click ‘21 Save and Close to apply your changes.

Configure the Default Device Credentials

NNMi uses the Device Credentials settings for the following:

« Device discovery of some vendor-specific devices that require non-SNMP communication,
such as Netconf over SSH. For a list of the these devices see the NNMi Device Support Matrix.

o HP Network Node Manager iSPI Network Engineering Toolset Software
NNMi uses the following sequence to determine Device Credentials:
o Use the Specific Node Device Credentials. If none match, continue.
o Use the Region Device Credentials. If none match, continue.
¢ Use the Default Credential settings (provided here).
To provide the default credentials setting:
1. Navigate to the Default Device Credentials tab.
a. From the workspace navigation panel, select the & Configuration workspace.
b. Select Communication Configuration.
c. Navigate to the Default Device Credentials tab.
2. Provide the default attribute values (see table).

3. Click ‘] Save and Close to return to the Communication Configuration form.

4. Click il Save and Close to apply your changes.

Note: HP Network Node Manager iSPI Network Engineering Toolset Software uses the
Default Credentials setting to access devices when running Diagnostics either automatically
or when the Actions — Run Diagnostics (iSPI NET only) option is used. (See "Configure
Diagnostics for an Incident (NNM iSPI NET)" on page 757 and Node Form: Diagnostics Tab
for more information. )
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Tip: You can right-click any object in a table or map view to access the Actions menu.

At each level in the sequence to determine the Device Credentials (see bullet list above),
NNMi first uses Secure Shell (SSH) to establish a secure connection, and if the SSH attempt
fails, NNMi tries Telnet protocol as the communication method.

Caution: By default, neither Microsoft Internet Explorer nor Mozilla Firefox defines the
telnet command nor the SSH command, so using either of these menu items produces an
error message. See the "Configuring the Telnet and SSH Protocols for Use by NNMi"
chapter in the HP Network Node Manager i Software Deployment Reference for
configuration information.

Default Device Credential Attributes

Attribute Description

User Type the user name that you want NNMi to use for logging into devices by default
Name (when no Region or Specific Node settings work).

Password | Type the password that you want NNMi to use for logging into devices by default
(when no Region or Specific Node settings work).

Note: NNMi encrypts the password and displays asterisks for this attribute. If
you want to change the password, first clear the asterisks displayed in the
Password attribute and enter the new Password value.

Configure Regions (Communication Settings)

Configuring communication protocols for regions is optional.

Note: If you provide an SNMPv1 or SNMPv2c read community string or an SNMPv3 USM Setting
for a specific device, NNMi honors your choice and does not try any Region or Default
settings for that device.

Use the Regions tab to fine tune communication protocol usage and settings for particular regions
of your network (for example, buildings, floors within those buildings, workgroups within a particular
floor, or private IP addresses’ ). When you leave a field blank in a region definition, NNMi uses the
next applicable configuration setting in the following order:

o The value for each field as defined in the first Region definition that matches, Regions are
checked according to the Ordering number. The match with the lowest Ordering number applies.

« If no Region definition provides a value for an attribute, the default value is used.

1These are IPv4 addresses that can be reused in home and office local area networks (LANS).
Following the standards set by RFC 1918 and RFC 4193 (10.*.*.*, 169.254.*.*, 172.16-31.*.*, and
192.168.*.%)
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Note: NNMi enables you to set up one or more SNMP Proxy Servers when an SNMP node is
otherwise unreachable (for example, when a node you want to manage is behind a firewall).
To enable NNMi to use the SNMP Proxy Server, when you configure communication
protocols for network regions, you must include the IP address and port number on the
SNMP Proxy Server. See "Communication Region Form" below for more information.

If your communication protocol usage is too complex for Region definitions, see "Configure
Specific Nodes (Communication Settings)" on page 154.

To configure communication protocols for a particular region of your network:
1. Navigate to the Communication Region form.

a. From the workspace navigation panel, select the & Configuration workspace.

b. Selectthe Communication Configuration.

c. Navigate to the Regions tab.

d. Do one of the following:
o To establish a region definition, click the = New icon, and continue.
o To edit a region definition, select a row, click the = Openicon, and continue.
o To delete a region definition, select a row and click the # Delete icon.

2. Provide the required information. Define the regions with wildcard address, wildcard device
names, or literal addresses and names . See "Communication Region Form" below.

3. Click 'C] Save and Close to return to the Communication Configuration form.

4. Click il Save and Close to apply your changes.
Related Topics:

"Configure Default SNMP, Management Address, and ICMP Settings" on page 120
"Configure Default Community Strings (SNMPv1 or SNMPv2c)" on page 129

"Configure Specific Nodes (Communication Settings)" on page 154

Communication Region Form

To configure communication regions:
1. Navigate to the Communication Region form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Select the Communication Configuration.
c. Navigate to the Regions tab.
d. Do one of the following:
o To establish a region definition, click the = New icon.

o To edit a region definition, select a row, click the E Openiicon.
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2. Provide the basic communication region definition (see the Regional Basic Settings table,
Regional SNMP Settings table, and Regional ICMP Settings table).

3. Make your configuration choices. Click here for a list of choices .

4. Click il Save and Close to return to the Communication Configuration form.

5. Click ‘1 Save and Close to apply your changes.

Regional Basic Settings

Attribute Description

Name

A name for this region.

Ordering

A numeric value. NNMi checks for configuration settings in the order you define
(lowest number first). NNMi uses the first match found for each address.

No duplicate Ordering numbers are permitted. Each Communication Region
ordering number must be unique.

Tip: Consider incrementing Ordering numbers by 10s or 100s to provide
flexibility when adding new regions over time.

Description

Optional. Provide any description that would be useful for communication purposes
within your team.

Type a maximum of 255 characters. Alpha-numeric, spaces, and special
characters (~! @ #9$ % " & * () _+ -) are permitted.

Regional SNMP Settings

Attribute Description

Enable SNMP | |f .4 enabled, the Discovery Process and State Poller Service generate
Communication | network traffic with SNMP protocol to discover and monitor your network

devices in this region.

If | disabled, NNMi does not generate any SNMP traffic on your network in
this region.

Caution: At least one IP Address in each node must have

SNMP enabled, otherwise no SNMP data is collected from that Node.
With no SNMP data, Spiral Discovery interprets each IP Address as a
separate node, Causal Engine calculates Status based only on IP
address State, previously discovered Interfaces show a State attribute
value of "Not Polled" and a Status attribute value of "No Status" with the
Interface map-symbol color set to beige, and no new Interfaces are
discovered.

Note: If you use Auto-Discovery, NNMi might detect Nodes and add
them to the NNMi database as non-SNMP nodes. To configure Auto-
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Regional SNMP Settings, continued

Attribute Description

Discovery to not add specified IP addresses to the NNMi database, not
acknowledge any Hints received about them, nor gather Discovery Hints
from them unless the address is a discovery seed, see "Set Outside
Limits for Auto-Discovery" on page 228.

Enable SNMP
Address
Rediscovery

Note: The NNMi administrator can over-ride this setting on a per-node
basis. See "Specific Node Settings Form (Communication Settings)" on
page 155.

If =</ enabled, NNMi automatically identifies which management address
(SNMP agent) to use for each device. If the initially configured address
becomes unreachable, NNMi automatically locates another address, if
possible, and changes the management address attribute value. Click here for
more information.

When NNMi first discovers a node, the seed address (provided by the NNMi
administrator) or discovered address (for non-seeded nodes) becomes the
initial address used for SNMP communication. After NNMi builds an inventory
of all IP addresses associated with the node (see "How Spiral Discovery
Works" on page 176), NNMi follows a set of rules to determine which address
is the best choice for each node's Management Address:

Note: With NNMi Advanced, the NNMi administrator specifies whether
NNMi prefers IPv4 or IPv6 addresses when selecting the Management
Address. See Configure Default SNMP, Management Address, and
ICMP Settings.

1. NNMi ignores the following addresses when determining which
Management Address is most appropriate:

= Any address of an administratively-down interface.
= Any address that is virtual (for example, VRRP' ).

= Any IPv4 Anycast Rendezvous Point IP Address? or IPv6 Anycast
address.

= Any address in the reserved loopback network range. IPv4 uses 127/24
(127.*.*.*)and IPvBuses : : 1.

TVirtual Router Redundancy Protocol
2Rendezvous Point addresses are loopback addresses used for routers in multi-cast network

configurations.
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Regional SNMP Settings, continued

Attribute Description

= Any IPv6 link-local address!.

2. If the NNMi Administrator specifies Enable SNMP Address Rediscovery
in Communication Configuration, NNMi prefers the last-known
Management Address (if any).

3. If the Management Address does not respond and the NNMi Administrator
specifies Enable SNMP Address Rediscovery in Communication
Configuration, NNMi uses the Communication Configuration settings for
Management Address Selection. The NNMi Administrators chooses the
order in which NNMi checks the following:

= Seed IP / Management IP - If the NNMi Administrator configures a
Seed, NNMi uses the Seed address (either a specified IP address or
the DNS address associated with a specified hostname) only during
initial Discovery. NNMi then requests the current Management
Address (the address from which the node's SNMP Agent responds)
and uses that IP address for all communication after initial discovery.

= Lowest Loopback - If a node supports multiple loopback addressZ,
NNMi queries each loopback addresses, starting with the lowest
number. NNMi uses the loopback address with the lowest number from
which the SNMP agent responds (for example, 10.16.42.197 is a lower
number than 10.16.197.42).

= Highest Loopback - If a node supports multiple loopback address3,
NNMi queries each loopback addresses, starting with the highest
number. NNMi uses the loopback address with the highest number
from which the SNMP agent responds.

= Interface Matching - The NNMi Administrator chooses which interface
MIB variable NNMi queries to detect changes. NNMi can use the
following MIB-II attribute values: i fIndex, i fName, i fDescr,
ifAlias, oracombination of these (i fName or i fDescr, i fName or
ifDescrorifAlias).

1A non-routable IPv6 unicast address only used for communication with other nodes on the same
link (LAN or VLAN). Link local addresses cannot be used for communication that must be
forwarded through a router. IPv6 auto-configuration automatically assigns a unique link local
address in the fe80::/10 address space to each IPv6-enabled interface on a system.

2The address associated with the loopback interface. The loopback interface is a virtual interface
on a device that provides a route for internal communication. Many vendors provide a specially
configured loopback for management purposes. Exact details of how loopbacks are configured
varies by vendor and model. See each device's documentation for details. NNMi identifies these
loopback addresses by using ifType Number 24, softwareloopback from the IANA ifType-MIB.
3The address associated with the loopback interface. The loopback interface is a virtual interface
on a device that provides a route for interal communication. Many vendors provide a specially
configured loopback for management purposes. Exact details of how loopbacks are configured
varies by vendor and model. See each device's documentation for details. NNMi identifies these
loopback addresses by using ifType Number 24, softwareloopback from the IANA ifType-MIB.
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Regional SNMP Settings, continued

Attribute Description

4. If noresponse, NNMi queries any remaining IP addresses in the node's IP
address inventory, starting with the lowest number. NNMi uses the
address with the lowest number from which the SNMP agent responds.

5. If noresponse, NNMi checks for any Mapped Address configured for one
of the currently known addresses (see the Mapped Address column in the
Custom IP Addresses view).

Note: The address represents a static Network Address Translation
(NAT) pair's external IP address from the internal/external IP address
pair. NNMi Administrators configure these pairs using the
Overlapping IP Address Mapping form. NNMi uses this list of
addresses starting with IPv4 from low to high, then IPv6 from low to
high.

6. If noresponse, NNMi might be configured to repeat the sequence using
SNMPv1, SNMPv2c, or SNMPv3 in the order specified by the NNMi
administrator (Communication Configurations SNMP Minimum Security
Level settings).

7. When all else fails, NNMi retains the last known Management Address (if
any) and automatically changes the State of that SNMP Agent object to
Critical.

This process is repeated during each Spiral Discovery cycle, and the
Management Address can change. For example, NNMi's inventory of
addresses for the node expands, or the current Management Address does not
respond to SNMP queries due to network problems or node reconfiguration.
The NNMi administrator can prevent changes to the management address
using the Communication Configurations Enable SNMP Address Rediscovery
or Preferred Management Address setting.

If | disabled, when the current management address (SNMP agent) becomes
unreachable, NNMi reclassifies the node as a non-SNMP node until the
previously configured management address is available again.

Enable SNMP | Applies only to SNMPv2 or higher. If you have devices in your network
GetBulk environment that have trouble responding to GetBul k commands, you can
instruct NNMi to use Get or GetNext instead of GetBulk.

If <] enabled, NNMi uses the SNMPv2c GetBulk command to gather
information from devices in this Region of your network environment.

If|_|disabled, NNMi uses the SNMP Get or GetNext command to gather
information from devices in this Region of your network environment
(requesting responses for one SNMP OID at a time).

SNMP Timeout | (Seconds:Milliseconds) Maximum 1 millisecond less than a minute: 59
seconds 999 milliseconds.
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Regional SNMP Settings, continued

Attribute Description

Time that NNMi waits for a response to an SNMP query before reissuing the
request. Both the Discovery Process and the State Poller Service use this
setting in this region. For an explanation of how NNMi implements timeout and
retry configurations, see "Timeout / Retry Behavior Example for SNMP" on
page 127.

SNMP Retries
Count

Maximum number of retries that NNMi issues for an SNMP query before
determining the query result to be "unresponsive". Zero means no retries. Both
the Discovery Process and the State Poller Service use this setting in this
region.

SNMP Port

Default is 161. Specifies the management server's port that NNMi uses when
generating SNMP traffic. Both the Discovery Process and the State Poller
Service use this setting in this region.

SNMP Proxy
Address

Optional. IP address of the your SNMP Proxy Server (for example, a proxy
that gathers data from non-SNMP devices and can use that data to respond to
NNMi SNMP requests).

To enable a proxy, you must also provide the port number of your SNMP Proxy
Server. See SNMP Proxy Port (next attribute).

Note: When you configure NNMi to use a Proxy Server, you must ensure
that the Proxy Server vendor supports the Object Identifiers used to
handle SNMP requests and responses. See the “NNMi Communications”
chapter of the HP Network Node Manager i Software Deployment
Reference for more information.

SNMP Proxy
Port

Optional. Port number of the SNMP Proxy Server.

To enable a proxy, you must also provide the IP address of your SNMP Proxy
Server. See SNMP Proxy Address (previous attribute).

Note: When you configure NNMi to use a Proxy Server, you must ensure
that the Proxy Server vendor supports the Object Identifiers used to
handle SNMP requests and responses. See the “NNMi Communications”
chapter of the HP Network Node Manager i Software Deployment
Reference for more information.

SNMP
Minimum
Security Level

This setting determines whether each NNMi Rediscovery cycle automatically
detects the best SNMP choice (v1, v2, or v3) for each Node (automatically
detects any upgrade to the SNMP agent on each Node), or uses only the
SNMP version that you specify.

For SNMPv1 or SNMPv2c, configure NNMi to use Community Strings in your
network environment:

o Community Only (SNMPv1)
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Regional SNMP Settings, continued

Attribute Description

NNMi tries only SNMPv1 settings.

e Community Only (SNMPv1 or v2c)
NNMi first tries to use SNMPv2c settings, and, if that fails, NNMi tries
SNMPv1 settings.

o Community
NNMi first tries to use SNMPv2c settings, and, if that fails, NNMi tries
SNMPv1 settings. If both SNMPv2c and SNMPv1 fail, NNMi tries
SNMPVv3 settings if any are available.

For SNMPv3, configure NNMi to use the User-based Security Module (USM)
level of security required in your network environment (if your environment also
uses SNMPVv1/SNMPv2c, select Community):

o No Authentication, No Privacy
¢ Authentication, No Privacy
o Authentication, Privacy

See"Timeout / Retry Behavior Example for SNMP" on page 127 for an
explanation of NNMi behavior with each of these choices.

Regional ICMP Settings

Attribute Description

Enable ICMP
Communication

If =</ enabled, NNMi generates network traffic with ICMP protocol in this
region.

If | disabled, NNMi does not generate any ICMP traffic on your network in
this region:

o Addresses in this Region (both previously discovered and newly
discovered) have a State attribute value of "Not Polled" and a Status
attribute value of "No Status" with the IP Address map-symbol color set to
beige.

o Nodes with all IP addresses and interfaces showing a Status attribute
value of "No Status" have a map-symbol background shape color set to
beige. However, it is possible for a node to have IP addresses in multiple
regions with multiple Status values.

Note: See "Monitoring Network Health" on page 340 for information about
enabling/disabling ICMP communication specifically for the State Poller
Service.

ICMP Timeout | (Seconds:Milliseconds) Maximum 1 millisecond less than a minute: 59
seconds 999 milliseconds.
Time that NNMi waits for a response to an ICMP query before reissuing the
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Regional ICMP Settings, continued

Attribute Description

request in this region. For an explanation of how NNMi implements timeout
and retry configurations, see "Timeout / Retry Behavior Example for ICMP" on
page 128.

ICMP Retries Maximum number of retries that NNMi issues for an ICMP query in this region
Count before logging an error. Zero means no retries.

Configure Address Ranges for Regions

To configure an address range for this region:

1.

Navigate to the Region Included Address Range form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Select Communication Configuration.

c. Navigate to the Regions tab.

o

Do one of the following:
o To establish a region definition, click the - New icon.
o To edit a region definition, select a row, click the B 1 Openicon.
e. Inthe Communication Region form, navigate to the Included Address Regions tab.
f. Do one of the following:

o To establish an address range setting, click the = New icon.

o To edit an address range setting, select a row, click the E Openicon.

o To delete an address range setting, select a row and click the # Delete icon.
Provide address range definition (see table).

If you provide multiple IP address ranges for a region, each device must pass at least one to
meet the criteria.

Tip: If you provide both IP address ranges and hostname wildcards, each device must pass at
least one in either category (not both) to meet the criteria.

Click ‘.1 Save and Close to return to the Communication Region form.
Click '] Save and Close to return to the Communication Configuration form.

Click ‘1 Save and Close to apply your changes.

Address Range Definition Attribute

Attribute Description

IP

To specify arange of IP addresses for this Communications Region, use one of the

Range
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Address Range Definition Attribute , continued

Attribute Description

following. Pick one address notation style, combinations of wildcards and CIDR
notation are not permitted within one address range. You can provide multiple address
range settings:

o IPv4 address wildcard notation.

An IPv4 Address range is a modified dotted-notation where each octet is one of
the following:

= A specific octet value between 0 and 255
= A low-high range specification for the octet value (for example, "112-119")

= An asterisk (*) wildcard character, which is equivalent to the range expression
|l0_255ll

Note: The following two IPv4 addresses are considered invalid: 0.0.0.0
and127.0.0.0

Examples of valid IPv4 address wildcards include:

10.1.1.%*

10.*%.%x.*

10.1.1.1-99
10.10.50-55.*

10.22.*.4 10.1-9.1-9.1-9

¢ IPv4 Classless Inter-Domain Routing (CIDR) notation.

The CIDR notation specifies the number of consecutive bits in the IPv4 address
that must match.

Forexample, 10.2.120.0/21

Note: NNMi does not support CIDR subnet mask notation such as,
10.2.120.0/255.255.248.0

Example IPv4 Prefix Length Values Number of Usable IPv4 Addresses

28 14 (16-2=14)*
29 6 (8-2=6)*

30 2 (4-2=2)*

31 2

*Two IPv4 addresses are reserved in each subnet. The first IPv4 address is used
for the network itself and the last IPv4 address is reserved for broadcast.

o IPv6 address wildcard notation
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Address Range Definition Attribute , continued

Attribute Description

Separate each 16-bit value of the IPv6 address with a colon. The 16-bit value can
be any of the following:

= A specific hexadecimal value between 0 and FFFF (case insensitive).
= A low-high range specification of the hexadecimal value (for example, 1-1fe).

= An asterisk (*) wildcard character (equivalent to the range expression 0-
fE££).

Note: The standard IPv6 short-hand notation (: : ) is allowed to express one
or more 16-bit elements of zero (0) values. However, the mixed IPv6/IPv4
dot-notation (for example, 2001 :d88::1.2.3.4)is not permitted as an
IPv6 address range.

Valid examples of ranges in modified IPv6 address notation include the following:

2001:D88:0:A00-AFF:* % *: %
2001:D88:le*c**xox*
2001:D88:2:0:a07:£f£f£f:0a01:3200-37ff

o IPv6 Classless Inter-Domain Routing (CIDR) notation

The CIDR notation specifies the number of consecutive bits in the IPv6 address
that must match.

2001:d88:a00: : /44 (equivalent to modified IPv6 address notation
2001:d88:a00-a0f:*:*:*x:x:%)

For example, valid IPv6 address ranges in CIDR notation include the following:

2001:d88:0:a00: :/56 (equivalent to modified IPv6 address notation
2001:D88:0:A00-AFF:*:*:* ;%)

2001:d88:1::/48 (equivalent to modified IPv6 address notation
2001:D88:1:*:xzx % %)

Configure Hostname Filters for Regions

Define the Communication Region with hostname patterns.
To establish a Hostname Filter setting:
1. Navigate to the Region Hostname Filter form.

= From the workspace navigation panel, select the #* Configuration workspace.

Select the Communication Configuration.

Navigate to the Regions tab.

Do one of the following:

Page 146 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 6: Configuring Communication Protocol

o To create a region definition, click the - New icon.

o To edit a region definition, select a row, click the = Openiicon.

= Inthe Communication Region form, access the Hostname Filters tab.

= Do one of the following:

o To create a hosthame wildcard definition, click the = New icon.

o To edit a hostname wildcard definition, select a row, click the B 1 Openicon.

o To delete a hostname wildcard setting, select a row and click the # Delete icon.

2. Type an appropriate hostname filter (see table).

If you provide multiple hostname wildcard expressions for a region, each device must pass at
least one to meet the criteria for the Region.

Tip: If you provide both hostname wildcards and IP address ranges, each device must pass at
least one in either category (not both) to meet the criteria for the Region.

3. Click il Save and Close to return to the Communication Region form.

4. Click ‘il Save and Close to return to the Communication Configuration form.

5. Click ‘21 Save and Close to apply your changes. See "Discovering Your Network" on page
175 and Verify Device Configuration Details.

Node Hostname Filter Definition

Attribute Description

Hostname
Filter

Enter a wildcard expression using the following characters as wildcards:
e ?=one character
e *=multiple characters

Wildcard expressions are not case-sensitive. So a wildcard of ABC* would match
devices with hostnames beginning with ABC*, abc*, and Abc*

Caution: The Hostname attribute value on the Node form of the discovered node
must match (not case-sensitive) what is entered here.

NNMi follows a set of rules to dynamically generate the value stored in the NNMi
database for each Node's Hostname. Click here for details.

o If the Node supports SNMP, NNMi requests the Hostname using the IP Address
of the associated SNMP agent (the Management Address attribute value on the
Node form).

When the NNMi administrator chooses Enable SNMP Address Rediscovery
-4 in the Communication Configuration:

= |f the SNMP Agent does not respond, NNMi checks for another Management
Address to request the Hostname, and the Hostname could change.
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Node Hostname Filter Definition , continued

Attribute  Description

= If the SNMP Agent associated with the node changes, the Management
Address and Hostname could change.

When the NNMi administrator disables Enable SNMP Address Rediscovery
in the Communication Configuration:

= If the SNMP Agent does not respond, NNMi uses the previously gathered
Management Address attribute value to request the Hostname.

= |f the SNMP Agent associated with the node changes, NNMi uses the
previously gathered Management Address attribute value to request the
Hostname.

o If the Node does not support SNMP, no Management Address is available.
NNMi requests a Hostname starting with the lowest IP Address associated with
the node (a Discovery Seed value or an IP address value gathered from a
neighboring device). NNMi uses the first Hostname provided. The Hostname
might change during a future discovery cycle.

Note: NNMi administrators can use NNMi property file settings to change the
way NNMi determines Hostname values:

e nms-topology.properties file settings:
If DNS is the source of the Node's Hostname, there are three choices. By
default NNMi uses the exact Hostname from your network configuration. It
is possible to change NNMi behavior to convert Hostnames to all uppercase
or all lowercase. See the "Modifying NNMi Normalization Properties"
section of the HP Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

e nms-disco.properties file settings:
The Hostname is either requested from the Node's lowest loopback
interface |P address that resolves to a Hostname or requested from the
Node's designated Management Address (SNMP agent address). With
either choice, when no IP address resolves to a Hostname, the IP address
itself becomes the Hostname. See the "Maintaining NNMi" chapter of the
HP Network Node Manager i Software Deployment Reference, which is
available at: http://h20230.www2.hp.com/selfsolve/manuals.

Configure SNMPv1/v2c Community Strings for Regions

If more than one SNMPv1 or SNMPv2c "get" community string is used within this region, repeat
this step any number of times. Order does not matter because all community strings defined for this
Region are checked in parallel.

During initial discovery, NNMi tries many community strings until a match is found. After a match is
identified for a Node, the information is recorded to prevent future authentication errors.
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NNMi uses the SNMPv2c settings to discover the SNMPv2c information about your network. This
also determines whether NNMi receives or discards incoming SNMPv2c¢ traps. Click here for more
information.

If the incoming trap's Source Node (and sometimes Source Object, such as card or interface)
has not yet been discovered by NNMi, NNMi discards the trap. See "Handle Unresolved
Incoming Traps" on page 776 for additional information. See also "Configure Network Devices to
Send SNMP Notifications to NNMi" on page 771.

If the Source Node was not discovered using SNMv3, NNMi discards any incoming SNMPv3
traps from that Node.

NNMi discards traps that have no incident configuration or with an incident configuration set to
Disabled. To ensure that NNMi retains all received Trap instances when your network
environment includes SNMP agents using a variety of SNMPv1, SNMPv2c, and SNMPv3
protocol, you must configure two Incidents: one for the SNMPv1 version and one for the
SNMPv2c/3 version of that trap. See "Configure SNMP Trap Incidents" on page 782.

If either the Source Node or Source Object has Management Mode set to Not Managed or Out
of Service in the NNMi database, NNMi always discards the incoming trap. See "Understand
the Effects of Setting the Management Mode to Not Managed or Out of Service " on page 464.

NNMi provides the Management Mode workspace so that you can quickly view lists of all
nodes, interfaces, cards, addresses, or node components that NNMi is not currently discovering
or monitoring. For information about these views:

NNMi discards most incoming traps from network objects that are not monitored. For example,
you can configure NNMi to exclude specified interfaces from being monitored. See "Monitoring
Network Health" on page 340 for more information.

Note: If you want the NNMi management server to forward SNMPv2c traps to other machines in

your network environment, see "Configure Trap Forwarding" on page 1376 for additional
configuration steps.

To provide a community string for this region:

1.

Navigate to the Communication Region form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Select Communication Configuration.
c. Navigate to the Regions tab.
d. Do one of the following:
o To establish a region definition, click the = New icon.
o To edit a region definition, select a row, click the E Openiicon.
In the Communication Region form, navigate to the SNMPv1/v2c Community Strings tab.

To provide a read community string, navigate to the Read Community Strings table and do
one of the following:

Note: If you do not provide any community strings, NNMi uses the Default Community
Strings.
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= To establish a community string setting, click the - New icon, and provide the required
information (see table).

= To edit acommunity string setting, select a row, click the =1 Openicon, and provide the
required information (see table)

= Todelete a community string setting, select a row and click the # Deleteicon

4. To provide a write community string for this region, navigate to the Write Community String
attribute (see table).

Note: If you do not provide any community strings, NNMi uses the Default Community
Strings.

5. Click il Save and Close to return to the Communication Region form.

6. Click .l Save and Close to return to the Communication Configuration form.

7. Click ‘21 Save and Close to apply your changes.
SNMPv1 or SNMPv2c Community String for this Region

Attribute Description

Read
Community
String

The SNMPv1 or SNMPv2c "Get" (read-only) Community String that is used for this
region (case-sensitive).

Tip: If no values appear in this table, the default settings are used (see "Configure
Default Community Strings (SNMPv1 or SNMPv2c)" on page 129).

Many proxy vendors use the read community string for specifying remote target
information. NNMi supports substitution parameters within read community strings
for SNMPv1 or SNMPv2c proxy environments. Click here for more information.

Copy and paste these codes at the end of your read community string to provide
the values required by your proxy environment. NNMi substitutes the actual
attribute values from the NNMi database at runtime:

${contextName} = Used for specifying VLAN context for switches
(VLAN associated with the remote target node)

${managementAddress} = Node form, Management Address attribute value (the
remote target node)

${snmpPort} = SNMP Agent form, UDP Port attribute value (SNMP agent
associated with the remote target node)

Type a maximum of 255 characters. Alpha-numeric, spaces, and special
characters (~! @ #$ % * &amp; * () _+ -) are permitted.

Ordering

Optional. During the Discovery process, NNMi tries Read Community Strings in
priority order (lowest to highest). Then, NNMi tries all unordered Read Community
Strings (treated as though they had the same Ordering number). These unordered
requests are sent in parallel, with NNMi using the first response.

Write
Community

Optional. For use with the nnmsnmpset.ovpl command line tool.

The SNMPv1 or SNMPv2c "Set" (write) Community String that is used for the
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SNMPv1 or SNMPv2c Community String for this Region , continued

Attribute Description

String

SNMP Agent for each node in this region (case-sensitive).

Tip: SNMP Agents are often configured with different community strings for "Set"
requests than for "Get" (read) requests.

SNMPv1 and SNMPv2c require that you know the SNMP agent's write community
string before you can change settings on any device. The nnmsnmpset.ovpl
command can use the value you provide here, rather than requiring that you type
the write community string each time you invoke the command.

Tip: If no value is provided here, the default settings are used (see "Configure
Default Community Strings (SNMPv1 or SNMPv2c)" on page 129).

Type a maximum of 255 characters. Alpha-numeric, spaces, and special
characters (~! @ #$ % * &amp; * () _+ -) are permitted.

Because this is a type of password, you must enter the value twice.

Configure SNMPv3 Settings for Regions

NNMi can use SNMPv3 user-based security model (USM) settings to access devices.

To view the current list of SNMPv3 USM settings for a Region:

1. Navigate to the SNMPv3 Settings tab on the Communication Region form.

From the workspace navigation panel, select the #* Configuration workspace.

a
b. Select the Communication Configuration.

c. Navigate to the Regions tab.

d. Do one of the following:

o To create a region definition, click the - New icon.

o To edit a region definition, select a row, click the E Openiicon.

e. Inthe Communication Region form, access the SNMPv3 Settings tab.

2. The displayed table lists the Unique Name of each SNMPv3 USM setting for this region.

Note: NNMi tries to use the Specific Node SNMPv3 Settings. If none match, NNMi tries the
Region SNMPv3 Settings provided here. If none match, NNMi tries the default SMNPv3
settings.

3. You can also do the following:

= To establish a new setting, click the = New icon. See "Communication Region SNMPv3
Settings form" on the next page.

Click ‘il Save and Close to return to the Communication Region form.

= To edit an existing setting, select a row, click the E Open icon. See "Communication
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Region SNMPv3 Settings form" on the next page.
Click ‘il Save and Close to return to the Communication Region form.

= Todelete a setting from the Region's list, select a row and click the # Delete icon.

Note: The record remains in the database for possible use elsewhere and is simply removed
from this Communication Region's list.

4. Click il Save and Close to return to the Communication Configuration form.

5. Click ‘21 Save and Close to apply your changes.

Communication Region SNMPv3 Settings form

NNMi can use SNMPv3 user-based security model (USM) settings to access devices.

NNMi tries to use the current SNMPv3 Settings attribute value from Specific Node Settings. If none
match, NNMi tries the Region SNMPV3 Settings provided here. If none match, NNMi tries the
default SMNPv3 settings.

To configure an SNMPv3 Setting for a Region:
1. Navigate to the Communication Region SNMPv3 Settings form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Selectthe Communication Configuration.
c. Navigate to the Regions tab.

d. Do one of the following:
o To create a region definition, click the = New icon.

o To edit a region definition, select a row, click the = Openiicon.
e. Inthe Communication Region form, navigate to the SNMPv3 Settings tab.

f. Do one of the following:
o To create an SNMPv3 Setting definition, click the - New icon.
o To edit an SNMPv3 Setting, select a row, click the = Openicon.

o Toremove an SNMPv3 Setting from this Region, select a row, click the & Deleteicon.

Note: The record remains in the database for possible use elsewhere and is simply
removed from this Communication Region's list.

2. Click the SNMPv3 Settings =h - Lookup icon and select one of the options from the drop-
down menu:

» [ Show Analysis to display Analysis Pane information for the currently configured
(selected) SNMPv3 Setting name. (See Use the Analysis Pane for more information about
the Analysis Pane.)
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= -2 Quick Find to view and select from the list of all existing SNMPv3 Settings (for more
information see "Use the Quick Find Window" on page 41).

« = Open to display the details of the currently configured (selected) SNMPv3 Setting (see
"SNMPv3 Settings Form" for more information).

= = New to create a new SNMPv3 Setting (see "SNMPv3 Settings Form" for more
information).

Click '] Save and Close to return to the Communication Region SNMPv3 Settings form.

3

4. Click ‘il Save and Close to return to the Communication Region form.

5. Click ] Save and Close to return to the Communication Configuration form.
6

Click ‘1 Save and Close to apply your changes.

Configure Credential Settings for Regions

NNMi uses the Device Credentials settings for the following:

« Device discovery of some vendor-specific devices that require non-SNMP communication,
such as Netconf over SSH. For a list of the these devices see the NNMi Device Support Matrix.

o HP Network Node Manager iSPI Network Engineering Toolset Software
NNMi uses the following sequence to determine Device Credentials:
o Use the Specific Node Device Credentials. If none match, continue.
o Use the Region Device Credentials (provided here). If none match, continue.
¢ Use the Default Credential settings.
To provide credential settings for this region:
1. Navigate to the Region Device Credentials form.
a. From the workspace navigation panel, select the & Configuration workspace.
b. Select Communication Configuration.
c. Navigate to the Regions tab.
d. Do one of the following:
o To establish a region definition, click the = New icon.
o To edit a region definition, select a row, click the = Openicon.
e. Inthe Communication Region form, navigate to the Device Credentials tab.
f. Do one of the following:
o To establish a credential setting, click the - New icon, and continue.
o To edit a credential setting, select a row, click the = Openicon, and continue.
o Todelete a credential setting, select a row and click the # Delete icon.

2. Provide the attribute values of credentials for this region (see table).
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3. Click 21 Save and Close to return to the Communication Region form.
4. Click ‘il Save and Close to return to the Communication Configuration form.

5. Click 'l Save and Close to apply your changes.

Note: HP Network Node Manager iSPI Network Engineering Toolset Software uses the
Default Credentials setting to access devices when running Diagnostics either automatically
or when the Actions — Run Diagnostics (iSPI NET only) option is used. (See "Configure
Diagnostics for an Incident (NNM iSPI NET)" on page 757 and Node Form: Diagnostics Tab
for more information. )

Tip: You can right-click any object in a table or map view to access the Actions menu.

At each level in the sequence to determine the Device Credentials (see bullet list above),
NNMi first uses Secure Shell (SSH) to establish a secure connection, and if the SSH attempt
fails, NNMi tries Telnet protocol as the communication method.

Caution: By default, neither Microsoft Internet Explorer nor Mozilla Firefox defines the
telnet command nor the SSH command, so using either of these menu items produces an
error message. See the "Configuring the Telnet and SSH Protocols for Use by NNMi"
chapter in the HP Network Node Manager i Software Deployment Reference for
configuration information.

Device Credential Attributes for this Region

Attribute Description

User Type the user name that you want NNMi to use for logging into devices in this
Name Communication Region.

Password | Type the password that you want NNMi to use for logging into devices in this
Communication Region.

Note: NNMi encrypts the password and displays asterisks for this attribute. If
you want to change the password, first clear the asterisks displayed in the
Password attribute and enter the new Password value.

Configure Specific Nodes (Communication
Settings)
Configuring communication protocols for specific devices is optional.

Use the Specific Node Settings tab to fine tune communication protocol usage and settings for a
particular device within your environment. For example, provide settings for your most important
devices, or disable communication with the least important devices.
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When you leave a field blank, NNMi uses the next applicable configuration setting for that field in
the following order:

o The value configured for a Region that includes this device. If multiple Region definitions include
this device (for example, buildings, floors within those buildings, or workgroups within a
particular floor), the first match applies (the matching region with the lowest Ordering number) .
See "Configure Regions (Communication Settings)" on page 136.

o The default value for this field (see "Configure Default SNMP, Management Address, and ICMP
Settings" on page 120, "Configure Default Community Strings (SNMPv1 or SNMPv2c)" on page
129, "Configure the Default Device Credentials" on page 135, and "Configure Default SNMPv3
Settings" on page 133.

Note: NNMi enables you to set up one or more SNMP Proxy Servers in the cases where an
SNMP node is otherwise unreachable (for example, when a node you want to manage is
behind a firewall). To enable NNMi to use the SNMP Proxy Server, when you configure
communication protocols for specific devices, you must include the IP address and port
number on the SNMP Proxy Server. See "Specific Node Settings Form (Communication
Settings)" below for more information.

To configure specific devices, you have two choices:

o "Specific Node Settings Form (Communication Settings)" below.

¢ "Load Communication Settings from a File" on page 168

Specific Node Settings Form (Communication
Settings)
Create specific node settings to control the way NNMi monitors your most important devices or
least important devices.

Tip: If no value is provided for an attribute in the Communication Node form, NNMi uses the
applicable Region settings and if none match, NNMi uses the default settings.

If configuring Specific Node Settings, also see the HP Network Node Manager i Software
Deployment Reference which is available at:
http://h20230.www2.hp.com/selfsolve/manuals

To configure communication protocol settings for a specific node:
1. Access the Specific Node Settings form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Selectthe Communication Configuration.
c. Navigate to the Specific Node Settings tab.
d. Do one of the following:
o To establish settings for a node, click the - New icon, and continue.

o To edit settings for a node, select a row, click the = Openicons, and continue.
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o To delete settings for a node, select a row and click the # Delete icon.

2. Provide the communication protocol settings for the node (see the Basic Settings table, SNMP
Settings table, and ICMP Settings table).

For an explanation of how NNMi implements timeout and retry configurations, see "Timeout /
Retry Behavior Example for SNMP" on page 127 and "Timeout / Retry Behavior Example for
ICMP" on page 128.

3. Optional. Make additional configuration choices. Click here for a list of choices .
4. Click il Save and Close to return to the Communication Configuration form.

5. Click ‘21 Save and Close to apply your changes.

Basic Settings for this Device

Attribute Description

Target The Hostname attribute value from the Node form of the discovered node must
Hostname match what is entered here. Case-insensitive, NNMi automatically converts the
hostname to all lowercase on the Node form.

NNMi follows a set of rules to dynamically generate the value stored in the NNMi
database for each Node's Hostname. Click here for details.

o If the Node supports SNMP, NNMi requests the Hostname using the IP
Address of the associated SNMP agent (the Management Address attribute
value on the Node form).

When the NNMi administrator chooses Enable SNMP Address
Rediscovery < in the Communication Configuration:

= |f the SNMP Agent does not respond, NNMi checks for another
Management Address to request the Hostname, and the Hostname could
change.

» |f the SNMP Agent associated with the node changes, the Management
Address and Hostname could change.

When the NNMi administrator disables Enable SNMP Address
Rediscovery | inthe Communication Configuration:

= If the SNMP Agent does not respond, NNMi uses the previously gathered
Management Address attribute value to request the Hostname.

= [f the SNMP Agent associated with the node changes, NNMi uses the
previously gathered Management Address attribute value to request the
Hostname.

o If the Node does not support SNMP, no Management Address is available.
NNMi requests a Hostname starting with the lowest IP Address associated
with the node (a Discovery Seed value or an IP address value gathered from a
neighboring device). NNMi uses the first Hostname provided. The Hostname
might change during a future discovery cycle.
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Basic Settings for this Device , continued

Attribute Description

Note: NNMi administrators can use NNMi property file settings to change
the way NNMi determines Hostname values:

e nms-topology.properties file settings:
If DNS is the source of the Node's Hostname, there are three choices. By
default NNMi uses the exact Hostname from your network configuration.
It is possible to change NNMi behavior to convert Hostnames to all
uppercase or all lowercase. See the "Modifying NNMi Normalization
Properties" section of the HP Network Node Manager i Software
Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

e nms-disco.properties file settings:
The Hostname is either requested from the Node's lowest loopback
interface |P address that resolves to a Hostname or requested from the
Node's designated Management Address (SNMP agent address). With
either choice, when no IP address resolves to a Hostname, the IP
address itself becomes the Hostname. See the "Maintaining NNMi"
chapter of the HP Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

Preferred
Management
Address

Do one of the following:

o Specify the address you want NNMi to use for SNMP communications with
this device. If you enter an invalid or unreachable address, the device is not
discovered or monitored.

o Leave this attribute empty. NNMi dynamically selects the management
address, based on responses from the device's SNMP agent and your
choices in "Configure Default SNMP, Management Address, and ICMP
Settings" on page 120.

Note: The NNMi administrator can over-ride this setting. See the Enable
SNMP Communication attribute and the Enable SNMP Address
Rediscovery attribute settings.

Description

Optional. Provide a description for this configuration that would be useful for
communication purposes within your team.

Type a maximum of 255 characters. Alpha-numeric, spaces, and special
characters (~! @ #$ % * &amp; * () _+) are permitted.

SNMP Settings for this Device

Attribute

Description

Enable SNMP

If .| enabled, the Discovery Process and State Poller Service generate
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SNMP Settings for this Device , continued

Attribute Description

Communication

network traffic with SNMP protocol to discover and monitor this device.

Note: Your choice might be overridden if Monitoring Configuration settings
disable SNMP usage for the State Poller Service, see "Global Control
Settings for Monitoring" on page 343 or "Configure NNMi Monitoring
Behavior" on page 340.

If | disabled, NNMi does not generate any SNMP traffic to this device.

Caution: With no SNMP data, Spiral Discovery interprets each IP Address as
a separate node, Causal Engine calculates Status based only on IP
address State, previously discovered Interfaces show a State
attribute value of "Not Polled" and a Status attribute value of "No
Status" with the Interface map-symbol color set to beige, and no new
Interfaces are discovered.

Enable SNMP
Address
Rediscovery

Note: The NNMi administrator can over-ride this setting. See the Enable
SNMP Communication and the Preferred Management Address
attributes.

If <! enabled, NNMi automatically identifies which management address
(SNMP agent) to use for each device. If the initially configured address
becomes unreachable, NNMi automatically locates another address, if
possible, and changes the management address attribute value. Click here for
more information.

When NNMi first discovers a node, the seed address (provided by the NNMi
administrator) or discovered address (for non-seeded nodes) becomes the
initial address used for SNMP communication. After NNMi builds an inventory
of all IP addresses associated with the node (see "How Spiral Discovery
Works" on page 176), NNMi follows a set of rules to determine which address
is the best choice for each node's Management Address:

Note: With NNMi Advanced, the NNMi administrator specifies whether
NNMi prefers IPv4 or IPv6 addresses when selecting the Management
Address. See Configure Default SNMP, Management Address, and
ICMP Settings.

1. NNMiignores the following addresses when determining which
Management Address is most appropriate:

= Any address of an administratively-down interface.

= Any address that is virtual (for example, VRRP' ).

= Any IPv4 Anycast Rendezvous Point IP Address? or IPv6 Anycast

TVirtual Router Redundancy Protocol
2Rendezvous Point addresses are loopback addresses used for routers in multi-cast network

configurations.
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SNMP Settings for this Device , continued

Attribute Description

address.

= Any address in the reserved loopback network range. IPv4 uses 127/24
(127.*.*.*)and IPv6uses : : 1.

= Any IPv6 link-local address’.

2. If the NNMi Administrator specifies Enable SNMP Address Rediscovery
in Communication Configuration, NNMi prefers the last-known
Management Address (if any).

3. If the Management Address does not respond and the NNMi Administrator
specifies Enable SNMP Address Rediscovery in Communication
Configuration, NNMi uses the Communication Configuration settings for
Management Address Selection. The NNMi Administrators chooses the
order in which NNMi checks the following:

n Seed IP / Management IP - If the NNMi Administrator configures a
Seed, NNMi uses the Seed address (either a specified IP address or
the DNS address associated with a specified hostname) only during
initial Discovery. NNMi then requests the current Management
Address (the address from which the node's SNMP Agent responds)
and uses that IP address for all communication after initial discovery.

= Lowest Loopback - If a node supports multiple loopback address2,
NNMi queries each loopback addresses, starting with the lowest
number. NNMi uses the loopback address with the lowest number from
which the SNMP agent responds (for example, 10.16.42.197 is a lower
number than 10.16.197.42).

= Highest Loopback - If a node supports multiple loopback address3,
NNMi queries each loopback addresses, starting with the highest
number. NNMi uses the loopback address with the highest number
from which the SNMP agent responds.

1A non-routable IPv6 unicast address only used for communication with other nodes on the same
link (LAN or VLAN). Link local addresses cannot be used for communication that must be
forwarded through a router. IPv6 auto-configuration automatically assigns a unique link local
address in the fe80::/10 address space to each IPv6-enabled interface on a system.

2The address associated with the loopback interface. The loopback interface is a virtual interface
on a device that provides a route for internal communication. Many vendors provide a specially
configured loopback for management purposes. Exact details of how loopbacks are configured
varies by vendor and model. See each device's documentation for details. NNMi identifies these
loopback addresses by using ifType Number 24, softwareloopback from the IANA ifType-MIB.
3The address associated with the loopback interface. The loopback interface is a virtual interface
on a device that provides a route for interal communication. Many vendors provide a specially
configured loopback for management purposes. Exact details of how loopbacks are configured
varies by vendor and model. See each device's documentation for details. NNMi identifies these
loopback addresses by using ifType Number 24, softwareloopback from the IANA ifType-MIB.
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SNMP Settings for this Device , continued

Attribute Description

= Interface Matching - The NNMi Administrator chooses which interface
MIB variable NNMi queries to detect changes. NNMi can use the
following MIB-II attribute values: i fIndex, ifName, ifDescr,
ifAlias, oracombination of these (i fName or i fDescr, i fName Or
ifDescrorifAlias).

4. If noresponse, NNMi queries any remaining IP addresses in the node's IP
address inventory, starting with the lowest number. NNMi uses the
address with the lowest number from which the SNMP agent responds.

5. If noresponse, NNMi checks for any Mapped Address configured for one
of the currently known addresses (see the Mapped Address column in the
Custom IP Addresses view).

Note: The address represents a static Network Address Translation
(NAT) pair's external IP address from the internal/external IP address
pair. NNMi Administrators configure these pairs using the
Overlapping IP Address Mapping form. NNMi uses this list of
addresses starting with IPv4 from low to high, then IPv6 from low to
high.

6. If noresponse, NNMi might be configured to repeat the sequence using
SNMPv1, SNMPv2c, or SNMPv3 in the order specified by the NNMi
administrator (Communication Configurations SNMP Minimum Security
Level settings).

7. When all else fails, NNMi retains the last known Management Address (if
any) and automatically changes the State of that SNMP Agent object to
Critical.

This process is repeated during each Spiral Discovery cycle, and the
Management Address can change. For example, NNMi's inventory of
addresses for the node expands, or the current Management Address does not
respond to SNMP queries due to network problems or node reconfiguration.
The NNMi administrator can prevent changes to the management address
using the Communication Configurations Enable SNMP Address Rediscovery
or Preferred Management Address setting.

If | disabled, when the current management address (SNMP agent) becomes
unreachable, NNMi reclassifies the node as a non-SNMP node until the
previously configured management address is available again.

Enable SNMP | Applies only to SNMPv2 or higher. If you have devices in your network
GetBulk environment that have trouble responding to GetBulk commands, you can
instruct NNMi to use Get or GetNext instead of GetBulk.

If ] enabled, NNMi uses the SNMPv2c GetBulk command to gather
information from this device.

If | disabled, NNMi uses the SNMP Get or GetNext command to gather
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SNMP Settings for this Device , continued

Attribute Description

information from this device (requesting responses for one SNMP OID at a
time).

SNMP Timeout

(Seconds:Milliseconds) Maximum 1 millisecond less than a minute: 59
seconds 999 milliseconds.

Time that NNMi waits for a response to an SNMP query before reissuing the
request. Both the Discovery Process and the State Poller Service use this
setting for this device. For an explanation of how NNMi implements timeout
and retry configurations, see "Timeout / Retry Behavior Example for SNMP"
on page 127.

SNMP Retries
Count

Maximum number of retries that NNMi issues for an SNMP query before
determining the query result to be "unresponsive". Zero means no retries. Both
the Discovery Process and the State Poller Service use this setting for this
device.

SNMP Port

Default is 161. Specifies the management server's port that NNMi uses when
generating SNMP traffic. Both the Discovery Process and the State Poller
Service use this setting for this device.

SNMP Proxy
Address

Optional. IP address of the your SNMP Proxy Server (for example, a proxy
that gathers data from non-SNMP devices and can use that data to respond to
NNMi SNMP requests).

To enable a proxy, you must also provide the port number of your SNMP Proxy
Server. See SNMP Proxy Port (next attribute).

Note: When you configure NNMi to use a Proxy Server, you must ensure that
the Proxy Server vendor supports the Object Identifiers used to handle
SNMP requests and responses. See the “NNMi Communications”
chapter of the HP Network Node Manager i Software Deployment
Reference for more information.

SNMP Proxy
Port

Optional. Port number of the SNMP Proxy Server.

To enable a proxy, you must also provide the IP address of your SNMP Proxy
Server. See SNMP Proxy Address (previous attribute).

Note: When you configure NNMi to use a Proxy Server, you must ensure that
the Proxy Server vendor supports the Object Identifiers used to handle
SNMP requests and responses. See the “NNMi Communications”
chapter of the HP Network Node Manager i Software Deployment
Reference for more information.

SNMP
Preferred
Version

This setting determines whether each NNMi Rediscovery cycle automatically
detects the best SNMP choice (v1, v2, or v3) for this Node (automatically
detects any upgrade to the SNMP agent on each Node), or uses only the
SNMP version that you specify.

Specifies the SNMP version that NNMi should use when communicating with
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SNMP Settings for this Device , continued

Attribute Description

adevice. Select one of the following options:

1 | Indicates you want NNMi to try only SNMPv1 settings.

Tip: Use this option when you do not want NNMi to use GetBulk
commands on the device.

2 | Indicates you want NNMi to use SNMPv2c settings, and, if that fails, try
SNMPv1 settings. If both SNMPv2c and SNMPv1 fail, NNMi tries
SNMPv3 settings if any are available.

3 | Indicates you want NNMi to use SNMPV3 settings for this device. NNMi
uses the SNMPv3 Settings configuration to determine which of the
following User-based Security Module (USM) levels of security to
provide:

o No Authentication, No Privacy
o Authentication, No Privacy
¢ Authentication, Privacy

See "Configure Default SNMP, Management Address, and ICMP
Settings" on page 120 for more information.

Note: The SNMP Minimum Security Level is determined by the settings on the Communication
Configurations' Specific Node Settings form, SNMPv3 Settings tab where SNMPv3 Settings
for this Node are established.

ICMP Settings for this Device

Attribute Description

Enable ICMP
Communication

If =</ enabled, NNMi generates network traffic with ICMP protocol to this
device.

If | disabled, NNMi does not generate any ICMP traffic to this device:

o Addresses in this Node (both previously discovered and newly discovered)
have a State attribute value of "Not Polled" and a Status attribute value of
"No Status" with the IP Address map-symbol color set to beige.

o If both ICMP and SNMP are disabled, the Node has a Status attribute value
of "No Status" have a map-symbol background shape color set to beige.

Note: Your choice might be overridden if Monitoring Configuration settings
disable ICMP usage for the State Poller Service, see "Global Control
Settings for Monitoring" on page 343 or "Configure NNMi Monitoring
Behavior" on page 340.
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ICMP Settings for this Device , continued

Attribute Description

ICMP Timeout | (Seconds:Milliseconds) Maximum 1 millisecond less than a minute: 59

seconds 999 milliseconds.

Time that NNMi waits for a response to an ICMP query before reissuing the
request to this device. For an explanation of how NNMi implements timeout
and retry configurations, see "Timeout / Retry Behavior Example for ICMP" on
page 128.

ICMP Retries Maximum number of retries that NNMi issues for an ICMP query to this device
Count before logging an error. Zero means no retries.

Related Topics:

"Configure Default SNMP, Management Address, and ICMP Settings" on page 120

"Configure Default Community Strings (SNMPv1 or SNMPv2c)" on page 129

"Configure Regions (Communication Settings)" on page 136

Configure SNMPv1/v2c Community Strings for a Specific
Node

Optional. Configure the SNMPv1 or SNMPv2c community strings for each node.

NNMi uses the SNMPv2c settings to discover the SNMPv2c information about your network. This
also determines whether NNMi receives or discards incoming SNMPv2c¢ traps. Click here for more
information.

If the incoming trap's Source Node (and sometimes Source Object, such as card or interface)
has not yet been discovered by NNMi, NNMi discards the trap. See "Handle Unresolved
Incoming Traps" on page 776 for additional information. See also "Configure Network Devices to
Send SNMP Notifications to NNMi" on page 771.

If the Source Node was not discovered using SNMv3, NNMi discards any incoming SNMPv3
traps from that Node.

NNMi discards traps that have no incident configuration or with an incident configuration set to
Disabled. To ensure that NNMi retains all received Trap instances when your network
environment includes SNMP agents using a variety of SNMPv1, SNMPv2c, and SNMPv3
protocol, you must configure two Incidents: one for the SNMPv1 version and one for the
SNMPv2c/3 version of that trap. See "Configure SNMP Trap Incidents" on page 782.

If either the Source Node or Source Object has Management Mode set to Not Managed or Out
of Service in the NNMi database, NNMi always discards the incoming trap. See "Understand
the Effects of Setting the Management Mode to Not Managed or Out of Service " on page 464.

NNMi provides the Management Mode workspace so that you can quickly view lists of all
nodes, interfaces, cards, addresses, or node components that NNMi is not currently discovering
or monitoring. For information about these views:
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« NNMi discards most incoming traps from network objects that are not monitored. For example,
you can configure NNMi to exclude specified interfaces from being monitored. See "Monitoring
Network Health" on page 340 for more information.

Note: If you want the NNMi management server to forward SNMPv2c traps to other machines in
your network environment, see "Configure Trap Forwarding" on page 1376 for additional
configuration steps.

To provide SNMPv1/v2c community strings for a specific device:
1. Navigate to the Specific Node Settings form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Select Communication Configuration.
c. Navigate to the Specific Node Settings tab.

d. Do one of the following:
o To establish a node definition, click the <= New icon.

o To edit a node definition, select a row, click the =1 Openiicon.
2. Navigate to the SNMPv1/v2c Community Strings tab.

3. To provide a read community string, navigate to the Read Community String attribute and
provide the appropriate string (see table).

Tip: If you do not provide any read community string, NNMi uses the applicable Region
settings and if none match, NNMi uses the default settings .

4. To provide a write community string, navigate to the Write Community String attribute and
provide the appropriate string (see table).

Tip: If you do not provide any write community string, NNMi uses the applicable Region setting
and if none match, NNMi uses the default setting .

5. Click ‘il Save and Close to return to the Communication Configuration form.

6. Click ‘1 Save and Close to apply your changes.
SNMPv1 or SNMPv2c Community String for this Device

Attribute Description

Read The SNMPv1 or SNMPv2c "Get" (read-only) Community String that is used for this
Community | device (case-sensitive).
String

Tip: If you do not provide any read community string, NNMi uses the applicable
Region settings and if none match, NNMi uses the default settings .

Many proxy vendors use the read community string for specifying remote target
information. NNMi supports substitution parameters within read community strings
for SNMPv1 or SNMPv2c proxy environments. Click here for more information.

Copy and paste these codes at the end of your read community string to provide
the values required by your proxy environment. NNMi substitutes the actual
attribute values from the NNMi database at runtime:
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SNMPv1 or SNMPv2c Community String for this Device , continued

Attribute Description

${contextName} = Used for specifying VLAN context for switches
(VLAN associated with the remote target node)

${managementAddress} = Node form, Management Address attribute value (the
remote target node)

${snmpPort} = SNMP Agent form, UDP Port attribute value (SNMP agent
associated with the remote target node)

Type a maximum of 255 characters. Alpha-numeric, spaces, and special
characters (~! @ #$ % " &amp; * () _+ -) are permitted.

Write
Community
String

Optional. For use with the nnmsnmpset.ovpl command line tool.

The SNMPv1 or SNMPv2c "Set" (write) Community String that is used for the
SNMP Agent for each node specified (case-sensitive).

Tip: SNMP Agents are often configured with different community strings for "Set"
requests than for "Get" (read) requests.

SNMPv1 and SNMPv2c require that you know the SNMP agent's write community
string before you can change settings on any device. The nnmsnmpset.ovpl
command can use the value you provide here, rather than requiring that you type
the write community string each time you invoke the command.

Tip: If you do not provide any write community string, NNMi uses the applicable
Region setting and if none match, NNMi uses the default setting.

Type a maximum of 255 characters. Alpha-numeric, spaces, and special
characters (~! @ #$ % * &amp; * () _+ -) are permitted.

Because this is a type of password, you must enter the value twice.

Configure SNMPv3 Settings for a Specific Node

NNMi can use SNMPv3 user-based security model (USM) settings to access devices.

NNMi uses the current SNMPV3 Settings provided for a node, if available.

To configure an SNMPv3 Settings for a specific node:

1. Navigate to the Specific Node Settings form.

From the workspace navigation panel, select the # Configuration workspace.

a.
b. Select Communication Configuration.

c. Navigate to the Specific Node Settings tab.

d. Do one of the following:

o To establish a node definition, click the <= New icon, and continue.

o To edit a node definition, select a row, click the = Openicon, and continue.
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2. Navigate to the SNMPv3 Settings tab.

3. Click the SNMPv3 Settings =k - Lookup icon and select one of the options from the drop-
down menu:

» [ Show Analysis to display Analysis Pane information for the currently configured
(selected) SNMPv3 Setting name. (See Use the Analysis Pane for more information about
the Analysis Pane.)

= -2 Quick Find to view and select from the list of all existing SNMPv3 Settings (for more
information see "Use the Quick Find Window" on page 41).

« = Open to display the details of the currently configured (selected) SNMPv3 Setting (see
"SNMPv3 Settings Form" for more information).

= = New to create a new SNMPv3 Setting (see "SNMPv3 Settings Form" for more
information).

4. Click il Save and Close to return to the Specific Node Settings form.
5. Click ‘il Save and Close to return to the Communication Configuration form.

6. Click ‘1 Save and Close to apply your changes.

Configure Credential Settings for a Specific Node

NNMi uses the Device Credentials settings for the following:

o Device discovery of some vendor-specific devices that require non-SNMP communication,
such as Netconf over SSH. For a list of the these devices see the NNMi Device Support Matrix.

e HP Network Node Manager iSPI Network Engineering Toolset Software

NNMi uses the following sequence to determine Device Credentials:

o Use the Specific Node Device Credentials (provided here). If none match, continue.

o Use the Region Device Credentials. If none match, continue.

o Use the Default Credential settings.

To provide credential settings for a specific node:

1. Navigate to the Specific Node Device Credentials form.

a. From the workspace navigation panel, select the # Configuration workspace.
b. Select Communication Configuration.
c. Navigate to the Specific Node Settings tab.

d. Do one of the following:
o To establish a definition, click the - New icon.

o To edit a definition, click the E Open icon in the row representing the configuration you
want to edit.

e. Inthe Specific Nodes Settings form, navigate to the Device Credentials tab.
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f. Do one of the following:
o To establish a credential setting, click the = New icon, and continue.

o To edit a credential setting, click the = Open icon in the row representing the
configuration you want to edit, and continue.

o Todelete a credential setting, select a row and click the # Deleteicon
2. Provide the attribute values of credentials for this node (see table).

Note: NNMi tries to use the Specific Node Device Credentials provided here. If none match,
NNMi tries the Region Device Credential settings. If none match, NNMi tries the Default
Device Credentials.

3. Click ‘Cl Save and Close to return to the Specific Node Settings form.
4. Click il Save and Close to return to the Communication Configuration form.

5. Click 'l Save and Close to apply your changes.

Note: HP Network Node Manager iSPI Network Engineering Toolset Software uses the
Default Credentials setting to access devices when running Diagnostics either automatically
or when the Actions — Run Diagnostics (iSPI NET only) option is used. (See "Configure
Diagnostics for an Incident (NNM iSPI NET)" on page 757 and Node Form: Diagnostics Tab
for more information.)

Tip: You can right-click any object in a table or map view to access the Actions menu.

At each level in the sequence to determine the Device Credentials (see bullet list above),
NNMi first uses Secure Shell (SSH) to establish a secure connection, and if the SSH attempt
fails, NNMi tries Telnet protocol as the communication method.

Caution: By default, neither Microsoft Internet Explorer nor Mozilla Firefox defines the
telnet command nor the SSH command, so using either of these menu items produces an
error message. See the "Configuring the Telnet and SSH Protocols for Use by NNMi"
chapter in the HP Network Node Manager i Software Deployment Reference for
configuration information.

Specific Node Device Credential Attributes

Attribute Description

User Type the user name that you want NNMi to use for logging into this device.
Name

Password | Type the password that you want NNMi to use for logging into this device.

Note: NNMi encrypts the password and displays asterisks for this attribute. If
you want to change the password, first clear the asterisks displayed in the
Password attribute and enter the new Password value.
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Load Communication Settings from a File

NNMi enables you to import the SNMPv1 or SNMPv2c community strings (read and write) or the
SNMPv3 USM settings for either specifc nodes or comunication regions. This is useful when your
SNMP is managed by a change control mechanism. You can bulk insert the SNMP assignments
into NNMi.

Each assignment shows up as an individual entry in one of the following tables on the
Communication Configuration form:

« Specific Node Settings tab
o Communication Regions tab

If configuring Specific Node Settings, for additional information, see the HP Network Node
Manager i Software Deployment Reference which is available at:
http://h20230.www2.hp.com/selfsolve/manuals. If configuring Communication
Regions, see "Configure Regions (Communication Settings)" on page 136 for more information.

To import communication settings:

1. Onthe NNMi management server's hard drive, create a text file according to the specifications
in the nnmcommload.ovpl reference page. Create one line for each device. For more
information, see nnmcommload.ovpl

To add comments to your file, place a # character at the beginning of each comment line.

Note: When you load this file, the data in the file overwrites any previously entered information
about each Hostname (case-sensitive).

2. Use the following command line command to load the information into the NNMi database:

If you do not want to enter an NNMi User Name attribute value and an NNMi Password
attribute value at the command line, you can use the nnmsetcmduserpw.ovpl command to
specify the valid user name and password (instead of —u and -p). The credentials set using the
nnmsetcmduserpw.ovpl command are valid for command execution by the same user. See
"Set Up Command Line Access to NNMi" on page 577 for more information.

Windows:
$NnmInstallDir%\bin\nnmcommload.ovpl -u <NNMiadminUserName> -p
<NNMiadminPassword> —-file <path/filename>

UNIX:
/opt/0OV/bin/nnmcommload.ovpl -u <NNMiadminUserName> -p
<NNMiadminPassword> —-file <path/filename>

3. Verify that the import worked properly:
a. From the workspace navigation panel, select the # Configuration workspace.
b. Select Communication Configuration.
c. Access the Specific Node Settings or Communication Regions tab.

4. Review each entry in the table to verify that the import was successful.

To verify the communication configuration for an IP Address, at the command line, type:
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Note: For more information, see nnmcommconf.ovpl

If you do not want to enter an NNMi User Name attribute value and an NNMi Password attribute
value at the command line, you can use the nnmsetcmduserpw.ovpl command to specify the valid
user name and password (instead of —u and -p). The credentials set using the
nnmsetcmduserpw.ovpl command are valid for command execution by the same user. See
"Set Up Command Line Access to NNMi" on page 577 for more information.

Windows:
$NnmInstallDir%$\bin\nnmcommconf.ovpl -u <NNMiadminUsername> -p
<NNMiadminPassword> -proto snmp -host <node IP address>

UNIX:

/opt/OV/bin/nnmcommconf.ovpl -u <NNMiadminUsername> -p
<NNMiadminPassword> -proto snmp -host <node IP address>

To verify the ICMP configuration for an IP Address, at the command line, type:

Note: For more information, see nnmcommconf.ovpl

If you do not want to enter an NNMi User Name attribute value and an NNMi Password attribute
value at the command line, you can use the nnmsetcmduserpw.ovpl command to specify the valid
user name and password (instead of —u and -p). The credentials set using the

nnmsetcmduserpw.ovpl command are valid for command execution by the same user. See
"Set Up Command Line Access to NNMi" on page 577 for more information.

Windows:
$NnmInstallDir%$\bin\nnmcommconf.ovpl -u <NNMiadminUsername> -p
<NNMiadminPassword> -proto icmp -host <node IP address>

UNIX:
/opt/0V/bin/nnmcommconf.ovpl -u <NNMiadminUsername> -p
<NNMiadminPassword> -proto icmp -host <node IP address>

Troubleshooting Communication Settings
After you configure your communication settings and wait until Auto-Discovery completes at least
one cycle, you can verify your Communication Settings:
o "Verify That All Nodes Support SNMP" on the next page
o "Verify a Node's Communication Settings" on the next page
o "Verify Communication Settings" on page 172
o "Resolve Authentication Errors" on page 173
You can fine tune NNMi's SNMP/ICMP traffic in the following ways:
¢ Minimize timeouts and retries.

When NNMi attempts to contact a node using ICMP / SNMP during an Auto-Discovery cycle,
the Communication Configuration settings determine what information NNMi can gather. If the
correct ICMP / SNMP settings are not provided or if NNMi discovers non-SNMP devices (see
"Verify That All Nodes Support SNMP" on the next page), NNMi resorts to timeouts and retries.
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Large timeout values or a high number of retries can degrade overall performance of discovery. If
your network environment contains nodes that you know respond slowly to ICMP / SNMP
requests, consider using the Regions or Specific Nodes settings to fine tune the number of
timeouts and retries NNMi uses during each Auto-Discovery cycle.

o Limit the number of default SNMPv1/SNMPv2c Community Strings to ensure efficient Auto-
Discovery performance. See "Configure Default Community Strings (SNMPv1 or SNMPv2c)"
on page 129.

o Limit the number of default SNMPV3 user-based security model (USM) settings to ensure
efficient Auto-Discovery performance. See "Configure Default SNMPv3 Settings" on page 133.

Verify That All Nodes Support SNMP

After you configure your communication settings and wait until Auto-Discovery completes at least
one cycle, check for any nodes that do not respond to SNMP:

1. From the workspace navigation panel, select the | Inventory workspace.
2. Select the Nodes view.

3. Right-click the Device Profile column, and select Create Filter.

4. Select "contains", and type the following text into Enter a string: No SNMP.
5

NNMi displays a list of all nodes in your network environment that did not respond to SNMP
during Auto-Discovery.

o

Verify that the resulting list is valid.

7. Totroubleshoot unexpected results, see:

= "Verify a Node's Communication Settings" below
= "Verify Communication Settings" on page 172

= "Resolve Authentication Errors" on page 173

Verify a Node's Communication Settings

After you configure your communication settings and wait until Auto-Discovery completes at least
one cycle, you can check to determine what settings NNMi is using to communicate with a node of
interest.

NNMi provides a report about the communication configuration information for a selected node,
including the SNMP and ICMP configuration information.

To display a report of a node's current communication settings:

Note: The User Account must be assigned to the NNMi Administrators User Group to use this
action.

1. Do one of the following:
Navigate to a table view and select a node:

a. From the workspace navigation panel, select the workspace of interest. For example, B
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Inventory.

b. Select the view that contains the node with communication settings you want to check. For
example, Nodes.

c. Select the row representing the node with communication settings you want to check.
Navigate to a map view and select a node:

a. From the workspace navigation panel, select the workspace of interest; for example, =
Topology Maps.

b. Click the view that contains the node with communication settings you want to check; for
example Initial Discovery Progress or Network Overview map.

c. From the map view, click the node with communication settings you want to check.
Navigate to a Node form:

= From atable view, double-click the row representing the node of interest.

= From a map view, click the node of interest on the map and click the E Openicon.

2. Select Actions — Polling — Communication Settings.
Tip: You can right-click any object in a table or map view to access the Actions menu.

Sometimes a device is temporarily not responding properly to SNMP during NNMi's initial
discovery, so NNMi makes the wrong decision about which version of SNMP to use. Or perhaps
you deployed upgrades to the SNMP agents in your network environment.

To update NNMi's choice of SNMP version used for a Node or Nodes:

Note: The User Account must be assigned to the NNMi Administrators User Group to use this
action.

1. From the workspace navigation panel, select B Inventory.
2. Select the Nodes (All Attributes) view.

3. Click the Protocol Version column heading to sort the view according to SNMP version
currently being used by NNMi for communications with each SNMP agent in your network
environment.

4. Select all rows that you want NNMi to check for SNMP upgrades or changes.
5. select Actions — Polling — Configuration Poll.

NNMi reconfigures the SNMP Communication settings by verifying the highest SNMP version
available to the SNMP Agent assigned to the node (according to your Communication
Configuration settings).

6. Click the Protocol Version column heading to resort the view according to SNMP version.
7. Verify that NNMi made the expected changes.

If still receiving unexpected results, see "Verify Communication Settings" on the next page.
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See "Configuring Communication Protocol" on page 119 for information about configuring
communication settings.

Related Topics

nnmcommconf.ovpl

Verify Communication Settings

To verify your Communication Configuration settings:

Note: The User Account must be assigned to the NNMi Administrators User Group to use this

1.

action.

Do one of the following:
Navigate to a table view and select a node:

a. From the workspace navigation panel, select the workspace of interest. For example, )
Inventory.

b. Select the view that contains the node with communication settings you want to check. For
example, Nodes.

c. Select the row representing the node with communication settings you want to check.
Navigate to a map view and select a node:

a. From the workspace navigation panel, select the workspace of interest; for example, =
Topology Maps.

b. Click the view that contains the node with communication settings you want to check; for
example Initial Discovery Progress or Network Overview map.

c. From the map view, click the node with communication settings you want to check.
Navigate to a Node form:

= From atable view, select the row representing the node of interest.

= From a map view, click the node of interest on the map and click the & Openicon.

Select Actions — Configuration Details -~ Communication Settings.
Tip: You can right-click any object in a table or map view to access the Actions menu.

NNMi displays a report showing ICMP and SNMP communication configuration settings for
this node's SNMP Agent.

(NNMi Advanced) If the Global Network Management feature is enabled and you are signed
into a Global Manager:

= Node managed by the Global Manager = Actions — Configuration Details —
Communication Settings opens a report, provided by the Global Manager (NNMi
management server).

= Node managed by a Regional Manager = Actions — Configuration Details —
Communication Settings accesses that Regional Manager (NNMi management server)
and requests the report.
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Note: You must sign into that Regional Manager unless your network environment
enables Single Sign-On (SSO) to that Regional Manager through the Global Manager.
For more information, see the “Configuring Single Sign-On for Global Network
Management” section in the HP Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

Resolve Authentication Errors

To create a list of authentication errors:

1. From the workspace navigation panel, select the f& Incident Browsing workspace.
Select an Incident view.

Right-click the Category column, and select Create Filter.

2
3
4. Select "equals", and selectﬁfi Security.
5

NNMi displays a list of all incidents related to authentication errors; for example an SNMP
authentication failure (see also Node Down).

If NNMi generates incidents related to authentication failure during discovery, there are several
configuration settings that influence authentication errors:

e Communication Configuration.

Each Node’s Management Address is the address NNMi uses to communicate with the Node’s
SNMP agent. The NNMi administrator can control NNMi behavior:

= Specify the Management Address for a node (in the Communications Configuration, Specific
Nodes settings).

= Otherwise, let NNMi choose an address from all IP addresses associated with each node.
This NNMi behavior can be fine-tuned by the NNMi administrator in the Discovery
configuration settings.

Consider configuring smaller Regions with more focused lists of possible access credentials. Or
configure Specific Nodes to avoid requiring NNMi to try multiple possible settings.

¢ Discovery Configuration.

The following Discovery Configuration fields influence NNMi’'s use of SNMP (see "Configure
Basic Settings for the Auto-Discovery Rule" on page 218):

= Discover Any SNMP Device field.
If || disabled, NNMi discovers only Routers and Switches that respond to SNMP.
If =< enabled, NNMi discovers all devices that respond to SNMP.

= Discover Non-SNMP Devices field.

If || disabled, when there is no SNMP response from the device, NNMi does not discover
information about the device or add a record of that device to the NNMi database.
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If =</ enabled, NNMi discovers devices that do not respond to SNMP and assigns the Device
Profile named No SNMP as the basis of the database record.

NNMi's access to SNMP agents is also influenced by the set of rules for choosing management
addresses and settings to exclude certain addresses.

e Device Profiles.

The Device Profiles' Force Device attribute setting influences NNMi’s use of SNMP (see
Device Profile form).

¢ Monitoring Configuration.

NNMi discovers and monitors devices in an ongoing basis (see "Monitoring Network Health" on
page 340). For example, when previously discovered SNMP agents quit responding (such as
when you reconfigure the device’s SNMP agent), NNMi detects the alternatives.

To control management address rediscovery after the first NNMi discovery cycle, use
Communication Configuration's Enable SNMP Address Rediscovery field:

= If||disabled, NNMi reports the device as Node Down and does not attempt to find another
Communication Configuration setting that works.

= If =4 enabled, NNMi retries any configured values in search of one that works.
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Discovering Your Network

Using a wide range of protocols and techniques, NNMi Spiral Discovery gathers a wealth of
information about your network inventory, ascertains the relationships between devices (such as
subnets and VLANSs), and accurately maps out the connectivity between those devices. The NNMi
Causal Engine determines the current status of each device (plus each associated interface and
address within that device) and proactively notifies you when NNMi detects any trouble or potential
trouble.

This dynamic discovery process continues over time. When things change in your network
management domain, Spiral Discovery automatically updates information according to a schedule
that you set. The topology maps always reflect accurate and timely information about any changes
within your network. For more information, see "How Spiral Discovery Works" on the next page.

The first step is to verify that your network environment supports NNMi's Discovery process:
"Prerequisites for Discovery" on page 187.

Then establish the Spiral Discovery default settings: "Establish Global Defaults for Spiral
Discovery" on page 201 and "Configure Schedule Settings" on page 209

If your network environment includes areas that use network address translation protocols, NNMi
can successfully co-exist with the following protocol types (see "Overlapping Address Mapping" on
page 191):

o Static Network Address Translation (NAT)
o Dynamic Network Address Translation (NAT)
e Dynamic Port Address Translation (PAT/NAPT)

If your network environment includes areas with conflicting subnet configurations, NNMi can
successfully apply subnet masks separately to each group of Nodes you identify with a Tenant
configuration (see "Configure Tenants" on page 194).

Tip: NNMi's Tenant configuration settings are useful for a variety of situations. Review the
Tenant information so you know about all your options.

The NNMi administrator is responsible for the following:

o Decide which nodes NNMi discovers and how often NNMi checks for new devices in your
network (see "Configure Discovery " on page 199).

o Specify which devices are the best source of information about your network (see "Specify
Discovery Seeds" on page 256).

o Verify that NNMi has an accurate and complete understanding of your network environment (see
"Examine Discovery Results" on page 268).

o Change the Discovery configuration as needed over time (see "Keep Your Topology Accurate"
on page 277).
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Related Topics:
For alist of the types of things NNMi can discover, see About Map Symbols.

From the information collected, NNMi constructs a model of your network configuration in the
database, and displays this information in the map views. See View Maps of Network Connectivity
for more information about the available map views.

How Spiral Discovery Works

For details about how Spiral Discovery works, see the following:

Which Nodes Are Discovered? ... ... . .. 176
What Information Is Collected? . ... 177
When Does Discovery Happen? .. 184
How Is Discovery Configured? ... .. 186

To ensure that NNMi successfully discovers Nodes in your network environment, verify the
following:

o Communication Configuration settings permit NNMi to communicate with all important Nodes
using SNMP, ICMP, or both. See "Configuring Communication Protocol" on page 119.

o Prerequisites are met for well-configured SNMP, DNS, and IP address configuration. See
"Prerequisites for Discovery" on page 187.

o Global Default settings reflect reality for your network environment. See "Establish Global
Defaults for Spiral Discovery" on page 201.

Which Nodes Are Discovered?

You have total control over which Nodes are discovered by configuring a Discovery Seed for each
Node. To define a Discovery Seed, you provide one of the following sets of information:

o hostname (not case-sensitive) and Tenant
o |P address and Tenant

NNMi uses the Discovery Seed to make initial contact. Discovery seeds are only relevant during
initial discovery. NNMi requests each Node's current Management Address (the address from
which the node's SNMP Agent responds) and uses that IP address for all communication after
initial discovery. You can configure discovery seeds three ways, see "Specify Discovery Seeds"
on page 256.

If you choose to use Auto-Discovery, NNMi automatically gathers Hints from each discovered
Node and uses that information to find any neighboring devices within your Default Tenant's
address range. You simply configure one or both of the following:

o Provide a Discovery Seed for one or more devices
« Enable Ping Sweep and let Auto-Discovery find every device that responds

Discovery seeds are required if any of the following are true:
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e You want NNMi to discover only what you specify.

« You want to use discovery seeds as starting points for Auto-Discovery Rules. See "Configure
Auto-Discovery Rules" on page 215.

o Your network includes nodes with addresses provided by any of the following protocols (see
"Overlapping Addresses in NAT Environments" on page 89):

» Static Network Address Translation (NAT)
» Dynamic Network Address Translation (NAT)
= Dynamic Port Address Translation (PAT/NAPT)

¢ You want to control which Nodes each NNMi user sees. See "Tenant and Initial Discovery
Security Group Assignments" on page 198.

For details about how Spiral Discovery works:

What Information Is Collected?

For details about how Spiral Discovery gathers information, see the following:

Consider IPv4 Subnet Connection Rules ... ... .. . 181
Keep Requests toa Minimum .. 183
Correct Any Misinformation ... ... . 184

NNMi displays the real-time accumulation of information about each Node as it is collected, rather
than waiting until Spiral Discovery scans your entire network environment. Spiral Discovery uses a
variety of network protocols (read-only queries) within your defined network management domain to
gather information about each discovered Node and that Node's connections to other Nodes (see
diagram):

1. Information about the node.

NNMi gathers detailed information about each device. You can review this data on the device's
Node form. Examples of configuration details include Tenant, IP address, subnet information,
system object ID (RFC 1213, MIB-Il sysObjectID), number of interfaces, and version of
SNMP supported.

Tip: NNMi does not collect data from Dynamic Host Configuration Protocol (DHCP).
Instead, NNMi uses the Media Access Control address (MAC address) of the Node's
interfaces to determine a positive ID when hostname changes. See HP Network Node
Manager i Software Deployment Reference for more information (see Help —
Documentation Library).

2. Conectivity details.
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NNMi gathers information about how devices are connected to each other on Layer 21 and
Layer 32 of your network.

Devices that belong to the Default Tenant can have Layer 2 Connections to any device in any
Tenant. Devices within any Tenant other than Default Tenant can have Layer 2 Connections
only to devices within the same Tenant or the Default Tenant.

Tip: NNMi's Tenant configuration settings are useful for a variety of situations. Review
the Tenant information so you know about all your options. See "Configure Tenants" on
page 194.

During discovery, NNMi reads the Forwarding Database (FDB) tables from Ethernet switches
within a network to help NNMi determine communication paths between network devices.
NNMi searches these FDB tables for information about discovered nodes. When an NNMi
management server finds FDB references to duplicate MAC addresses>:

= |f two or more discovered nodes contain an interface associated with the same Media
Access Control (MAC) address within the same Tenant or with one of those nodes in
Default Tenant and one in any other Tenant, NNMi disregards the communication paths
reported for those duplicate MAC addresses in the FDB. This might result in missing
connections on NNMi maps in network areas that include those duplicate MAC addresses.

(NNMi Advanced - Global Network Management feature) If two NNMi management servers
discover nodes that contain an interface associated with the same Media Access Control
(MAC) address, the Global NNMi management server's maps could be missing connections
that are visible on the Regional NNMi management server's maps.

= If asingle node contains multiple interfaces that have the same MAC address, NNMi
gathers all communication path information for those interfaces and displays that
information on NNMi maps.

Forwarding Database (FDB) information can cause NNMi to establish wrong Layer 2
Connections in the following cases:

= When the FDB is configured as cache and contains obsolete data.

= Innetwork environments with hardware from a variety of vendors, when each vendor
generates different and sometimes conflicting FDB data.

TRefers to the Data Link layer of the multilayered communication model, Open Systems
Interconnection (OSI). The Data Link layer moves data across the physical links in the network.
The switches and switch-routers are devices that redirect data messages at the layer 2 level, using
the destination Media Access Control (MAC) address to determine where to direct the message.
2Refers to the Network layer of the multilayered communication model, Open Systems
Interconnection (OSI). The Network layer is concerned with knowing the address of the neighboring
nodes in the network, selecting routes and quality of service, and recognizing and forwarding
incoming messages to local host domains. The router and switch-router are the devices that
redirect data messages at the Layer 3 level. Everything in a subnet is connected at the Layer 3 (IP)
level.

3The Media Access Control address (hardware address or physical address) that the factory burns
into a network adapter or device with built-in networking capability. A MAC address has six pairs of
hexadecimal digits, separated by colons or dashes. For example 02:1F:33:16:BC:55
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Optional: NNMi administrators can configure Spiral Discovery to ignore the FDB data from one
Node Group when calculating Layer 2 Connections (the FDB data is still included in other
calculations).

For more information, see "Ignore Forwarding Database Information from a Node Group" on
page 208.

To create connections that NNMi cannot detect, use IPv4 Subnet Connection Rules. See
"Consider IPv4 Subnet Connection Rules" on page 181.
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Requests for Data

(sysChjectlD+ high/low iflndex)

NNMi Splral DISCD‘“’EW 54 Included Interface Ranges Filter
Z 7 X ‘(4

Excluded Interfaces Filter (hy Interface Group)

Excluded IP Addresses Filter

Tenant

Discovery Seed

Auto-Discovery Rules
{Default Tenant only)

IP Addresses Ping Sweep (ICMP)
SNMP System Ohbject IDs

X, Y <~/

Phase 1 - Basic Node Data Collection
Determing: - System Information - Interface data
- IP Addresses - Interface Stack
- Cards - Ports
- Card Groups -MAC Addresses
5 Phase 2 - Interface Information ;\' /I-
o ARP - Address Resolution Protocol
= EGPF - Border Gateway Pratocol
-.g OSPF - Open Shortest Path First
o Fouter Redundancy Protocols (HSEP, VRRF, etc)
= Determine: - Paorts
= - Router Redundancy Groups
- - Subnets
Phase 3 - Explore with Multiple Protocols < /'_
Virtualization
c Asynchronous Transfer Mode (ATH)
= Multiple Discovery Protocols
E (for example, Cisco, Enterasys, Foundry, Cabletron, and more)
S Link Aggregation Groups
£ Forwarding Data
™ Frame Relay
O
= | Phase 4 - Group Information _'\/h
- FDE - Fonwarding Database (address fonwarding)
YLAMN membership
Subnet Connection Rules

For details about how Spiral Discovery works:
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Consider IPv4 Subnet Connection Rules

Sometimes it is useful to monitor Layer 2 Connections in the following categories:
o Point-to-point or point-to-multipoint connections between interfaces.

o Virtual IPv4 tunnel connections within your management domain.

« Connections to remote sites (across a Service Provider's network ora WAN).

o Connections among Provider Edge (PE1 ) devices in the Default Tenant and Customer Edge
(& E2) devices in Tenants defined by the NNMi administrator.

NNMi accomplishes this by following special rules for subnets with prefix lengths between 28 and
31. These special rules are called Subnet Connection Rules.

If you configure a Subnet Connection Rule, the rule independently applies to each Tenant. The
members of Subnets must be unique Tenant/Node pairs (each Node assigned to only one Tenant).
A Subnet Connection Rule can establish a link between the Default Tenant and another Tenant.
However, links between two Tenants are not permitted unless one of them is the Default Tenant.
See "Configure Tenants" on page 194.

These Subnet Connections Rules enable NNMi to draw arbitrary connections on maps where none
would otherwise be detected. If the connection is between two nodes, NNMi draws a standard line
on maps. For example:

[SwitchRouter_3| | Switch_a |

+
If the connection is between more than two nodes, NNMi displays an % icon:

||
]

T oo
]

Tip: NNMi uses Subnet Connection Rules to prevent incorrect connection calculations to
Provider Edge (PE) interfaces (see Interface Capability
com.hp.nnm.capability.iface.PE). If your network environment includes Provider

TProvider Edge router. The Internet Service Provider's router that receives your data on the path to
gour data's final desination. The Customer Edge (CE) router in your network connects to this PE.

Customer Edge router. The router in your network that sends data to an Internet Service Provider's
router (the Provider Edge) on the path to the data's final desination.
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Edge devices, the following HP products can provide additional valuable information for your

team:

e HP Network Node Manager iSPI for MPLS Software
o HP Route Analytics Management Software (RAMS) for MPLS WAN

+
If you double-click the line or the i icon, the Layer 2 Connection form displays and the Topology
Source value is SUBNETCONNECTION.

NNMi provides a group of predefined Subnet Connection Rules (see "Subnet Connection Rules
Provided by NNMi" on page 247). You can edit an existing Subnet Connection Rule or create your
own (see "Configure IPv4 Subnet Connection Rules" on page 244).

If you limit Spiral Discovery to only your Discovery Seeds, NNMi uses the Subnet Connection
Rules to detect connections among those devices.

If you use Auto-Discovery rules to configure Spiral Discovery, when NNMi detects a subnet prefix
between 28 and 31, NNMi uses the Subnet Connection Rules:

1.

NNMi checks for an applicable Subnet Connection Rule (see "Subnet Connection Rules
Provided by NNMi" on page 247).

If a matchis found, Spiral Discovery checks the topology database for existing data about
each IPv4 address in the subnet. If no data is found for a particular IPv4 address, NNMi issues
an SNMP query to the new IPv4 address. The number of available IPv4 addresses for each
valid prefix length is described in the following table:

Valid Minimum Prefix Length Values (Subnet Mask Length)

Valid Minimum IPv4 Prefix Length Values Number of Usable IPv4 Addresses

28 14 (16-2=14)*
29 6 (8-2=6)"

30 2 (4-2=2)

31 2

*Two IPv4 addresses are reserved in each subnet. The first IPv4 address is used for the
network itself and the last IPv4 address is reserved for broadcast.

NNMi checks the Excluded IP Addresses list. Any addresses in the list are dropped. For
details, see "Configure an Excluded IP Addresses Filter" on page 248.

New IPv4 addresses that respond to SNMP are added to the topology database and available
for monitoring purposes. New IPv4 addresses that do not respond to SNMP are ignored.

If the IPv4 address on each end of a connection has an associated interface, NNMi uses the
subnet connection rule to display the connection on map views.

In a Layer 3 Neighbor View map, if NNMi discovers an interface that is connected to more than
one interface, the results of your subnet connection rule look like the following:
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%I | .®
Fouter-17 [ Router-3
Router-23

In a Layer 2 Neighbor View map, if NNMi discovers an interface that is connected to more than
one interface, the results of your subnet connection rule look like the following:

| |
)

See "Configure IPv4 Subnet Connection Rules" on page 244 to learn how to configure Subnet
Connection Rules.

For details about how Spiral Discovery works:

Keep Requests to a Minimum

Often your network environment has devices with thousands of interfaces and you want NNMi to
discover and monitor only a subset of the interfaces in these devices. To keep SNMP traffic to a
minimum, use the Included Interfaces filter. This filter instructs Spiral Discovery to request
information about only the subset of interfaces you specify for each vendor/make/model. See
"Configure an Included Interface Ranges Filter" on page 251.

Tip: You can configure NNMi to never send SNMP or ICMP requests to specific IP addresses
or hostnames. See "Configuring Communication Protocol" on page 119.

To trim data from responses to Spiral Discovery's requests, use the following:

o "Configure an Excluded IP Addresses Filter" on page 248

« "Configure an Excluded Interfaces Filter" on page 254

If you choose to use Auto-Discovery within your Default Tenant's address range, Auto-Discovery
Rules provide a wide range of controls. See "Example Uses of Auto-Discovery" on page 228.

Page 183 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

NNMi's Spiral Discovery
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on!y the re!evant NNMi detects a change
information. or you reguest
immediate
action.

For details about how Spiral Discovery works:

Correct Any Misinformation

To verify Spiral Discovery's results and correct any problems, see the following:
o "Examine Discovery Results" on page 268
o "Keep Your Topology Accurate" on page 277

For details about how Spiral Discovery works:

When Does Discovery Happen?

Initial Discovery

Page 184 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

When you add a discovery seed, NNMi immediately tries to discover that device. If discovery is not
successful, NNMi tries again 10 minutes later, and continues trying. The time between each
attempt is doubled until the time reaches 1 week or equals your current schedule for Rediscovery
Interval. See "Configure Schedule Settings" on page 209.

Note: Nodes configured as discovery seeds are always discovered and added to the topology
database. If you change your mind and delete a discovery seed configuration, the node is not
automatically deleted from the topology database. See "Delete Nodes" on page 1602.

Auto-Discovery

If you choose to use Auto-Discovery, NNMi automatically gathers Hints from each discovered
Node and uses that information to find any neighboring devices within your Default Tenant's
address range. This happens automatically each time a Hint is detected or an Auto-Discovery Rule
includes Ping Sweep to let Auto-Discovery find every device that responds.

Rediscovery

After NNMi completes initial discovery of your network, Spiral Discovery checks for changes
according to the current Schedule Settings for Rediscovery Interval:

o Ifadiscovered Node's configuration settings or status changes, NNMi dynamically updates the
database and maps to reflect the changes.

The only exception is when non-SNMP nodes that had the same DNS hostname are changed to
have separate DNS hostnames, NNMi must completely rediscover the non-SNMP nodes to
correctly update the database objects (node, interface, address, connection, and incidents). The
NNMi administrator must delete the old non-SNMP node object and force NNMi to rediscover
the new node configurations. See "Delete Nodes" on page 1602.

o Ifanew node is added to your network within the Default Tenant address range and your team
uses Auto-Discovery, NNMi dynamically discovers that Node, updates the topology database,
and updates the maps. The details of the new node appear in the Node form. The maps reflect
the new node's connectivity information.

If a node has not been rediscovered within the current Rediscovery Interval, then NNMi initiates a
rediscovery after the Rediscovery Interval time frame has been reached. For example, if you set the
Rediscovery Interval to 1 day, NNMi rediscovers all nodes that have not been rediscovered for
other reasons after the 1 day interval has passed. NNMi strategically batches groups of nodes over
time to reduce the volume of network traffic generated.

On-Going Discovery in Response to Changes

NNMi collects and analyzes data about each Node’s Tenant assignment, IP Addresses, MAC
Addresses, DNS and system information to determine any change. NNMi collects this data
according to the currently configured Discovery Interval value or when polling results or traps
indicate that something changed.

Spiral Discovery rediscovers Nodes for a variety of reasons between the scheduled discovery
interval:
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« If NNMi's State Poller detects the following, NNMi rediscovers the node:
= An SNMP-enabled Node rebooted (based on detected SNMPv2 MIB sysUpTime values).

= A Node's component such as an IP address, interface, or CPU no longer exists within a
previously monitored SNMP-enabled Node.

= NNMiis configured to use SNMP for detecting i fNumber and entLastChangeTime value
changes (indicating interface renumbering, new interfaces, or interfaces being removed). See
instructions in the following topics for configuration instructions:

o "Detect Interface Changes" on page 280.
o "Default Settings for Monitoring" on page 345
o "Node Group Settings for Monitoring" on page 391

o If certain traps are received from network devices, these traps indicate that the network topology
under NNMi's management potentiality changed. Spiral Discovery rediscovers the Node
involved. For example:

SNMPColdStart CiscoColdStart CiscoLinkDown
SNMPWarmStart CiscoWarmStart CiscoLinkUp

SNMPLinkDown CiscoFRUInserted and other vendor-equivalent traps
SNMPLinkUp CiscoFRURemoved

Your Rediscovery Requests

At any time, you can initiate a request to rediscover information about a previously discovered
node. Select a node in any table or map view, then click the Actions — Polling — Configuration
Poll command.

You can also use the nnmnoderediscover.ovpl or nnmconfigpoll.ovpl command to issue requests
about rediscovering multiple nodes.

For details about how Spiral Discovery works:

How Is Discovery Configured?

A number of NNMi configuration settings let NNMi administrators control how Spiral Discovery
works. The steps required depend on what your team wants to accomplish and the details of your
network environment. See the following topic for more information:

"Determine Your Approach to Discovery" below

For details about how Spiral Discovery works:

Determine Your Approach to Discovery

Discover and monitor only the network devices that you and your team consider to be important.
Take any approach that makes sense to you.

Prepare for Spiral Discovery:
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o "Prerequisites for Discovery" below
o "Establish Global Defaults for Spiral Discovery" on page 201
o "Configure Schedule Settings" on page 209
¢ Does your network include "Overlapping Addresses in NAT Environments" on page 897
Maintain absolute control over what is discovered.
o "Spiral Discovery of Only Seeds (all Tenants)" on page 243
o "Configure Tenants" on page 194
Tenants are required if your network domain includes the following:
= "Overlapping Addresses in NAT Environments" on page 89

= "Connecting Multiple NNMi Management Servers (NNMi Advanced)" on page 93
See also "Tenant Best Practices for Global Network Management" on page 96

Fine tune Spiral Discovery behavior:

o "Configure an Excluded IP Addresses Filter" on page 248

o "Configure an Included Interface Ranges Filter" on page 251
« "Configure an Excluded Interfaces Filter" on page 254

o "Configure IPv4 Subnet Connection Rules" on page 244 (add connections that NNMi cannot
detect)

Default Tenant only: Configure Auto-Discovery to make decisions about what is
discovered within the Default Tenant.

Optional. Create one or more Auto-Discovery Rules that define what is important to you and your
team:

¢ "Configure Auto-Discovery Rules" on page 215
o "Example Uses of Auto-Discovery" on page 228

For details about how Spiral Discovery works:

Prerequisites for Discovery

For details about the required prerequisites, see the following:

SNIMP PrereqUISItes . .. ... 188
Well-Configured DNS Prerequisite . ... ... . . 188
IPv6 Addresses Prerequisite (NNMi Advanced) ... ... ... ... 190

Tenant definitions are required if your network domain includes the following:
o "Overlapping Addresses in NAT Environments" on page 89

¢ "Connecting Multiple NNMi Management Servers (NNMi Advanced)" on page 93
See also "Tenant Best Practices for Global Network Management" on page 96
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See "Configure Tenants" on page 194

NNMi uses SNMP and DNS while discovering and monitoring devices. NNMi Advanced can
discover and monitor IPv6 addresses in addition to IPv4 addresses. To ensure accurate network
topology information about your network environment, verify that your environment complies with
the prerequisites.

SNMP Prerequisites

Spiral Discovery uses SNMP while detecting devices and connections among the devices in your
network environment. NNMi also uses SNMP as part of monitoring and reporting on the health of
devices in your network environment.

NNMi supports the following SNMP versions:
e SNMPv1
o SNMPv2c
¢ SNMPv3

NNMi uses information gathered from Routers to establish membership for Subnet connections.
Make sure that important Routers in your network environment are SNMP enabled.

NNMi uses either of the following criteria to identify a Router:

e The Router responds to an SNMP query with appropriate values for sysServices
(1.3.6.1.2.1.1.7)and ipForwarding (1.3.6.1.2.1.4.1). See RFC 1213, MIB-II for details.

e The Router responds to an SNMP query with an appropriate MIB-Il sysObjectID value
according to the current settings in NNMi's Device Profile configuration.

You must provide the appropriate SNMP Community Strings to NNMi. See "Configuring
Communication Protocol" on page 119.

Before configuring NNMi discovery, complete the following steps:

1. Enable SNMP communication on important devices in your network (each device that you
want NNMi to actively monitor).

See the manufacturer's documentation for information about how to configure SNMP on each
of your devices.

= Establish read community strings for any SNMPv1 or SNMPv2c agents.

= Establish the appropriate User-based Security Module (USM) level of security for
authentication and privacy for any SNMPv3 agents.

2. Configure NNMi to use the appropriate read community strings (in the order you specify) or
USM settings for your network environment. See "Configuring Communication Protocol" on
page 119.

Well-Configured DNS Prerequisite

NNMi uses Domain Name System (DNS) to determine relationships between hostnames and IP
addresses. This can result in a large number of ns1ookup requests.
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Tip: To improve the response time for ns1ookup, deploy a secondary DNS service on the
NNMi management server or another system on the same subnet as the NNMi management
server. Configure this secondary DNS service to mirror the information from the primary

DNS service. Another option is touse */etc/hosts instead of DNS in small environments.

NNMi allows hostname as a configuration criteria for multiple features. For best results ensure
that your network domain has no duplicate Domain Name System (DNS) names.

Use nslookup to Verify DNS Server Configurations

Verify that your DNS servers are well configured to prevent long delays when resolving ns1ookup
requests. This means the DNS server responding to NNMi ns1ookup requests has these
qualities:

o The DNS serveris an authoritative server and does not forward DNS requests.

o The DNS server has consistent hostname-to-IP address mappings and /P address-to-hostname
mappings.

o If your network uses multiple DNS servers, all respond consistently to any particular ns1ookup
request.

Caution: Round-robin DNS (used to do load balancing of web application servers) is not
appropriate because any given hostname can map to different IP addresses over time.

On the NNMi management server, verify that the following configuration settings in your
environment:

o All operating systems: Locate your * /etc/hosts file and ensure that the host file contains a
minimum of two entries. When an ns1ookup command is not successful, this file takes over:

127.0.0.1 (loopback loghost)or : : 1
<NNMi server address> (the IP address of the NNMi management server)

If your NNMi management server participates in a high availability (HA) environment, the virtual
server name and IP-address is required in the * /et c/hosts file in addition to the physical
server name and |IP-address.

Windows: The following registry key determines the location of this file:

\HKEY LOCAL
MACHINE\SYSTEM\CurrentControlSet\Services\Tcpip\Parameters\DataBa
sePath

UNIX: This fileis in the /etc directory.

¢ Windows: Use the Control Panel to navigate to your Network and Internet Connections
configuration, Network Connections, Local Area Connections, Support tab, and click the Details
button. Verify that all identified DNS servers provide consistent hostname-to-IP address
mappings and /P address-to-hostname mappings.

o UNIX: Ensure that the ns1ookup search path resolves to the nsswitch.conf file. See the
nsswitch.conf(4) manpage that was provided with your operating system. Verify that all
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identified DNS servers provide consistent hostname-to-IP address mappings and /P address-to-
hostname mappings.

Exclude Problem Devices from nslookup

You can populate two files that instruct ns1ookup to exclude certain addresses. The benefits of
doing this are as follows:

e Speed up Spiral Discovery.
o Keep network traffic generated by NNMi to a minimum.

If you know there are problems with the DNS configuration in your network domain (hostnames or
addresses that do not resolve properly), instruct NNMi to avoid ns 1 ookup requests for unimportant
devices.

To identify problem devices, create the following two files before configuring NNMi discovery.
NNMi never issues a DNS request for hostnames or IP addresses identified in these files:

o hostnolookup.conf — Enter fully-qualified hostnames or wildcards that identify groups of
hostnames.

o ipnolookup.conf — Enter fully-qualified IP addresses or wildcards that identify groups of IP
addresses.

Use an ASCII editor to populate the files. Place the files in the following location on the NNMi
management server:

o Windows:
$NnmDataDir%\shared\nnm\conf\

« UNIX:
/var/opt/0OV/shared/nnm/conf/

IPv6 Addresses Prerequisite (NNMi Advanced)

To discover and monitor both IPv4 and IPv6 IP addresses, the settings in the nms -
jboss.properties file must first be configured.

NNMi Advanced. To enable NNMi to access and monitor IPv6 addresses, see the "Configuring
NNMi Advanced for IPv6" chapter in the HP Network Node Manager i Software Deployment
Reference, which is available at: http://h20230.www2.hp.com/selfsolve/manuals. One
of the configuration steps explains how to make changes to the nms-jboss.properties file
settings.

To check NNMi for the status of the IPv6 feature in your networking environment, click Help —
System Information and navigate to the Server tab.

In the Management Server section, locate the following attributes and their current values:

o IPv6 Address:<TP address value> (Indicates whether the NNMi management server has
an IPv6 address.)

« IPv6 Management:
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s Enabled = NNMi Advanced currently discovers and monitors IPv6 addresses.

= Disabled = See the HP Network Node Manager i Software Deployment Reference to
configure NNMi for IPv6 addresses.

= Not Licensed = Requires an upgrade to the NNMi Advanced license.
¢ IPv6 Communication:
= Enabled = NNMi Advanced currently discovers and monitors IPv6 addresses.

= Disabled = See the HP Network Node Manager i Software Deployment Reference to
configure NNMi for IPv6 addresses.

= Not available = An IPv6 address does not exist on the NNMi management server.

The NNMi administrator configures how NNMi requests each SNMP agents' Management Address
(see "Configure Default SNMP, Management Address, and ICMP Settings" on page 120):

1. Configuration workspace — Communication Configuration — in the Management
Address Selection area

Tip: This attribute does not appear under Management Address Selection Settings until
the NNMi Administrator follows the instructions for enabling IPv6 in the HP Network Node
Manager i Software Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

IP Version Preference: Select one of the following to influence Spiral Discovery's evaluation
of newly discovered nodes. Previously established Management Addresses will not change if
you modify this IP Version Preference setting:

= |Pv4
= |PV6
= Any (either IPv4 or IPv6)

Tip: When set to Any, Spiral Discovery gives preference to IPv4 addresses when
determining the Management Address of newly discovered nodes.

Overlapping Address Mapping

Overlapping Address Mapping can help you manage areas in your network that are using address
translation protocols, resulting in overlapping and duplicate addresses. See "Overlapping
Addresses in NAT Environments" on page 89 for more information about possible network
configurations.

Caution: If you are configuring NNMi for areas of your network management domain that use
dynamic Network Address Translation (NAT) or dynamic Port Address Translation
(PAT/NAPT), the information in this section does not apply.

If static Network Address Translation (NAT) is part of your network management domain, and the
NNMi management server is outside of that static NAT domain, you can use Overlapping Address
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Mapping to configure NNMi for displaying the NAT external IP address (public address). This value
appears in the Mapped Address attribute of the IP Address form for the identified Tenant /
NAT intemnal IP address pair. This configuration setting is also important for node monitoring,

Your network domain's static NAT configuration might apply to public IP addresses, private
IP addresses, or both.

Network administrators use address translation protocols as a strategy in the following situations:
o When preventing direct Internet access to increase security.

« When not enough public IPv4 addresses are available within their network domain. Packets
from the private IP address range are not permitted on the public Internet unless they pass
through a protocol that converts the private IP address to a valid public address.

To configure NNMi to display the static NAT external IP address in the Mapped Address attribute of
the IP Address form for the identified Tenant / NAT internal IP address pair, you must configure
each domain as a unique Tenant. See "Configure Tenants" on page 194.

Then do one of the following:
o Use the "Overlapping Address Mapping Form" below.

¢ Use the command line tool nnmloadipmappings.ovpl.
Tip: To see the results of all mappings, use the Inventory: IP Addresses (All Attributes) view.

Private IP Address Ranges

The Interet Engineering Task Force (IETF) and Internet Assigned Numbers Authority (IANA)'s
reserved the following IP address ranges for private networks, for example enterprise local area
networks (LANs), corporate offices, or residential networks.

IPv4 private address ranges (RFC 1918):

e 10.0.0.0 — 10.255.255.255 (24-bit block)

e 172.16.0.0 —172.31.255.255 (20-bit block)

o 192.168.0.0 — 192.168.255.255 (16-bit block)

IPv6 private address ranges:

o fc00::/7 address block = RFC 4193 Unique Local Addresses (ULA)
o fec0::/10 address block = deprecated (RFC 3879)

Overlapping Address Mapping Form

If static Network Address Translation (NAT) is part of your network management domain, and the
NNMi management server is outside of that static NAT domain, you can use Overlapping Address
Mapping to configure NNMi for the following:

o Populate the Mapped Address attribute of the IP Address form for the identified Tenant /
NAT intemal IP address. This Mapped Address attribute displays the corresponding
NAT external IP address (public address).

o Ensure that in the following special cases, Spiral Discovery successfully detects changes:
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The Communication Configuration you establish for a Node enables the Enable

SNMP Address Rediscovery - attribute ("Configuring Communication Protocol" on page
119). This setting instructs NNMi to search for a new SNMP agent for the Node if the
currently configured SNMP agent stops communicating for any reason (rather than waiting for
the SNMP agent to come back online).

The Monitoring Configuration you establish for a Node enables the Enable IP Address Fault
Polling =< attribute ("Monitoring Network Health" on page 340). This setting instructs NNMi
to use ICMP. When using ICMP for this purpose, the Overlapping IP Address Mapping is
required for each monitored internal address within the Static NAT.

Your network domains might use static NAT for duplicate addresses in enterprise local area
networks (LANs), corporate offices, or residential networks. See "Overlapping Addresses in NAT
Environments" on page 89 for more information about possible network configurations.

Note: If you are configuring NNMi for areas of your network management domain that use
dynamic Network Address Translation (NAT) or dynamic Port Address Translation
(PAT/NAPT), do not use this form. For more information:

To configure NNMi to display static Network Address Translation (NAT) external IP
address in the IP Address form, do the following:

Tip: There is also a command line tool for this task nnmloadipmappings.ovpl.

5.

Prerequisite: Configure each network management domain as a unique Tenant. See
"Configure Tenants" on the next page.

Navigate to the Overlapping Address Mapping view.

a. From the workspace navigation panel, select the # Configuration workspace.

b. Select Discovery.

c. Select Overlapping Address Mapping.

Do one of the following:

To create a new configuration, click the = New icon.

To edit an existing configuration, double-click the Overlapping IP Address Mapping
definition you want to edit.

To delete a configuration, select the Overlapping IP Address Mapping definition you want to
delete and click the ¥ Delete icon.

Make your configuration choices, all three settings are required. (See the Overlapping IP
Address Mapping Attributes table.)

Click IZll Save and Close.

Note: If you reassign a Node from one Tenant to another Tenant, this setting does not automatically
update.
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Overlapping Address Mapping Attributes
Attribute Description

Tenant Designate which Tenant owns the Addresses you are mapping. See "Configure
Tenants" below.

Click the &H - Lookup icon and do one of the following:
¢ Toselect an existing Tenant configuration, click the 22 Quick Find icon

o Tocreate a new configuration, click the - New icon.

Note: This attribute value does not automatically update if the NNMi
administrator reassigns the Node to another Tenant.

External | Provide the appropriate substitute address configured in static Network Address
Address | Translation (NAT) for the Internal Address (next value).

The address you provide here shows up in the IP Address form's Mapped Address
attribute if NNMi discovers the designated Tenant / Internal Address pair.

Internal | Provide the address that requires mapping.

Address . .
The External Address you map to this address appears in the IP Address form's

Mapped Address attribute.

Configure Tenants

For details about configuring Tenants, see the following:

NNMi administrators use Tenant settings to accomplish the following:

o Identify overlapping address domains in your network so NNMi can avoid duplicate address
problems. An unique Tenant is required for each group of devices configured to use any of the
following address translation protocols:

= Static Network Address Translation (NAT)

» Dynamic Network Address Translation (NAT)

n  Dynamic Port Address Translation (PAT/NAPT)
For more information:

o Determine precise groups of Nodes when your Subnet mask strategy fails. NNMi uses the
Tenant:Subnet pair to identify each group of Nodes. You can manage groups of Nodes even
when deployed Subnets conflict within your network management domain. Nodes within a
Subnet can belong to different Tenants. NNMi calculates each Tenant's Subnets independently.
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NNMi administrators can easily change an Node's Tenant assignment, see"Change Tenant
Assignment for a Node" on page 289.

If you configure a Subnet Connection Rule, the rule independently applies to each Tenant. The
members of Subnets must be unique Tenant/Node pairs (each Node assigned to only one
Tenant). A Subnet Connection Rule can establish a link between the Default Tenant and another
Tenant. However, links between two Tenants are not allowed unless one of them is the Default
Tenant. See "Consider IPv4 Subnet Connection Rules" on page 181.

« Control the connections NNMi identifies among Nodes.

Devices that belong to the Default Tenant can have Layer 2 Connections to any device in any
Tenant. Devices within any Tenant other than Default Tenant can have Layer 2 Connections
only to devices within the same Tenant or the Default Tenant.

o Establish the relationship between Provider Edge (PE1 ) devices and Customer Edge (C E2)
devices. Assign Provider Edge (PE3) devices to the Default Tenant. Assign Customer Edge
(C E4) devices to a Tenant created by the NNMi administrator.

¢ Assign any infrastructure device that interconnects multiple Network Address Translation
(NAT®) domains (such as a NAT gateway) to the Default Tenant. This ensures that NNMi
displays the Layer 2 Connections your team and customers need to see.

o Identify members of a Router Redundancy Group (all members must be assigned to the same
Tenant, multiple Router Redundancy Groups can belong to the same Tenant).

o Global Network Management: Manage the Tenant and Security Group settings for Nodes
replicated from Regional Managers to the Global Manager. See "About Multi-Tenancy and
Global Network Management" on page 95 and "Tenant Best Practices for Global Network
Management" on page 96.

Tenant definitions can be exported/imported among all NNMi management servers. See
"Export/Import Behavior and Dependencies" on page 1579.

« Conveniently assign an Initial Discovery Security Group to Seeds before discovery.

NNMi administrators can change a node's Tenant or Security Group assignment at any time.
See "Specify Discovery Seeds" on page 256 for more information.

Note: Auto-Discovery is available only for the Default Tenant. Each automatically
discovered node is assigned to the Default Tenant (and the Initial Discovery Security Group
currently configured for newly discovered nodes in the Default Tenant).

TProvider Edge router. The Internet Service Provider's router that receives your data on the path to

gour data's final desination. The Customer Edge (CE) router in your network connects to this PE.
Customer Edge router. The router in your network that sends data to an Internet Service Provider's

router (the Provider Edge) on the path to the data's final desination.

3Provider Edge router. The Internet Service Provider's router that receives your data on the path to

your data's final desination. The Customer Edge (CE) router in your network connects to this PE.

4Customer Edge router. The router in your network that sends data to an Internet Service Provider's

router (the Provider Edge) on the path to the data's final desination.

SNetwork Address Translation. NNMi supports the following protocols: Static Network Address

Translation, Dynamic Network Address Translation, Dynamic Port Address Translation.
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Devices within the Default Security Group are visible from all views. To control access to a
device, assign that device to a Security Group other than Default Security Group.

« lIdentify logical groups of Nodes for any purpose, for example to identify the resources assigned
to a specific customer or to identify specific areas of your network or to identify company sites.

o Create Node Groups based on Tenant attribute values. See "Specify Node Group Additional
Filters" on page 298 for more information about Node Group filters.

o Configure Incidents based on Tenant attribute values. See "Custom Incident Attributes Provided
by NNMi (Information for Administrators)" on page 647.

Use the Tenant Form

NNMi's Tenant configuration settings are useful for a variety of situations. Review the Tenant
information so you know about all your options. See "Configure Tenants" on page 194 for more
information.

NNMi provides a Tenant named Default Tenant. NNMi administrators can create additional Tenant
objects as needed. A discovered node that is not specifically assigned to a particular Tenant,
automatically becomes a member of the Default Tenant. NNMi administrators can change a Node's
Tenant assignment at any time. Depending on the network environment, the NNMi administrator
decides whether or not additional Tenants are needed.

When additional Tenants are defined, Tenant assignments are visible in the Node form's Basic
Attributes and in the Tenants column of the Inventory > Nodes view.

Devices that belong to the Default Tenant can have Layer 2 Connections to any device in any
Tenant. Devices within any Tenant other than Default Tenant can have Layer 2 Connections only to
devices within the same Tenant or the Default Tenant.

Tip: Assign any infrastructure device that interconnects multiple NAT domains (such as a
NAT gateway) to the Default Tenant. This ensures that NNMi displays the Layer 2
Connections your team and customers need to see.

NNMi administrators can easily change a Node's Tenant assignment at any time, see "Change
Tenant Assignment for a Node" on page 289.

To configure a Tenant, do the following:
1. Navigate to the Tenants view.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Select Discovery.
c. Select Tenants.
d. Do one of the following:

o To create a new configuration, click the = New icon.

o To edit an existing configuration, double-click the Tenant definition you want to edit.
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o To delete a configuration, select the Tenant definition you want to delete and click the
& Delete icon.

2. Make your configuration choices. (See the Tenant Attributes table.)

3. Click Il Save and Close.

4. Best practice: If the Tenant participates in a Global Network Management environment,
replicate the Tenant configuration to the Global Manager.

5. The Tenant attribute displays on each Node form (use the drop-down list to change the
assigned Tenant attribute value, or use nnmsecurity.ovpl).

NNMi administrators use the Tenant object to do the following:

= Associate a Tenant with each Discovery seed - before discovery ("Specify Discovery
Seeds" on page 256 ).

= Enable monitoring of nodes with addresses provided by static Network Address Translation
(NAT), dynamic Network Address Translation (NAT), or dynamicPort Address Translation
(PAT/NAPT), see "Overlapping Addresses in NAT Environments" on page 89.

= "Specify Node Group Additional Filters" on page 298

= Populate the Tenant attribute on the Node form (see "Custom Incident Attributes Provided
by NNMi (Information for Administrators)" on page 647).

Tenant Attributes

Attribute Description

Name

Enter the name that uniquely identifies this Tenant.

If your team uses NNMi's Global Network Management feature, before choosing a
name, see "About Multi-Tenancy and Global Network Management" on page 95.

Note: You must enter a Name value.

uulID

NNMi assigns a Universally Unique Object Identifier to the Tenant. This UUID is
unique across all databases.

Description

Type a maximum of 2048 characters to describe this User Group. Alpha-numeric,
spaces, and special characters (~! @ #$ % * & * () _+ -) are permitted.

Initial
Discovery
Security
Group

The Initial Discovery Security Group specifies the Security Group assigned to any
seed associated with this Tenant object (before discovery). See "Tenant and Initial
Discovery Security Group Assignments" on the next page and "About Security
Groups" on page 515.

Caution: Devices within the Default Security Group are visible from all views.
To control access to a device, assign that device to a Security Group other
than Default Security Group. NNMi administrators can assign each Node
within one Tenant to a different Security Group.

In the Initial Discovery Security Group attribute, do one of the following:
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Tenant Attributes, continued

Attribute Description

e Tochange the Initial Discovery Security Group, begin to type a valid Security
Group Name and use the auto-complete feature to select the Security Group.

Tip: You can also select 22 Quick Find from the Lookup field drop-down
list. This option is useful when you want to see more than the Security
Group Name when determining which Security Group to select.

e Tocreate anew Initial Discovery Security Group, in the Lookup field, select the
= New icon.

Related Topics
"Troubleshoot NNMi Access" on page 582
"About Security Groups" on page 515

Tenant and Initial Discovery Security Group
Assignments

When NNMi discovers nodes in your network environment, Tenant and Security Group
settings are established in the following manner:

« Discovery Seeds: If Nodes are discovered as Discovery seeds, the NNMi administrator
specifies a Tenant for each Discovery Seed. See "Specify Discovery Seeds" on page 256.
When NNMi administrators define a Tenant, they specify an Initial Discovery Security Group.
Any newly discovered Node within the defined Tenant is assigned to this Security Group. NNMi
administrators can change either the node's Tenant or Security Group assignment or both at any
time.

Nodes assigned to the Default Security Group are visible from all views. To control access to a
device, assign that device to a Security Group other than Default Security Group.

Nodes within one Tenant can each be assigned to different Security Groups, and Nodes within
one Security Group each be assigned to different Tenants.

¢ Auto-Discovery for Default Tenant: When you configure Auto-Discovery Rules, NNMi
assigns any Nodes discovered using those Auto-Discovery Rules to the Default Tenant and
whichever Security Group is currently configured as the Default Tenant's Initial Discovery
Security Group setting (the Default Security Group out-of-box). See "Configure Tenants" on
page 194 .

Global Network Management: Regional Managers forward information about Nodes to the Global
Manager. The Global Manager's copy of the Node object has the same Tenant assignment as the
Regional Manager's record of that Node.

In a Global Network Management environment, best practice is to have the NNMi administrators for
the Global Manager and all Regional Managers agree to a predefined list of Tenant names. Those
Tenants would be defined on the Regional Managers, the Tenant definitions exported, and those
Tenant definitions imported onto the Global Manager (thus ensuring that the UUID and name value
for each Tenant match on both NNMi management servers). The NNMi administrator on the Global
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Manager update their Tenant definitions to assign Initial Discovery Security Group values that
make sense for the Global Manager's team. See "About Multi-Tenancy and Global Network
Management" on page 95 for more information.

Note: If a Regional Manager forwards information about a Node to the Global Manager, and
that Node is assigned to a Tenant object that does not exist on the Global Manager, NNMi
creates a Tenant with the UUID and name from the Regional Manager, but creates a new
Security Group with that Tenant name (does not duplicate the Regional Manager's setting for
that Tenant's Initial Discovery Security Group setting). NNMi maps that new Security Group to
the following:

e User Group = NNMi Administrator
e Object Access Privilege = Object Administrator

The Global Manager's NNMi administrator can assign a different Initial Discovery Security
Group to a Tenant definition at any time. From that point onward, the NNMi Global Manager
uses that new Initial Discovery Security Group setting when creating new nodes within that
Tenant.

Consider setting up your Security Configuration so that all newly-discovered Nodes belong to a
Security Group that is mapped to User Group = NNMi Administrators . Those Nodes will be visible
only to NNMi administrators until an NNMi administrator intentionally moves the node into a
Security Group that is also visible to the appropriate NNMi operator or guest.

Tenant assignments determine L2 Connections between nodes on NNMi maps, and are useful for
identifying groups of nodes within your network environment (for example, subnets, router
redundancy groups, and Node Groups). Security Group assignments enable NNMi administrators
to restrict the visibility of nodes within the NNMi console to specific User Groups. See "Configuring
Security" on page 503 for more information.

Configure Discovery

NNMi uses Simple Network Management Protocol (SNMP read-only queries), and a variety of
communication protocols to discover the devices within the network management domain that you
define. See "How Spiral Discovery Works" on page 176 for more information.

NNMi provides one predefined Tenant, the Default Tenant. Each Node must be assigned to a
Tenant. If you choose to use Auto-Discovery Rules, those rules apply only to the nodes within the
Default Tenant. All other Discovery configuration settings apply to the nodes within all Tenants.

Tip: Optional. Establish additional Tenant configurations to identify overlapping address
domains or to fine tune Layer 2 connections between devices in your network domain. For
details, see "Configure Tenants" on page 194.

Devices that belong to the Default Tenant can have Layer 2 Connections to any device in any
Tenant. Devices within any Tenant other than Default Tenant can have Layer 2 Connections
only to devices within the same Tenant or the Default Tenant.
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Discovery Configuration Tasks

Task

"Prerequisites
for
Discovery" on

How

Complete all prerequisites..

page 187

"Establish Use the Global Control panel to review the default values that NNMi provides.
Global Determine if those defaults work for Spiral Discovery in your network

Defaults for environment. NNMi administrators can change the default settings at any time.
Spiral

Discovery" on
the next page

"Configure Use the Schedule Settings tab to review the default values that NNMi provides
Schedule for Spiral Discovery's Schedule Settings. Determine if those defaults work for
Settings" on Spiral Discovery in your network environment. NNMi administrators can change
page 209 the default settings at any time.
"Configure Optional. Use the Auto-Discovery Rules tab to to specify ranges of IP
Auto- addresses or MIB-ll sysObjectID values (or both)that you want NNMi to
Discovery automatically discover or never discover within the Default Tenant.
Rules" on
page 215 Note: NNMi assigns each node found by Auto-Discovery to the Default
Tenant (and whichever Security Group attribute value is currently
configured for the Default Tenant = the Default Security Group out-of-box).
See "Configure Tenants" on page 194 and "About Security Groups" on page
515 for more information.
"Configure Optional. Use the IPv4 Subnet Connection Rules tab to establish connections
IPv4 Subnet | between interfaces on devices that do not respond to Layer 2 discovery
Connection protocols (see the list of Topology Source protocols in Layer 2 Connection
Rules" on Form). For example, use Subnet Connection Rules to establish connections to
page 244 WAN edge devices that NNMi would not automatically detect.
"Configure an | Optional. Use the Excluded IP Addresses tab to provide a list of specific
Excluded addresses or ranges of addresses that you want NNMi to never discover or
IP Addresses | monitor.
Filter" on Lo . .
page 248 This filter applies to all nodes in all Tenants.
"Configure an | Optional. Use the Included Interface Ranges tab to provide a MIB-I
Included sysObjectID list and designate which Interfaces within devices of that type
Interface NNMi is permitted to discovery (all other interfaces within devices meeting the
Ranges MIB-Il sysObjectID criteria are ignored).
Filter" on Lo . .
page 251 This filter applies to all nodes in all Tenants.
"Configure an | Optional. Use the Excluded Interfaces tab to provide a list of specific interfaces
Excluded that you want NNMi to never discover or monitor.
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Discovery Configuration Tasks , continued

Task How

Interfaces This filter applies to all nodes in all Tenants.

Filter" on

page 254

"Choose You control Spiral Discovery's starting points:

Techniques to , . .

Launch « Any Tenant: Use the Seeds Configuration workspace to specify the nodes to
Discovery" on be discovered.

page 240

Tip: Use the Seeds workspace to verify that NNMi successfully located
each Discovery Seed that you provided. See "Discovery Seed Results"
on page 270.

o Default Tenant only: If you choose to use Auto-Discovery, there are two
choices for launching discovery. Seeds can provide the starting points from
which Auto-Discovery gathers information about neighboring devices to
expand discovery. Or Ping Sweep settings can enable Auto-Discovery to find
any device that responds to Ping commands.

Establish Global Defaults for Spiral Discovery

Decide if you want to change any of the global default settings for Spiral Discovery:

Configure Discovery of ATM/Frame Relay Interfaces ... ... ... ... ... ... ... ... ..... 201
Configure Ping Sweep (override for all Auto-Discovery Rules) ... ... ... ................. 202
Configure the Node Name Strategy ... ... ... ... 203
Ignore Forwarding Database Information from aNode Group .............................. 208

The Global Defaults determine the following:

o Enable/Disable ATM / Frame Relay Interfaces for Performance Monitoring.

o Enable/Disable Ping Sweep for Auto-Discovery of IPv4 addresses.

o Configure the strategy NNMi uses to determine Node Names.

o Specify zero or one Node Group from which Spiral Discovery will ignore the Forwarding
Database (FDB) data when calculating Layer 2 Connections (the FDB data is still included in
other calculations).

Configure Discovery of ATM/Frame Relay Interfaces

(NNM iSPI Performance for Metrics only) If your network environment includes devices that are
using Asynchronous Transfer Mode (ATM) or Frame Relay protocols, NNM iSPI Performance for
Metrics can provide useful information about network activity that is using those protocols.

To enable/disable Discovery of ATM/Frame Relay Interfaces:
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1. Navigate to the Discovery Configuration form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
2. Locate the Global Control settings.
3. Specify the ATM/Frame Relay Discovery setting.
Global Control Attributes

Name Description

Enable Discovery If your team installed HP Network Node Manager iSPI Performance

of ATM/Frame for Metrics Software:
Relay Interfaces for = . . .
Performance If =</ enabled, this attribute extends the range of data that NNMi

Monitoring gathers for ATM and Frame Relay interfaces.

If | disabled NNMi does not discover and gather the extended ATM
and Frame Relay data that NNM iSPI Performance for Metrics uses
for reporting purposes.

See also "Configure NNMi Monitoring Behavior" on page 340 for
information about the Monitoring Configuration settings for Enable
ATM Interface Performance Polling and Enable Frame Relay Interface
Performance Polling (Default, Node, or Interface settings).

4. Click ‘il Save and Close to apply your changes.

Configure Ping Sweep (override for all Auto-Discovery
Rules)

Default Tenant only: You have two choices for Auto-Discovery starting points. Use either or both
to best advantage in your network environment:

o Discovery Seeds: You designate specific hostnames (not case-sensitive) or IP addresses
where Auto-Discovery starts gathering neighbor information.

For details see "Discovery Seeds for Auto-Discovery in Default Tenant" on page 241. For
information about creating Discovery Seeds. See "Specify Discovery Seeds" on page 256.

o Ping Sweep: NNMi issues ICMP pings to certain addresses to find new nodes. For details, see
"Ping Sweep for Auto-Discovery in Default Tenant" on page 242.

IPv4 addresses only: In Wide Area Networks (WANs) such as ATM, Frame Relay, and Point-to-
Point (where ARP cache is not available), the optional "Ping Sweep for Auto-Discovery in
Default Tenant" on page 242 feature locates nodes for Auto-Discovery to use when gathering
neighbor information and evaluating connections between nodes, see also "Consider IPv4
Subnet Connection Rules" on page 181.
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Note: Ping Sweep works only with IPv4 addresses. All nodes discovered using Auto-
Discovery are assigned to the Default Tenant.

Ping Sweep uses the current default ICMP interval and timeout settings from the Communications
Configuration settings. See "Configure Default SNMP, Management Address, and ICMP Settings"
on page 120.

To configure the global Auto-Discovery setting for Ping Sweep:
1. Navigate to the Discovery Configuration form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
2. Navigate to the Global Control settings.

3. Designate the global setting for Ping Sweep. Your choice determines how Auto-Discovery
uses ICMP ping commands for the discovery process in your network environment:

= Each Rule (as configured)— The instructions for Ping Sweep within each Auto-Discovery
Rule configuration are followed exactly.

To configure Ping Sweep for a specific Auto-Discovery Rule, see "IP Address Ranges for
the Auto-Discovery Rule" on page 221.

= All Rules— Ping Sweep is applied for all of your current Auto-Discovery Rules. This
overrides the Ping Sweep settings within each rule. Spiral Discovery issues the initial round
of Ping Sweep commands when you click Save and Close.

= None of the Rules— Ping Sweep is not used for any of your current Auto-Discovery Rules.
This overrides the Ping Sweep settings within each rule. This is useful to temporarily
suspend issuing any ping commands within your network.

Note: If things do not work as expected, check whether ICMP is enabled (see if
"Communication Region Form" on page 137).

4. Designate the Sweep Interval (days/hours) that controls how often Auto-Discovery reissues
ICMP Ping for each address. The minimum Sweep Interval setting is 1 hour. Maximum 99
days.

5. Click 1 Save and Close. Spiral Discovery issues the initial round of Ping Sweep commands
when you click Save and Close.

Configure the Node Name Strategy

For more details about how NNMi determines the Node name, see the following:

Discovery Node Name ChoiCeS ... .. . e 205

Node Name DecCision Tree ... ... 207
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NNMi administrators control how the Name attribute on the Node form is populated. To resolve
issues about choosing the Name value, NNMi follows a sequence of rules. If NNMi is unable to
determine a Name based on your three choices, the node name is determined using the NNMi
factory defaults for these three choices (see list in step 3).

The node Name shows up beneath the node symbol on the maps and in the Name column on table
views.

To control how node names are determined for your network devices:
1. Navigate to the Discovery Configuration form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
2. Locate the Node Name Resolution attributes on the left side of the form (see table).
3. Specify the three-level hierarchy for node naming decisions.

Short name and full name are related. The short name is everything before the first period in the
full name. For example, full name cisco5500.abc.example. comand the short name
cisco5500.

Note: NNMi administrators can use NNMi property file settings to change the way NNMi
determines Hostname values:

» nms-topology.properties file settings:
If DNS is the source of the Node's Hostname, there are three choices. By default NNMi
uses the exact Hostname from your network configuration. It is possible to change
NNMi behavior to convert Hostnames to all uppercase or all lowercase. See the
"Modifying NNMi Normalization Properties" section of the HP Network Node Manager i
Software Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

» nms-disco.properties file settings:
The Hostname is either requested from the Node's lowest loopback interface IP
address that resolves to a Hostname or requested from the Node's designated
Management Address (SNMP agent address). With either choice, when no IP address
resolves to a Hostname, the IP address itself becomes the Hostname. See the
"Maintaining NNMi" chapter of the HP Network Node Manager i Software Deployment
Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

Select among the following choices. Use each choice only one time:

= Short DNS Name — (first by default) Use the group of characters before the first period in
your in-house DNS naming standards. See "Discovery Node Name Choices" on the next
page for possible issues with using DNS names.

= Fully Qualified DNS Name — Use the full in-house DNS naming standards.

= Short sysName — (second by default) Use the group of characters before the first period in
the current MIB-Il sysName value established by the administrator for each SNMP enabled
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device. See "Discovery Node Name Choices" below for possible issues with using
sysName.

= Full sysName — Use the full MIB-ll sysName value established by the administrator for
each SNMP enabled device.

= IP Address — (third by default) Use the IP address. If the node responds to SNMP, the
SNMP Management Address is used. For non-SNMP nodes, name is set to either a
discovery seed address associated with this node or a neighbor address gathered by Auto-
Discovery along the path to this node.

Note: NNMi administrators can make choices that limit NNMi's use of IP addresses:

o |P addresses in the Excluded IP Addresses filter are never used, Spiral Discovery
skips those addresses. See Configure an Excluded IP Addresses Filter.

o NNMi Advanced: IPv4 or IPv6 addresses are used according to configuration
choices. See IPv6 Addresses Prerequisite.

4. Click ‘il Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval. To apply the changes immediately, use Actions —
Polling — Configuration Poll. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.

Node Name Resolution Settings

Attribute Description

First Click the drop-down list and choose the predefined node name strategy you want
Choice discovery to use first.

Second Click the drop-down list and choose the predefined node name strategy you want
Choice discovery to use if the first choice fails.

Third Click the drop-down list and choose the predefined node name strategy you want
Choice discovery to use if the second choice fails.

Discovery Node Name Choices

Control how the Name attribute on node forms is populated during discovery. This Name value is
used to identify the object in NNMi maps and table views. You specify a hierarchy for discovery to
use. You configure three levels in the hierarchy. See "Node Name Decision Tree" on page 207.

You can designate any of the following for each level of the node Name decision hierarchy:
o« DNS Names. Discovery uses the results of hostname resolution.

NNMi follows a set of rules to dynamically generate the value stored in the NNMi database for
each Node's Hostname. Click here for details.

» If the Node supports SNMP, NNMi requests the Hostname using the IP Address of the
associated SNMP agent (the Management Address attribute value on the Node form).

Page 205 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

When the NNMi administrator chooses Enable SNMP Address Rediscovery | in the
Communication Configuration:

o |If the SNMP Agent does not respond, NNMi checks for another Management Address to
request the Hostname, and the Hosthame could change.

o |If the SNMP Agent associated with the node changes, the Management Address and
Hostname could change.

When the NNMi administrator disables Enable SNMP Address Rediscovery | inthe
Communication Configuration:

o If the SNMP Agent does not respond, NNMi uses the previously gathered Management
Address attribute value to request the Hostname.

o Ifthe SNMP Agent associated with the node changes, NNMi uses the previously gathered
Management Address attribute value to request the Hostname.

= |f the Node does not support SNMP, no Management Address is available. NNMi requests a
Hostname starting with the lowest IP Address associated with the node (a Discovery Seed
value or an |IP address value gathered from a neighboring device). NNMi uses the first
Hostname provided. The Hostname might change during a future discovery cycle.

Note: NNMi administrators can use NNMi property file settings to change the way NNMi
determines Hostname values:

» nms-topology.properties file settings:
If DNS is the source of the Node's Hostname, there are three choices. By default NNMi
uses the exact Hostname from your network configuration. It is possible to change NNMi
behavior to convert Hostnames to all uppercase or all lowercase. See the "Modifying
NNMi Normalization Properties" section of the HP Network Node Manager i Software
Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

s nms-disco.properties file settings:
The Hostname is either requested from the Node's lowest loopback interface IP address
that resolves to a Hostname or requested from the Node's designated Management
Address (SNMP agent address). With either choice, when no IP address resolves to a
Hostname, the IP address itself becomes the Hostname. See the "Maintaining NNMi"
chapter of the HP Network Node Manager i Software Deployment Reference, which is
available at: http://h20230.www2.hp.com/selfsolve/manuals.

o MIB-Il sysName Values. Device administrators set the sysName. Discovery avoids populating
the NNMi database with multiple devices having the same manufacturer's default sysName. If a
sysName matches or starts with the manufacturer's default factory setting (case-sensitive),
discovery ignores sysName as a choice for the Name attribute of the node. NNMi ships with a
Device Profile for each device type (vendor/make/model). The Device Profile includes a record
of the manufacturer's default s ysName.

Caution: You can override this choice using the Device Profile's Advanced settings, Never Use
sysName attribute. See "Configure Device Profiles" on page 292 for more information.

o IP addresses. The addresses are gathered from discovery seed addresses that you provided,
ping sweep configurations, or neighbor addresses gathered using Auto-DiscoveryRules.

Page 206 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

Discovery avoids potential confusion when a device has multiple IP addresses by following
these rules:

= If the device supports SNMP, the address of the responding SNMP agent is recorded (the
Management Address) and the other addresses are associated with the node. See "Specific
Node Settings Form (Communication Settings)" on page 155 for more information about
configuring the management address.

= If the device does not support SNMP, NNMi queries DNS to determine the hostname. If this
hostname matches another non-SNMP node, NNMi merges the information to create only
one node with multiple associated addresses.

See "Configure the Node Name Strategy" on page 203 to learn how to configure the NNMi node
name strategy.

Node Name Decision Tree

For each discovered address, NNMi gathers multiple attributes that are used to implement your
Node Name strategy. NNMi chooses the Node Name based on the Management Address, System
Name, and Hostname collected during discovery. The following diagram shows how

NNMi determines values for these attributes.

Note: If you change a node's Hostname, there is a delay before NNMi data reflects the name
change, because NNMi caches DNS names to enhance performance.
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SNMP Phase
If an SMNMP agent responds, all If no SMNMF agent responds, and Auto-Discovery
addresses associated with one node has Discover Mon-SMP enabled, MMM makes
are combined into one Mode object. a record of the address.

v v

HNKMi sets the Management Address
by following a set of rules to gelact MMM sets the Management Address to null.

from multiple addresses.

N b4

MMM sets the System Name to the
value provided by the SMMP agent's MMM sets the System Name attribute to null.
response to GET MIB Il syshlame.

1 | |
DNS Hostname ::. /.. ::. /..

Resolution Phase

: MMMi sets the Hostname attribute by If hostname resolution provides a Hostname
following a set of rules to select fram associated with the address, NMNMiI merges this
multiple hostnames associated with address with the list of other addresses associated
the responding SNMP agent. with the hostname. Otherwise, MMM uses the

IP address as the hastname.

Excluded IP Addresses Filter I\/ !\/‘

If the address is listed in the Excluded IP Address filter, that address is discarded.
Any information gathered about the associated Mode or Interface is retained.

Determine Mode Hame L/'

MMM uses the first non-null walue for 1, 2, or 3 based on the Mode Mame Strategy
defined by the MMM administrator,

Ignore Forwarding Database Information from a Node
Group
Forwarding Database (FDB) information can cause NNMi to establish wrong Layer 2 Connections
in the following cases:
« When the FDB is configured as cache and contains obsolete data.

« Innetwork environments with hardware from a variety of vendors, when each vendor generates
different and sometimes conflicting FDB data.

Optional: NNMi administrators can configure Spiral Discovery to ignore the FDB data from one
Node Group when calculating Layer 2 Connections (the FDB data is still included in other
calculations).
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Note: (NNMi Advanced - Global Network Management feature) NNMi must read the
Forwarding Database (FDB) tables from Ethernet switches within the network before accurate
communication paths between these network devices can be calculated. Because FDB data is
involved, NNMi can produce different results on a Regional Manager as opposed to the Global
Manager.

Optional: To configure NNMi to ignore FDB information from devices in one Node Group
when calculating Layer-2 Connections:
1. Navigate to the Discovery Configuration form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
2. Locate the Layer 2 Connection Source attribute on the left side of the form.
3. Inthe Node Group to disable FDB drop-down, specify which Node Group:

= Click the drop-down list's down arrow and choose a previously defined Node Group.
= Select the & ~ Lookup icon and select -+ New to create a new Node Group.

4. Click ‘il Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval. To apply the changes immediately, use Actions —
Polling — Configuration Poll. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.

Configure Schedule Settings

For details about Spiral Discovery's Schedule Settings, see the following:

Adjust the Rediscovery Interval ... . ... 210
Adjust the Node Group Rediscovery Interval ... ... 211
Configure Whether to Delete Unresponsive Nodes ... .. .. ... ... ........... 212
Configure Whether to Delete Layer 2 Connections ... ... ... . i i iiiiiiiiaa . 213

Spiral Discovery's Schedule Settings determine how often NNMi requests data and updates
information about the devices in your network domain. NNMi requests the following information:

« Information about the nodes, addresses, and interfaces you configure for discovery.
« Information about Level 2 connectivity between interfaces and VLANS in your network.
o Information about Level 3 connectivity between addresses in your network.

Make sure the interval value you choose provides plenty of time so Spiral Discovery cycles do not
overlap. The larger your network environment, the longer the time required to complete a Spiral
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Discovery cycle. These Schedule Settings might help NNMi administrators meet service-level
agreement (SLA) commitments.

Adjust the Rediscovery Interval

When configuring Spiral Discovery, you determine how often network traffic is generated to gather
and verify information about your network management domain. This time interval controls how
frequently information is gathered about nodes, interfaces, IP addresses, subnets, VLANSs, and
connections in the network. See "Configure Schedule Settings" on the previous page for more
information.

Tip: You can also adjust the Rediscovery Interval for a specified Node Group. See "Adjust the
Node Group Rediscovery Interval" on the next page for more information.

To adjust the rediscovery cycle interval:
1. Navigate to the Discovery Configuration form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
2. Locate the Schedule Settings tab.

3. Inthe Rediscovery Interval attribute, set the time interval that Spiral Discovery waits
between information gathering cycles.

The default is 24 hours between cycles. The minimum is 1 hour.

Make sure the interval value provides plenty of time so Spiral Discovery cycles do not overlap.
The larger your network environment, the longer the time required to complete a Spiral
Discovery cycle.

Note: During rediscovery, NNMi checks each Node for membership in Node Groups. If
the Node belongs to a Node Group that is associated with a Custom Poller Policy, NNMi
might issue additional requests for information. See "Create Custom Polling
Configurations" on page 419 for more information.

4. Click ‘il Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval. To apply the changes immediately, use Actions —
Polling — Configuration Poll. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.

5. Optional. To establish the beginning of the interval, schedule a task to run the
nnmnoderediscover.ovpl -allcommand linetool. Consider choosing a quiet time on
your network so traffic generated by NNMi does not disturb regular business.

The Spiral Discovery cycle start time might change slightly depending on circumstances within
your network environment. Use the Nodes (All Attributes) view and sort on the Last
Completed column (last Discovery cycle) to check recent times.
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Related Topics

"Adjust the Node Group Rediscovery Interval" below

Adjust the Node Group Rediscovery Interval

When configuring Spiral Discovery, you determine how often network traffic is generated to gather
and verify information about your network management domain. This time interval controls how
frequently information is gathered about the nodes, interfaces, IP addresses, subnets, VLANs, and
connections in the network for the specified Node Group. See "Adjust the Rediscovery Interval" on
the previous page for more information.

There are two benefits to using a Node Group Rediscovery Interval:

¢ You have many choices about the criteria for defining your Node Group (see "Create Node
Groups" on page 295).

¢ Your Node Group Rediscovery Interval enables a subset of devices to be rediscovered at a
different rate than the default Rediscovery Interval. For example, this feature could be useful to
configure NNMi to do the following:
= Help NNMi administrators meet service-level agreement (SLA) commitments.

= More frequently rediscover device configuration changes for frequently changing devices or
your most important devices.

= Less frequently rediscover unimportant devices in your network domain to minimize network
traffic.

To adjust the Node Group rediscovery cycle interval:
1. Navigate to the Discovery Configuration form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
2. Locate the Schedule Settings tab.

3. Inthe Node Group attribute, specify the name of the Node Group for which you want to
configure the Node Group Rediscovery Interval.

4. Inthe Node Group Rediscovery Interval attribute, set the time interval that Spiral Discovery
waits between information gathering cycles.

The default is 24 hours between cycles. The minimum is 1 hour.

Make sure the interval value provides plenty of time so Spiral Discovery cycles do not overlap.
The larger your network environment, the longer the time required to complete a Spiral
Discovery cycle.

Specify the Node Group Rediscovery Interval. If a Node is reconfigured so that one or more
attribute values no longer match the specified Node Group's configuration criteria, the next
time the Node is discovered, it is removed from the Node Group. NNMi then determines when
to rediscover the Node using the Rediscovery Interval setting.
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For example, if a Node Group is created using sysName as an Additional Filter, and the
System Name value is changed for a Node, that Node will no longer belong to the Node Group.
After the Node is removed from the specified Node Group, NNMi uses the Rediscovery
Interval setting instead of the Node Group Rediscovery Interval setting to determine when
to update discovery information for the Node.

Note: During rediscovery, NNMi checks each Node for membership in Node Groups. If
the Node belongs to a Node Group that is associated with a Custom Poller Policy, NNMi
might issue additional requests for information. See "Create Custom Polling
Configurations" on page 419 for more information.

5. Click 'l Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval. To apply the changes immediately, use Actions —
Polling — Configuration Poll. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.

6. Optional. To establish the beginning of the interval, schedule a task to run the
nnmnoderediscover.ovpl -allcommand linetool. Consider choosing a quiet time on
your network so traffic generated by NNMi does not disturb regular business.

The Spiral Discovery cycle start time might change slightly depending on circumstances within
your network environment. Use the Nodes (All Attributes) view and sort on the Last
Completed column (last Discovery cycle) to check recent times.

Related Topics

"Adjust the Rediscovery Interval" on page 210

Configure Whether to Delete Unresponsive Nodes

When configuring Spiral Discovery, you determine whether and how quickly NNMi deletes nodes
that are unresponsive.

Note: NNMi does not delete any unresponsive object during the first 24 hours after NNMi is
restarted (ovstart). The 24 hour additional wait time ensures that NNMi has an opportunity to
poll each Node.

Caution: To understand the results of deleting a Node, see "Delete Nodes" on page 1602 and
"Delete One or More Objects" on page 1604.

NNMi automatically deletes an unresponsive node using the following criteria:
o The node does not respond to SNMP requests for the specified number of days.
o All of the node's IP Addresses do not respond to ICMP for the specified number of days.

One of the following Conclusions must be associated with the Node. See the help for Node Form:
Conclusions Tab for more information:
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e NodeUnmanageable
e NonSNMPNodeUnmanageable
e NodeDown
e NodeOrConnectionDown
To configure NNMi to automatically delete Unresponsive Objects:
1. Navigate to the Discovery Configuration form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
2. Navigate to the Schedule Settings tab.

3. Inthe Period (in Days) to Delete Unresponsive Nodes attribute, set the number of days
that a Node must be unresponsive before NNMi deletes the node and all nodes in its shadow
from the NNMi database (as well as each Node's history and related objects). For more
information about nodes in the shadow, see Node Down.

0 (zero, the default value) = Do not delete from the NNMi database.

Any number provided represents the number of days that the object must remain unresponsive.

4. Click il Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval. To apply the changes immediately, use Actions —
Polling — Configuration Poll. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.

Configure Whether to Delete Layer 2 Connections

When configuring Spiral Discovery, you determine whether and how frequently NNMi deletes
connections that are down.

NNMi deletes connections once per day (1 a.m. by default).
NNMi automatically deletes any Layer 2 Connections that are Down using the following criteria:

e The ConnectionDown Conclusion must be associated with the connection for the specified
number of days. See Layer 2 Connection Form: Conclusions Tab for more information.

o When interfaces are participating in Link Aggregation1 protocols, NNMi automatically deletes

TProtocols used on Switches to configure multiple Interfaces (Aggregation Member Interfaces) to
function as if they were one (an Aggregator Interface). When two Aggregator Interfaces establish a
connection, that connection is an Aggregator Layer 2 Connection. The Aggregator Layer 2
Connection appears on Layer 2 Neighbor View maps as a thick line with an Interface icon at each
end (representing the Aggregator Interface). When you double-click the thick line, it converts into
multiple thin lines representing the participating Aggregation Member Layer 2 Connections with their
Aggregation Member Interfaces at each end of the lines.
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Aggregation Member Layer 2 Connections that have the ConnectionDown Conclusion for the
specified number of days.

Note: During the next Rediscovery cycle, NNMi deletes any Aggregator Layer 2
Connections without any Aggregation Member Layer 2 Connections.

« When the Layer 2 Connection object's Topology Source value is one of the following, NNMi
never automatically deletes the connection (see the Help topic for Layer 2 Connection Form for
more information):

ROUTES - indicates NNMi creates the connection from the routing data. NNMi creates these
Layer 2 Connections for unnumbered interfaces. For more information, see the "NNMi
Discovery" chapter of the HP Network Node Manager i Software Deployment Reference,
whichis available at: http://h20230.www2.hp.com/selfsolve/manuals.

SUBNETCONNECTION- Subnet Connection Rule. NNMi applied a special configurable rule
for subnets (only those IPv4 subnets with a prefix length between 28 and 31) to detect this
connection. NNMi gathers information from Layer 3 of the Open System Interconnection
(OSI) networking model to detect this connection. Layer 3 is the Network layer that provides
switching, routing, and logical paths (virtual circuits) for transmitting data between nodes.
The NNMi administrator configures the Subnet Connection Rules, see "Help for
Administrators" for more information. On the NNMi map, the following icon is in the middle
of the SUBNETCONNECTION line:

%

3,

USER - This connection was configured by your NNMi administrator (using the Connection
Editor). See "Help for Administrators" for more information.

To configure NNMi to automatically delete down Layer 2 Connections:
1. Navigate to the Discovery Configuration form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
2. Navigate to the Schedule Settings tab.

3. Inthe Period (in Days) to Delete Connections that are Down attribute, set the number of
days that a Connection must be down before NNMi deletes the connection.

0 (the default value) = Do not delete from the NNMi database.

Any number provided represents the number of days that the object must remain unresponsive.

4. Click il Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval. To apply the changes immediately, use Actions —
Polling — Configuration Poll. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.

Tip: To confirm that NNMi is successfully automatically deleting Layer 2 Connections, look for
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the following message in the nnm. * . * . 1 og file:

One connection with name <ConnectionName> has been deleted, because
it has been down for <N> days with StatusConclusion ConnectionDown.
(See the "NNMi Logging" chapter in the HP Network Node Manager i Software Deployment
Reference, which is available at: http://h20230.www2.hp.com/selfsolve/manuals)

Layer 2 Connections can be deleted manually, see "Delete One or More Objects" on page 1604.

Configure Auto-Discovery Rules

Auto-Discovery Rule configuration settings control Auto-Discovery behavior within the Default

Tenant:
Auto-Discovery Rule Behavior Choices ... ... . . . 217
Configure Basic Settings for the Auto-DiscoveryRule ... .. ... ................. 218
IP Address Ranges for the Auto-DiscoveryRule ... ... 221
SNMP System Object ID Ranges for the Auto-DiscoveryRule ............................ 225
Example Uses of AUtO-DiSCOVEIY ... . 228

Auto-Discovery extends discovery by gathering Hints about additional devices:

o Auto-Discovery gathers information about neighboring devices using ARP cache, DNS, and the
following protocols:

= BGP — Border Gateway Protocol
s EIGRP — Cisco Enhanced Interior Gateway Routing Protocol
= OSPF — Open Shortest Path First

= And data gathered from a variety of Layer 2 discovery protocols. See the list of Topology
Source protocols in Layer 2 Connection Form.

o Auto-Discovery monitors SNMP traps from previously discovered IP addresses for additional
information.

Auto-Discovery also uses the source IP address from SNMP traps as Discovery Hints for new
addresses. If your Auto-Discovery Rules' IP Ranges include that new IP address, NNMi uses
the Trap Hint for initial discovery of that address. NNMi then requests the Node's current
Management Address (the address from which the node's SNMP Agent responds) and uses that
IP address for all further communication. NNMi calculates whether the new address belongs to
a previously discovered Node or a new Node.

o Auto-Discovery gathers information about neighbors adjacent to each discovered device. Auto-
Discovery then discovers those neighbors and repeats the process. This sequence continues
until the Default Tenant's boundaries are reached (identified by Auto-Discovery Rules'

IP Address Ranges or Ordering numbers).
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Note: NNMi never gathers Auto-Discovery Hints from IP addresses assigned to a Tenant
other than the Default Tenant.

Before you start, have a clear idea of what you want to accomplish, see "Example Uses of Auto-
Discovery" on page 228.

If you do not configure any Auto-Discovery Rules, Spiral Discovery only finds the configured
Discovery Seeds (see "Specify Discovery Seeds" on page 256 for more information).

Note: When any Node is discovered because of an Auto-Discovery Rule, NNMi assigns that
Node to the Default Tenant (and whichever Security Group attribute value is currently
configured as Default Tenant's Initial Discovery Security Group). See "Configure Tenants" on
page 194 and "About Security Groups" on page 515 for more information.

Auto-Discovery Rule Configuration Tasks

Task

"Configure Basic
Settings for the
Auto-Discovery
Rule" on page 218

How

Provide the basic requirements for an Auto-Discovery Rule configuration:
e The name of the rule.

o Specify the order in which Auto-Discovery applies this rule within the
Default Tenant.

e Specify how ICMP and SNMP protocols are used for this segment of
discovery.

o Designate whether devices identified by this rule are Discovered or
Rejected during the Auto-Discovery process.

See "Auto-Discovery Rule Behavior Choices" on the next page.

Rule Criterion

"IP Address Ranges for the Auto-Discovery Rule" on page 221

Use IP addresses with wildcards to specify the area within Default Tenant
that this Auto-Discovery Rule controls. You decide whether Ping Sweep is
used for this segment of discovery.

"SNMP System Object ID Ranges for the Auto-Discovery Rule" on page
225

Use industry standard System Object IDs to control Auto-Discovery within
the Default Tenant.

Use the Configuration — Device Profiles view to see the list of all known
system object IDs (MIBIl sysObjectID)atthe time NNMireleased. This
list of system object IDs is useful to expand or limit the range of devices
that Auto-Discovery finds.
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Auto-Discovery Rule Behavior Choices

Auto-Discovery Rules control the extent of automatic discovery within the Default Tenant. Specify
what Auto-Discovery should reject or find within your network environment by defining at least two
Auto-Discovery Rules. You assign an Ordering number to each rule. For each discovered Node,

Interface, or IP address, NNMi applies the first matching rule from lowest to highest Ordering
number.

Tip: Give your Reject rule a lower Ordering number than the Include rule or rules to which it
applies.

Purpose = Reject Matching Nodes

Selections Behavior

Discover Matching Nodes Auto-Discovery rejects the following within Default

Discover Any SNMP Device Tenant (does not add any information to the NNMi

Discover Non-SNMP Devices database, does not query for information or Hints about
neighboring devices):

o All addresses specified in the rule's IP Ranges table
(if any)

o All devices that meet the criteria specified in the
rule's System Object ID Ranges table (if any) -
based on RFC 1213, MIB-ll sysObjectID values

Caution: If both ranges are empty, this rule would
cause Auto-Discovery to never discover anything
specified in all rules with higher Ordering numbers.

The following table shows the choices for instructing Auto-Discovery to discover Nodes.

Note: Configure at least one Auto-Discovery Rule from the following table. And at least one
Auto-Discovery Rule from the following table must specify the IP Address Range within which
you want to use Auto-Discovery in Default Tenant.

Purpose = Discover Matching Nodes

Selections Behavior
Discover Matching Nodes -~ Auto-Discovery finds the following Routers and
Discover Any SNMP Device Switches within Default Tenant:

Discover Non-SNMP Devices « All must have IP addresses within the ranges

specified in the rule's IP Ranges table (if any)

o All must meet the criteria specified in the rule's
System Object ID Ranges table (if any) - based on
RFC 1213, MIB-ll sysObjectID values
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Purpose = Discover Matching Nodes, continued

Selections Behavior

Discover Matching Nodes -4 Auto-Discovery finds the following devices within
Discover Any SNMP Device -+ Default Tenant:

Discover Non-SNMP Devices o All must have IP addresses within the ranges

specified in the rule's IP Ranges table (if any)

o Any that answer SNMP queries and meet the criteria
specified in the rule's System Object ID Ranges
table (if any) - based on RFC 1213, MIB-I
sysObjectID values

Discover Matching Nodes -4 Auto-Discovery finds the following devices within
Discover Any SNMP Device -+ Default Tenant:

Discover Non-SNMP Devices e All must have IP addresses within the ranges

specified in the rule's IP Ranges table (if any)

¢ Any that answer SNMP queries and meet the criteria
specified in the rule's System Object ID Ranges
table (if any) - based on RFC 1213, MIB-II
sysObjectID values

¢ Any that answer ICMP queries but not SNMP

queries
Discover Matching Nodes -~ Auto-Discovery finds the following devices within
Discover Any SNMP Device Default Tenant:

Discover Non-SNMP Devices - « All must have IP addresses within the ranges

specified in the rule's IP Ranges table (if any)

o Any Routers and Switches that answer SNMP
queries and meet the criteria specified in the rule's
System Object ID Ranges table (if any) - based on
RFC 1213, MIB-ll sysObjectID values

¢ Any devices that answer ICMP queries but not
SNMP queries

Configure Basic Settings for the Auto-Discovery Rule

Default Tenant only: These Auto-Discovery Rule settings determine which methods Auto-
Discovery applies when discovering nodes within your Default Tenant.

To configure this Auto-Discovery Rule for the Default Tenant:
1. Navigate to the Auto-Discovery Rule form.

a. From the workspace navigation panel, select the # Configuration workspace.

b. Expand Discovery.

c. Select Discovery Configuration.
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d. Locate the Auto-Discovery Rules tab.
e. Do one of the following:

o Toestablish arule, click the == New icon, and continue.

o To edit arule, double-click the row representing the configuration you want to edit, and
continue.

o Todelete arule, select arow, and click the # Delete icon.

2. Provide the required basic settings for this Auto-Discovery Rule (see the Basics for this Auto-
Discovery Rule table).

3. Determine the Auto-Discovery Rule's behavior (see "Auto-Discovery Rule Behavior Choices"
on page 217):Basics for this Auto-Discovery Rule

= Purpose of this Auto-Discovery Rule
s Extend Default Behavior (beyond Routers and Switches)

4. There are many ways to implement discovery. Before you start this step, see "Example Uses
of Auto-Discovery" on page 228.

Configure one or more ranges, to identify the devices you want to discover or reject.
= "IP Address Ranges for the Auto-Discovery Rule" on page 221
= "SNMP System Object ID Ranges for the Auto-Discovery Rule" on page 225

5. Click ] Save and Close to return to the Discovery Configuration form.

6. Click il Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval.

7. Optional: Open the Discovery Configuration workspace again and provide a discovery seed
for each address range of this Auto-Discovery Rule. Core routers make the best Auto-
Discovery seeds. See "Specify Discovery Seeds" on page 256.

Basics for this Auto-Discovery Rule

Task How

Name Give this Auto-Discovery Rule a meaningful name.

Ordering | Determine the order in which the Auto-Discovery Rules are applied. No duplicate
Ordering numbers are permitted. Each Auto-Discovery Rule ordering number must be
unique.

Tip: Consider incrementing Ordering numbers by 10s or 100s to provide flexibility
when adding new rules over time.

IP address ranges: If a device falls within two Auto-Discovery Rules, the Auto-
Discovery Rule with the lowest ordering number applies. For example, if an Auto-
Discovery Rule includes certain IP addresses, then no other Auto-Discovery Rules
with higher ordering numbers apply to those addresses.

System Object ID ranges:
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Basics for this Auto-Discovery Rule, continued

Task

How

o If noIP address range is included in this Auto-Discovery Rule, then the system
object ID settings take precedence over all Auto-Discovery Rules that have higher
Ordering numbers than this Auto-Discovery Rule.

o Ifan|P address range is included in this Auto-Discovery Rule, your system object
ID range applies only within this Auto-Discovery Rule.

Notes

Provide any additional useful information about this Auto-Discovery Rule.

Type a maximum of 1024 characters. Alpha-numeric, spaces, and special characters
~'@#%$%"&*()_+-)are permitted.

Purpose of this Auto-Discovery Rule

Task

Discover
Matching
Nodes

How

If =< enabled, Auto-Discovery gathers information about neighboring devices and
adds devices to the NNMi database if those device meet the rule's criteria. For more
information see "Which Nodes Are Discovered?" on page 176.

Note: By default NNMi discovers routers and switches. You can expand the

number of device types that NNMi discovers by enabling < Discover Any
SNMP Device and including one or more System Object ID Ranges (based on
MIB-Il sysObjectID values). Your address ranges and system object ID
ranges determine which discovered addresses are added to the NNMi database.

If | disabled, Auto-Discovery rejects devices that match this rule unless:
e Thedevice's address is a discovery seed.

See "Specify Discovery Seeds" on page 256 to learn how to establish discovery
seeds.

o The device's address is reported as a neighbor to another discovered address.

If you want to ensure that an address is never added to the NNMi database, see
"Configure an Excluded IP Addresses Filter" on page 248 or "Configure an
Excluded Interfaces Filter" on page 254 settings.

Extend Default Behavior (beyond Routers and Switches) for this Auto-Discovery

Rule
Task

Discover Any
SNMP Device | Note: This attribute is ignored if Discover Matching Nodes is unchecked.

How

However, if you configure any device as a discovery seed, discovery
always adds that device to the database.

If =</ enabled, Auto-Discovery gathers information about any device that
responds to SNMP queries (in addition to routers or switches that are
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Extend Default Behavior (beyond Routers and Switches) for this Auto-Discovery
Rule, continued

Task

How
discovered by default). These nodes appear on maps and are monitored.

If | disabled, Auto-Discovery rejects all device types except routers,
switches, discovery seeds, and device types specified in your system object ID
ranges. (Routers and switches are identified by the settings in the device
profile.)

Discover Non-
SNMP
Devices

Note: This attribute is ignored if Discover Matching Nodes is unchecked.
However, if you configure any device as a discovery seed, discovery
always adds that device to the database.

Non-SNMP devices are those that do not respond to SNMP queries.
If you enable Discover Non-SNMP Devices, note the following:

o If you do not want NNMi to discover every node in your network, make sure
your Auto-Discovery Rules correctly limit the scope of the discovery. See
"Example Uses of Auto-Discovery" on page 228 for more information.

o Selecting this option might cause you to reach your licensed capacity very
quickly. See "Extend a Licensed Capacity" on page 1575.

o If NNMi determines that a non-SNMP node has a hostname matching
another non-SNMP node, NNMi merges the information to create only one
node and includes any additional IP address information under the same
node.

Non-SNMP nodes might be inaccurately represented under the following
circumstances:

= One or more non-SNMP nodes in your network use the same hostname.
= The same non-SNMP node has multiple hostnames.

= A non-SNMP node name changes (see "Delete Nodes" on page 1602).

If .| enabled, Auto-Discovery adds to the database any addresses that do not
respond to SNMP queries.

If | disabled, Auto-Discovery rejects any address that does not respond to
SNMP queries.

IP Address Ranges for the Auto-Discovery Rule

Default Tenant only: Auto-Discovery IP address ranges determine the outer limits for the area
controlled by the current Auto-Discovery Rule. You can create multiple IP ranges within one Auto-
Discovery Rule (order within the rule does not matter). Before you start, have a clear idea of what
you want to accomplish, see "Auto-Discovery Rule Behavior Choices" on page 217 and "Example
Uses of Auto-Discovery" on page 228.
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If the Auto-Discovery Rule's Discover Matching Nodes | | is disabled, click here for additional
information.

o Auto-Discovery does not gather neighbor information from the addresses identified in any IP
address range included in this rule. The addresses, themselves, might still show up in the
topology database.

Note: Neighbor information is still gathered from IP addresses specifically identified in the
discovery seeds configuration settings.

NNMi also uses the source IP address from SNMP traps as hints to discovery. NNMi uses
those hint IP address only for initial discovery. NNMi then requests the current
Management Address (the address from which the node's SNMP Agent responds) and
uses that IP address for all communication.

If the Auto-Discovery Rule's Discover Matching Nodes - is enabled, click here for additional
information.

o Atleast one of your Auto-Discovery Rules must have an IP address range designated as an
Include in rule range type. Auto-Discovery gathers neighbor information from those addresses
to extend discovery.

o Optional. You can configure NNMi to ignore subsets of those IP addresses (an Ignored by rule
range, which means that those addresses are available for other Auto-Discovery Rules with
higher Ordering numbers).

o Optional. Specify system object ID (MIB-ll sysOb-jectID)ranges to be included or ignored.
This technique constricts or extends the types of devices affected by this rule. See "SNMP
System Object ID Ranges for the Auto-Discovery Rule" on page 225 for more information.

NNMi discovers any devices that comply with your rule configurations, and creates a record of
each device in the NNMi database. If the device supports SNMP, all addresses for that device are
combined into one Node object. If the device does not support SNMP, NNMi queries DNS to
determine the hostname. If this hostname matches another non-SNMP node, NNMi merges the
information to create only one node with multiple associated addresses.

To specify an Auto-Discovery Rule IP address range for Default Tenant:
1. Navigate to the Auto-Discovery form.
a. Inthe Workspace navigation panel, open the & Configuration workspace.
b. Select Discovery Configuration.

c. Select the Auto-Discovery Rule tab, and do one of the following:
o To establish an Auto-Discovery Rule, click the == New icon.

o To edit an Auto-Discovery Rule, click the = Openicon in the row representing the
configuration you want to edit.

2. Provide the Basic Settings, see "Configure Basic Settings for the Auto-Discovery Rule" on
page 218.

3. Navigate to the IP Ranges tab.
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Optional. Decide if you want to use Ping Sweep in this segment of network discovery.

IPv4 addresses only: In Wide Area Networks (WANSs) such as ATM, Frame Relay, and Point-
to-Point (where ARP cache is not available), the Ping Sweep locates nodes for Auto-Discovery
to use when gathering neighbor information and evaluating connections between Nodes.

Note: Ping Sweep works only with IPv4 addresses. All nodes discovered using Auto-
Discovery are assigned to the Default Tenant.

= Enable Ping Sweep -~
Auto-Discovery can issue a wide range of ICMP ping commands. For details, see "Ping
Sweep for Auto-Discovery in Default Tenant" on page 242. NNMi only uses Ping Sweep
across a maximum of the last two octets (/16) of the network specified by each IPv4
IP address range.

If things do not work as expected, check whether Ping Sweep is disabled. See "Configure
Ping Sweep (override for all Auto-Discovery Rules)" on page 202. Also verify that ICMP
communication is enabled, see "Communication Region Form" on page 137 and "Specific
Node Settings Form (Communication Settings)" on page 155.

= Enable Ping Sweep
Auto-Discovery depends on Discovery Seeds as starting points. For details, see
"Discovery Seeds for Auto-Discovery in Default Tenant" on page 241 for important
information.

Optional. To provide an IP address range for this Auto-Discovery Rule, do one of the following:
= Tocreate an IP range, click the = New icon, and continue.

= Toedit an IP range, click the = Openicon in the row representing the configuration you
want to edit, and continue.

= Todelete an IP range, select a row, and click the # Delete icon.

Define one or more IP address ranges for this Auto-Discovery Rule, the order of ranges defined
within this rule does not matter (see table).

Click '] Save and Close to return to the Auto-Discovery Rule form.
Click ‘.1 Save and Close to return to the Discovery Configuration form.

Click il Save and Close. If you enabled Ping Sweep for this Auto-Discovery Rule, NNMi
issues the Ping Sweep when you click Save and Close. Otherwise, Spiral Discovery
implements your changes during the next regularly scheduled discovery interval.

Discovery IP Range Form

Name Description

P

Range

Note: If you enter an IP address value that represents only one IP address, Auto-
Discovery gathers neighbor information only from the address you enter.
(Discovery extends only one hop out from this address.)

To specify arange of IP addresses for this Auto-Discovery Rule, use one of the
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Discovery IP Range Form, continued

Name Description

following. Pick one address notation style. Combinations of wildcards and CIDR
notation are not permitted within one address range. You can provide multiple address
range settings:

o IPv4 address wildcard notation.

An IPv4 Address range is a modified dotted-notation where each octet is one of the
following:

» A specific octet value between 0 and 255
= A low-high range specification for the octet value (for example, "112-119")

= An asterisk (*) wildcard character, which is equivalent to the range expression "0-
255"

Note: The following two IPv4 addresses are considered invalid: 0.0.0.0 and
127.0.0.0

Examples of valid IPv4 address wildcards include:

10.1.1.%*

10.*.*x.*

10.1.1.1-99
10.10.50-55.%*

10.22.*.4 10.1-9.1-9.1-9

¢ IPv4 Classless Inter-Domain Routing (CIDR) notation.

The CIDR notation specifies the number of consecutive bits in the IPv4 address that
must match.

Forexample, 10.2.120.0/21

Note: NNMi does not support CIDR subnet mask notation such as,
10.2.120.0/255.255.248.0

Example IPv4 Prefix Length Values Number of Usable IPv4 Addresses

28 14 (16-2=14)*
29 6 (8-2=6)*

30 2 (4-2=2)*

31 2

*Two IPv4 addresses are reserved in each subnet. The first IPv4 address is used for
the network itself and the last IPv4 address is reserved for broadcast.

o IPv6 address wildcard notation
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Discovery IP Range Form, continued

Name Description

Separate each 16-bit value of the IPv6 address with a colon. The 16-bit value can be
any of the following:

= A specific hexadecimal value between 0 and FEFF (case insensitive).
= A low-high range specification of the hexadecimal value (for example, 1-1fe).

» An asterisk (*) wildcard character (equivalent to the range expression 0-ff £ f).

Note: The standard IPv6 short-hand notation (: :)is allowed to express one or
more 16-bit elements of zero (0) values. However, the mixed IPv6/IPv4 dot-
notation (for example, 2001 :d88::1.2. 3. 4)is not permitted as an IPv6
address range.

Valid examples of ranges in modified IPv6 address notation include the following:

2001:D88:0:A00-AFF:*:*:* %
2001:D88:1:*s*x o x %
2001:D88:2:0:a07:££f£f£f:0a01:3200-37ff

o IPv6 Classless Inter-Domain Routing (CIDR) notation

The CIDR notation specifies the number of consecutive bits in the IPv6 address that
must match.

2001:d88:a00: : /44 (equivalent to modified IPv6 address notation
2001:d88:a00-a0f:*:* %% ;%)

For example, valid IPv6 address ranges in CIDR notation include the following:

2001:d88:0:a00: : /56 (equivalent to modified IPv6 address notation
2001:D88:0:A00-AFF:*:*:* ;%)

2001:d88:1::/48 (equivalent to modified IPv6 address notation
2001:D88:1:*:kzx;x %)

Range
Type

Include in rule - The current Auto-Discovery Rule's settings apply to the addresses in
this range.

Ignored by rule - The current Auto-Discovery Rule's settings do not apply to the
addresses in this range. Use the Ignored by rule setting to identify a subset of
addresses within a larger range. The addresses in the ignored range are available to
conform to an Auto-Discovery Rule with a higher ordering number.

SNMP System Object ID Ranges for the Auto-Discovery

Rule

Vendors are assigned a system object ID number (RFC 1213 MIB-Il sysObject1D)foreach
network device they manufacture. This system object ID number is unique for each combination of
vendor, device type, and model number (vendor/make/model). For example, all Cisco 6509 routers
have the same system object ID.
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Tip: See "Configure Device Profiles" on page 292 for more information about system object
IDs. In the Configuration > Device Profiles view , you can quickly and easily locate the
system object IDs of devices in your network environment.

Default Tenant only: System object ID ranges are powerful tools for limiting this Auto-Discovery
Rule's behavior. For example, limit this rule by excluding specific models of routers and switches.
Before you start, have a clear idea of what you want to accomplish, see "Example Uses of Auto-

Discovery" on page 228.

When using system object ID ranges for this Auto-Discovery Rule, note the following:

o The rule applies only to the Default Tenant.

o If noIP Address Ranges are defined within this Auto-Discovery Rule, your System Object ID
Ranges affect all Auto-Discovery Rules that have higher Ordering numbers than this Auto-

Discovery Rule.

o If one or more IP Address Ranges are defined within this Auto-Discovery Rule, your System
Object ID Ranges affect only the current Auto-Discovery Rule.

The following table includes examples of how you might want to expand or limit Auto-Discovery
within the Default Tenant using System Object ID Ranges.

Controlling Auto-Discovery within the Default Tenant using System Object

ID Ranges

Task Related Topics

Exclude certain
vendor/make/models of Routers and
Switches from Auto-Discovery.

See the Auto-Discovery Rule = Included information in
"Only Routers and Switches Discovered" on page 231
topics.

Expand Auto-Discovery to include
device types in addition to routers
and switches.

See the Auto-Discovery Rule = Included information in
"Only Specific Vendor/Make/Models Discovered" on
page 234 topics.

Exclude one or more specific device
types from all Auto-Discovery rules.

See the Auto-Discovery Rule = Rejects information in
"Strategies to Exclude Certain Nodes from Auto-
Discovery" on page 237.

To specify a system object ID range:

1. Complete all prerequisites. See "Prerequisites for Discovery" on page 187, .

2. Navigate to the Discovery System Object ID Range form.

From the workspace navigation panel, select the # Configuration workspace.

a
b. Expand Discovery.

c. Select Discovery Configuration.

d. Select the Auto-Discovery Rule tab.

e. Do one of the following:
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[¢]

o

To create an Auto-Discovery Rule, click the - New icon.

To edit an Auto-Discovery Rule, double-click the row representing the configuration you
want to edit.

f. Inthe Auto-Discovery Rule form, select the System Object ID Ranges tab.

g. Doone of the following:

[¢]

[e]

o

To create a system object ID range, click the -+ New icon, and continue.

To edit a system object ID range, click the = Openicon in the row representing the
configuration you want to edit, and continue.

To delete a system object ID range, click the & Deleteicon.

3. Provide one or more System Object ID ranges for this Auto-Discovery Rule, the order of
ranges defined within this rule does not matter (see the table).

4. Click il Save and Close to return to the Auto-Discovery Rule form.

5. Optional. Provide IP Address Ranges to limit the scope of this Auto-Discovery Rule (see "IP
Address Ranges for the Auto-Discovery Rule" on page 221).

6. Click il Save and Close to return to the Discovery Configuration form.

7. Click ‘cl Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval.

Discovery System Object ID Range Definition

Attribute Description

System | Enter a prefix of an SNMP system object ID, or enter the entire SNMP system object
Object ID. A partial entry becomes a wildcard.
ID
Prefix For example, if you enter 1.3.6.1.4.1.11, discovery finds all HP devices. If you enter
1.3.6.1.4.1.9, discovery finds all Cisco devices.
Note: Do not use dashes or asterisks (*) in your system object ID value. Do not
use a period (.) as the first character. A partial entry becomes a wildcard.
Range Include in rule - Instructs Auto-Discovery to discover devices matching this system
Type object ID range.
Ignored by rule - Instructs Auto-Discovery to ignore devices matching this system
object ID range. The sysObjectIDs inthe ignored range are available to conform to
an Auto-Discovery Rule with a higher ordering number.
Notes Add any information about this rule that would be useful to you and your team.
Type a maximum of 1024 characters. Alpha-numeric, spaces, and special characters
~'@#%$%"&*()_+-)are permitted.
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Example Uses of Auto-Discovery

Review the following examples to learn how to use Auto-Discovery Rules within the Default
Tenant:

Set Outside Limits for Auto-Discovery ... .. 228
Only Routers and Switches Discovered ......... ... ... .. 231
Only Routers' Physical Interfaces Discovered ... .. .. . .. ... 233
Only Specific Vendor/Make/Models Discovered ... .. . . ... 234
All SNMP Devices Discovered .. .. 236
Everything Discovered ... . . 236
Strategies to Exclude Certain Nodes from Auto-Discovery ... ... . ... 237
Limit Sources of Neighbor Information .. ... ... 238

Set Outside Limits for Auto-Discovery

Default Tenant only: Best practice is to create a pair of Auto-Discovery Rules with carefully

chosen Ordering numbers to clearly identify the entire group of IP addresses within your network
management domain and the devices you care about. You can add, remove, or change the settings

in this pair of Auto-Discovery Rules at any time.

Define a pair of Auto-Discovery rules as described in the following table. For ideas about how to use

this pair of rules:

Configure Outside Limits for Auto-Discovery

Task How

Auto-Discovery Rule = Included:

Create an Auto-Discovery Rule that specifies
one or more IP address ranges to identify the
outer limits of your management domain. It is
recommended that you use your second-
lowest Ordering number. This ensures that
Auto-Discovery never uses addresses outside | 3.
the specified range or ranges as discovery

Use the following settings

1. NameIncluded-IP-Ranges (for
example)

2. Ordering 2™°

uses for finding devices:

Specify the techniques Auto-Discovery

Hints. . .
= Discover Matching Nodes -
Tip: With this setting, Auto-
Discovery finds only routers and
switches.
= Discover Any SNMP Device! |orl-
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Configure Outside Limits for Auto-Discovery, continued

Task

4. Create any number of ranges to specify the

How

This setting expands Auto-Discovery to
include any device that answers an
SNMP query.

s Discover Non-SNMP Devices | |or -

Optional: If enabled, Auto-Discovery
uses other protocols to detect
devices. For details, see "How Spiral
Discovery Works" on page 176 and
"What Information Is Collected?" on
page 177.

area within Default Tenant that this Auto-
Discovery Rule controls:

IP Range =P /IPvErange= | (Minimum:

One is required in one of your Auto-
Discovery Rules.)

Range Type Include in rule

Optional: If you want to limit Auto-
Discovery to only certain
vendor/make/models, create one or more
System Object ID Ranges.

Caution: If you use this setting, NNMi
ignores all other devices. If it would be
easier to reject a small list of System
Object IDs (rather than list all the ones
you want NNMi to discover), skip this
step and see the Auto-Discovery Rule
= Rejects configuration.

Note: Do not use dashes or asterisks
(*) in your system object ID value. Do
not use a period (.) as the first
character. A partial entry becomes a
wildcard.

SyObjID Range = Z¥zChiectiD »

Range Type Include in rule

For more information, see "SNMP System
Object ID Ranges for the Auto-Discovery
Rule" on page 225.

Page 229 of 1611

HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

Configure Outside Limits for Auto-Discovery, continued

Task

Auto-Discovery Rule = Rejects: Create a
second Auto-Discovery Rule that uses IP

Address Ranges, System Object ID Ranges,

or both to instruct NNMi to reject a subset of
the criterion defined in the Auto-Discovery
Rule = Included configuration.

How

Use the following settings (* = required setting):

1.

5. Optional: If you want to limit Auto-

NameRejected-IPs-sysObjectIDs
(for example)

Ordering '™

Disable all the following settings to instruct
Auto-Discovery to gather data about the
Ranges identified in the following steps,
but then reject that data (do not add it to the
NNMi database nor gather Discovery Hints
from within the range).

= “Discover Matching Nodes
= “Discover Any SNMP Device

= *Discover Non-SNMP Devices

Optional: Create any number of:

IP Range = [Pwd FIPYE ranges=

* Range Type l[gnored by rule

Caution: These settings instruct
Auto-Discovery to not add the
specified IP addresses to the NNMi
database, not acknowledge any Hints
received about them, nor gather
Discovery Hints from them unless the
address is a discovery seed. See
"Specify Discovery Seeds" on page
256 to learn how to establish discovery
seeds.

If you want to prevent Auto-Discovery
from generating any requests for data
to certain addresses, see "Configuring
Communication Protocol" on page
119.

Discovery to only certain
vendor/make/models, create System
Object ID Ranges. Once you create a
System Object ID Range here, Auto-
Discovery rejects any devices that meet
this criteria.
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Configure Outside Limits for Auto-Discovery, continued

Task How

Caution: If it would be easier to
specify a small list of System Object
IDs that should be included (rather
than list all the ones you do not want
Auto-Discovery to find), skip this step
and see the Auto-Discovery Rule =
Included configuration instructions.

Note: Do not use dashes or asterisks
(*) in your system object ID value. Do
not use a period (.) as the first
character. A partial entry becomes a
wildcard.

System Object ID Prefix
= gy=ChjectlD =

Range Type Include in rule

For more information, see "SNMP System
Object ID Ranges for the Auto-Discovery
Rule" on page 225.

You can create additional rules for fine tuning ) .
Auto-Discovery behavior. Note: The pair of rules (Auto-Discovery

Rule = Included and Auto-Discovery Rule
= Rejects) can potentially cover all
requirements.

Carefully choose the Ordering Number for any
additional Auto-Discovery Rule.

Auto-Discovery Rules affect all rules with a
higher ordering number.

Only Routers and Switches Discovered

Default Tenant only: If you want Auto-Discovery to automatically find only routers and switches
within Default Tenant, use these guidelines.

Note: After you set your configuration according to these guidelines, when a new router or
switch is added to your network, you do not need to do anything. NNMi discovers it during the
next discovery cycle.

Follow the instructions in "Set Outside Limits for Auto-Discovery" on page 228 and use the
following choices in the appropriate steps:
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Only Routers and Switches Discovered

Task How
Auto- o Discover Matching Nodes -+
Discovery
Rule = e Discover Any SNMP Device
Included | | piscover Non-SNMP Devices
If you want Auto-Discovery to find all routers and switches. Do not create any
System Object ID Ranges.
Optional: If you want to limit Auto-Discovery to only the vendor/make/models of
routers and switches that you specify, do the easiest one of the following (for more
information see "SNMP System Object ID Ranges for the Auto-Discovery Rule" on
page 225):
Note: Do not use dashes or asterisks (*) in your system object ID value. Do
not use a period (.) as the first character. A partial entry becomes a wildcard.
o Create one or more System Object ID Ranges. Your list must include
everything you want Auto-Discovery to find.
¢ Do nothing here but make changes to the System Object ID Ranges in the
Auto-Discovery Rule = Rejects configuration.
e Use a combination such as:
Auto-Discovery Rule = Included configuration:
Included=1.3.6.1.4.1.11 (HP)
Auto-Discovery Rule = Rejects configuration:
1.3.6.1.4.1.11.2.3.7.1.10 (hpnetSwitch200)
1.3.6.1.4.1.11.2.3.7.2.2 (hpicfRouterTR)
Auto- Optional: Create one or more System Object ID Ranges that identify the
Discovery | vendor/make/models of routers and switches you do not want Auto-Discovery to
Rule = find.
Rejects
Note: Do not use dashes or asterisks (*) in your system object ID value. Do
not use a period (.) as the first character. A partial entry becomes a wildcard.
For example, hpnetSwitch200 and hpicfRouterTR:
o System Object ID Prefix1.3.6.1.4.1.11.2.3.7.1.10
Range Type Include in rule
o System Object ID Prefix1.3.6.1.4.1.11.2.3.7.2.2
Range Type Include in rule

For additional Auto-Discovery ideas:
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Only Routers’ Physical Interfaces Discovered

Default Tenant only: If you have routers in your network domain that contain a large number of
physical and virtual interfaces, you may want Auto-Discovery to only find and monitor the important

interfaces.

Follow the instructions in "Set Outside Limits for Auto-Discovery" on page 228 and use the
following choices in the appropriate steps:

Only Routers' Physical Interfaces Discovered

Task How

Auto- Discover Matching Nodes |-

Discover . ) . i )

y Rule = Create one or more IP Ranges settings that identify the location of routers in your

Included network domain (specify the area within Default Tenant that this Auto-Discovery
Rule controls):
Enter IP Range = P¥4/IP¥E range= | (\tinimum: One is required in one of your Auto-
Discovery Rules.)
Set Range Type Include in rule

Auto-

Discover

y Rule =

Rejects

Spiral If routers in your network have more than 2048 physical interfaces plus virtual

Discover | interfaces, and you want Spiral Discovery to gather data about only a subset of

y: For those interfaces, create a pair of filters as follows:

Routers

that arein | ® "Configure an Included Interface Ranges Filter" on page 251 (each entry based

any onone MIB-ll sysObjectIDandarange of i fIndex values)

Tenant: o "Configure an Excluded Interfaces Filter" on page 254 (each entry based on a

defined Interface Group)

For example, the following pair of filters could instruct Spiral Discovery to gather
information about an i £ Index range representing the physical Nortel interfaces
within that network environment, then reject any virtual interfaces that are an
exception to that assumption:

¢ Included Interface Range defined as sysObjectID = Nortel and
ifIndex = 1-256

System Object ID Prefix Low findex Value High ifindex Value Hotes
1.36.1.4.1 2505, 1 256 Mortel Rowuters

o Excluded Interfaces filter that instructs Spiral Discovery to ignore any exceptions
to the assumption of the Included Interface Range defined in the Auto-Discovery
Rule = Included configuration. Define an Interface Group that identifies Nortel
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Only Routers' Physical Interfaces Discovered, continued

Task How

devices' Virtual Interfaces:

Tip: The selected Interface Group will be empty after the next Spiral
Discovery cycle. Consider disabling the Interface Group definition's Add to

View Filter List | attribute to prevent this empty Interface Group from

appearing on selection lists within NNMi views.

Irterface Groups Irterface Grougp

[E—‘ |E|? | vl 32 save and Close

ﬁ ¥ Delete Interface Group | E.

¥ Basics itType Fiters | Additional Fiters
thame | Mortel-Yitual-rterfaces | 7 Filter Editor

0l to Viw Fiter LiS‘tO The itType Fit Attribute Operator  Yalue

yOU COnfigure | sysOidinterface like 136141 303
Mole Group =£§' belong to this In
EJI- | i sysOidinterface like 1 .36.1 .41 2505.*
Motes
Mottel routers MRS Filter String
Wirtual Interfaces propvirtual || | sysOidinterface like 1 361 4.1 2505 %

For additional Auto-Discovery ideas:

Only Specific Vendor/Make/Models Discovered

Default Tenant only: If you want Auto-Discovery to find only devices within Default Tenant that
were manufactured by a specific vendor, you must use SNMP sysObjectID values. Navigate to
the Configuration workspace, and select the Device Profiles view to see all known system
object IDs at the time NNMi released. You can add a Device Profile if the one you need is not yet

configured.

For example: Do not use dashes or asterisks (*) in your system object ID value. Do not use a period

(.) as the first character. A partial entry becomes a wildcard:

e Toinclude all HP devices, use the following prefix in configuration settings for the pair of Auto-

Discovery Rules:
1.3.6.1.4.1.11 (prefix forall HP devices)

o Tospecify certain HP devices, use the appropriate numbers, such as:
1.3.6.1.4.1.11.2.3.7.1.10 = hpnetSwitch200
1.3.6.1.4.1.11.2.3.7.2.2 = hpicfRouterTR

Note: After you set your configuration according to these guidelines, when a new HP device is
added to your network, you do not need to do anything. NNMi discovers it during the next

discovery cycle if it matches the criteria you define.
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Follow the instructions in "Set Outside Limits for Auto-Discovery" on page 228 and use the
following choices in the appropriate steps:

Only Specific Vendor/Make/Models Discovered

Task

Auto-
Discovery
Rule =
Included

How

¢ Discover Matching Nodes -+
e Discover Any SNMP Device -4

o Discover Non-SNMP Devices

Optional: If you want to limit Auto-Discovery to only the vendor/make/models that
you specify, do the easiest one of the following (for more information see "SNMP
System Object ID Ranges for the Auto-Discovery Rule" on page 225):

Note: Do not use dashes or asterisks (*) in your system object ID value. Do
not use a period (.) as the first character. A partial entry becomes a wildcard.

o Create one or more System Object ID Ranges. Your list must include
everything you want Auto-Discovery to find.

o Do nothing here but make changes to the System Object ID Ranges in the
Auto-Discovery Rule = Rejects configuration.

¢ Use acombination such as:

Auto-Discovery Rule = Included configuration:
Included=1.3.6.1.4.1.11 (HP)

Auto-Discovery Rule = Rejects configuration:
1.3.6.1.4.1.11.2.3.7.1.10 (hpnetSwitch200)
1.3.6.1.4.1.11.2.3.7.2.2 (hpicfRouterTR)

Auto-
Discovery
Rule =
Rejects

Optional: Create one or more System Object ID Ranges that identify the
vendor/make/models that you do not want Auto-Discovery to find.

Note: Do not use dashes or asterisks (*) in your system object ID value. Do
not use a period (.) as the first character. A partial entry becomes a wildcard.

For example, hpnetSwitch200 and hpicfRouterTR:

System Object ID Prefix1.3.6.1.4.1.11.2.3.7.1.10

Range Type Include in rule

System Object ID Prefix1.3.6.1.4.1.11.2.3.7.2.2
Include in rule

Range Type

For additional Auto-Discovery ideas:
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All SNMP Devices Discovered

Default Tenant only: If you want Auto-Discovery to automatically find all devices that respond to
SNMP within Default Tenant, use these guidelines.

Note: This strategy might cause you to reach your licensed capacity very quickly. See
"Extend a Licensed Capacity" on page 1575.

After you set your configuration according to these guidelines, when a new device is added to
your network, you do not need to do anything. NNMi discovers it during the next discovery
cycle if the device responds to SNMP queries.

Follow the instructions in "Set Outside Limits for Auto-Discovery" on page 228 and use the
following choices in the appropriate steps:

All SNMP Devices Discovered
Task How

Auto-Discovery Rule | . Discover Matching Nodes -

= Included
e Discover Any SNMP Device |-

e Discover Non-SNMP Devices

Create one or more:
IP Range = P4 fIPvErange= | \jinimum: One is required in one of
your Auto-Discovery Rules.)

Range Type Include in rule

If you want Auto-Discovery to find all SNMP devices, do not create
any System Object ID Ranges.

Auto-Discovery Rule
= Rejects

For additional Auto-Discovery ideas:

Everything Discovered

Default Tenant only: If you want Auto-Discovery to automatically find all devices within Default
Tenant, use these guidelines.

If the device does not support SNMP, NNMi queries DNS to determine the hostname. If this
hostname matches another non-SNMP node, NNMi merges the information to create only one node
with multiple associated addresses to preserve licensed capacity limits for discovered nodes. This
is why the "Well-Configured DNS Prerequisite" on page 188 is very important.

Note: This strategy might cause you to reach your licensed capacity very quickly. See
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"Extend a Licensed Capacity" on page 1575.

After you set your configuration according to these guidelines, when a new device is added to
your network, you do not need to do anything. NNMi discovers it during the next discovery
cycle.

Follow the instructions in "Set Outside Limits for Auto-Discovery" on page 228 and use the
following choices in the appropriate steps:

All SNMP Devices Discovered
Task How

Auto-Discovery Rule | o Discover Matching Nodes -+

= Included
e Discover Any SNMP Device -4

o Discover Non-SNMP Devices |-

Create one or more:
IP Range ='F¥4/IPvErange= | \jinimum: One is required in one of
your Auto-Discovery Rules.)

Range Type Include in rule

If you want Auto-Discovery to find all SNMP devices, do not create
any System Object ID Ranges.

Auto-Discovery Rule
= Rejects

For additional Auto-Discovery ideas:

Strategies to Exclude Certain Nodes from Auto-Discovery

Default Tenant only: Sometimes it is useful to exclude certain nodes from Auto-Discovery and
Monitoring. For example:

o All of your printers
o Certain problem devices
Techniques to exclude nodes include the following:

1. Follow the instructions in "Set Outside Limits for Auto-Discovery" on page 228 and in the
appropriate steps, use any of the following choices required to clearly identify the Nodes that
Auto-Discovery should exclude:

a. Set up your Auto-Discovery Rule = Included IP Ranges without specifying any
addresses from the problem nodes.

b. Set up your Auto-Discovery Rule = Rejects settings to ignore information received about
the problem nodes using either or both of the following:
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Caution: These settings instruct Auto-Discovery to not add the specified

IP addresses or devices with a specified MIB-Il sysObjectID tothe NNMi
database, not acknowledge any Hints received about them, nor gather Discovery
Hints from them unless the address is a discovery seed. See "Specify Discovery
Seeds" on page 256 to learn how to establish discovery seeds.

If you want this behavior for Spiral Discovery in all Tenants, see "Configure an
Excluded IP Addresses Filter" on page 248.

o Create any number of:

IP Range
Range Type

= [Pvd FIPYE ranges=

Include inrule

o Create any number of:

System Object ID Range
Range Type

= sysOhjectiD =

Include inrule

System Object ID Ranges enable you to identify the vendor/make/model of the devices
that you do not want Auto-Discovery to find. For more information, see "Only Specific
Vendor/Make/Models Discovered" on page 234.

For additional Auto-Discovery ideas:

2. If you want to prevent NNMi from generating any network traffic to certain Nodes, see
"Configuring Communication Protocol" on page 119. Configure NNMi to never attempt any
SNMP or ICMP communication with those Nodes.

For strategies to prevent specific devices from being discovered:

Limit Sources of Neighbor Information

Default Tenant only: If you want Auto-Discovery to never use a particular IP address as a source
for gathering additional information (using SNMP, ICMP, ARP cache, DNS, and a variety of other

protocols), follow the instructions in "Set Outside Limits for Auto-Discovery" on page 228 and use

the following choices in the appropriate steps:

Limit Auto-Discovery Hints

Task How
Auto-
Discovery
Rule =
Included
Auto- Create one or more IP Ranges settings that clearly identify the addresses.
Discovery Auto-Discovery does not gather any Hints for further discovery from these
Rule = addresses:
Rejects
Enter IP Range = [Pvd FIPYE ranges=
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Limit Auto-Discovery Hints, continued

Task How

Set Range Type Include in rule

Note: Because the Auto-Discovery Rule = Reject's setting is Discover
Matching Nodes | disabled, Auto-Discovery does not gather neighbor
information from the addresses identified in any |P address range included
in this rule. The addresses, themselves, might still show up in the topology
database because of the following:

o Neighbor information is still gathered from IP addresses specifically
identified in the discovery seeds configuration settings.

o NNMi also uses the source IP address from SNMP traps as hints to
discovery. NNMi uses those hint IP address only for initial discovery.
NNMi then requests the current Management Address (the address
from which the node's SNMP Agent responds) and uses that IP address
for all communication.

NNMi never gathers Auto-Discovery Hints from IP addresses assigned to a
Tenant other than the Default Tenant.

Caution: If you want to prevent NNMi from generating any network traffic
to certain Nodes, see "Configuring Communication Protocol" on page 119.

Spiral "Configure an Excluded IP Addresses Filter" on page 248 (based on IP address
Discovery: ranges)

For devices in
Tenants other
than Default

Tenant: "Configure an Included Interface Ranges Filter" on page 251 (based on one or
more SNMP sysObjectIDand ifIndex range values)

"Configure an Excluded Interfaces Filter" on page 254 (based on defined
Interface Groups)

The IP addresses in the following table cannot be used as Discovery Seeds or Auto-Discovery
Hints. NNMi still Discovers and Monitors these addresses within the context of a Node, but NNMi
does not gather information about neighbors from these addresses.

Invalid IP Addresses for Discovery Seeds or Auto-Discovery Hints

IPv4 Address

Range IPv6 Address Range Explanation

0.*%.*x.* not applicable Reserved IP
addresses

0.0.0.0 ::0 Any Local (listen)
address

127.% % * i:1 Loopback

addresses
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Invalid IP Addresses for Discovery Seeds or Auto-Discovery Hints, continued

IPv4 Address

Range IPv6 Address Range Explanation

not applicable fe80::*exrHux IPv6 link-local
address

224-239.% * * not allowed (££00: : to multicast

ffff:ffff:ffff:ffff:ffff:ffEFf:£EFF) address?

255.255.255.255 | not applicable Broadcast

address

For additional Auto-Discovery ideas:

For strategies to prevent specific devices from being discovered:

Choose Techniques to Launch Discovery

Available choices for Auto-Discovery (within Default Tenant) and Spiral Discovery (all
Tenants) are as follows:

Discovery Seeds for Auto-Discovery in Default Tenant ... . .. ... ................. 241
Ping Sweep for Auto-Discovery in Default Tenant ... ... ... .. . .. ... ............ 242
Spiral Discovery of Only Seeds (all Tenants) ... .. ... 243

Two techniques are available for launching Spiral Discovery:
o Provide a Discovery Seed to identify each Node you want NNMi to Discover.

o Auto-Discovery (in Default Tenant only): Configure either Discovery Seeds or Ping Sweep
(ICMP ping), or both as starting points for Auto-Discovery. NNMi requests information about all
known neighboring devices and then discovers the neighboring devices within the Default
Tenant's address range.

Ping Sweep works only with /Pv4 addresses. In Wide Area Networks (WANs) such as ATM,
Frame Relay, and Point-to-Point (where ARP cache is not available), the Ping Sweep locates
nodes for Auto-Discovery to use when gathering neighbor information and evaluating "Consider
IPv4 Subnet Connection Rules" on page 181.

NNMi discovers any devices that comply with your Auto-Discovery Rule configurations and
creates a record of each device in the NNMi database. If the device supports SNMP, all
addresses for that device are combined into one Node object. If the device does not support

1A non-routable IPv6 unicast address only used for communication with other nodes on the same
link (LAN or VLAN). Link local addresses cannot be used for communication that must be
forwarded through a router. IPv6 auto-configuration automatically assigns a unique link local
address in the fe80::/10 address space to each IPv6-enabled interface on a system.

2Used to identify a group of hosts joined into a group. IPv4 multicast addresses are in the range
224.0.0.0 to 239.255.255.255 and IPv6 multicast addresses have the prefix ff00::/8.
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SNMP, NNMi queries DNS to determines the hostname. If this hostname matches another non-
SNMP node, NNMi merges the information to create only one node with multiple associated
addresses.

Two additional methods are possible for launching Discovery:

o NNMi administrators can initiate Discovery for a particular Node using the Actions — Polling
— Configuration Poll menu item. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.

Each time you select Actions — Polling — Configuration Poll, NNMi also applies any
Custom Poller Policy to the nodes in its specified Node Group. This determines which instances
should be polled. See "Create Custom Polling Configurations" on page 419 for more information.

o Auto-Discovery also uses the source IP address from SNMP traps as Discovery Hints for new
addresses. If your Auto-Discovery Rules' IP Ranges include that new IP address, NNMi uses
the Trap Hint for initial discovery of that address. NNMi then requests the Node's current
Management Address (the address from which the node's SNMP Agent responds) and uses that
IP address for all further communication. NNMi calculates whether the new address belongs to
a previously discovered Node or a new Node.

Discovery Seeds for Auto-Discovery in Default Tenant

Discovery seeds are optional for the Nodes in the Default Tenant, but required for each Node
assigned to any other Tenant.

Caution: If your network uses any of the following IPv4 translation protocols, you must create
a unique Tenant (other than Default Tenant) for each domain of nodes with addresses
determined by the following protocols (see "Overlapping Addresses in NAT Environments" on
page 89):

o Static Network Address Translation (NAT)
e Dynamic Network Address Translation (NAT)
e Dynamic Port Address Translation (PAT/NAPT)

A discovery seed is a specific node that you want NNMi to discover. For example, a discovery
seed might be a core router in your management environment.

Each discovery seed is identified by hostname (not case-sensitive) or IP address, and Initial
Discovery Tenant assignment. When you add a discovery seed, NNMi immediately tries to
discover that device (without waiting until the next regularly scheduled discovery interval). If
discovery is not successful, NNMi tries again 10 minutes later, and continues trying. The time
between each attempt is doubled until the time reaches 1 week or equals your current discovery
interval.

NNMi discovers seed addresses regardless of how you configure Auto-Discovery Rule definitions
or the Excluded IP Addresses filter.

Note: Nodes configured as discovery seeds are always discovered and added to the topology
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database. If you change your mind and delete a discovery seed configuration, the node is not
automatically deleted from the topology database. See "Delete Nodes" on page 1602.

If you configure one or more Auto-Discovery Rules, note the following:

o If Discover Matching Nodes =< is enabled for an Auto-Discovery Rule, NNMi uses each
discovery seed as a starting point to gather information about neighboring devices to expand
discovery.

Note: You can use the Ping Sweep option in your Auto-Discovery Rules in addition to or
instead of Discovery Seeds.

« If Discover Matching Nodes | |is disabled for an Auto-Discovery Rule, no devices matching
that rule's criteria are discovered and added to the topology database unless:

= The device's address is a discovery seed.
See "Specify Discovery Seeds" on page 256 to learn how to establish discovery seeds.
= The device's address is reported as a neighbor to another discovered address.

If you want to ensure that an address is never added to the NNMi database, use the settings
for "Configure an Excluded IP Addresses Filter" on page 248 or "Configure an Excluded
Interfaces Filter" on page 254.

Ping Sweep for Auto-Discovery in Default Tenant
Default Tenant only: You have two choices for Auto-Discovery starting points. Use either or both
to best advantage for Nodes configured for the Default Tenant in your network environment:

o Discovery Seeds
You designate specific hostnames (not case-sensitive) or IP addresses where Auto-Discovery
starts gathering neighbor information.

o Ping Sweep
NNMi issues ICMP pings to certain addresses gathered from neighbor information.

Note: Ping Sweep works only with IPv4 addresses. All nodes discovered using Auto-
Discovery are assigned to the Default Tenant.

Ping Sweep sends ICMP ping commands to IP addresses in the ranges defined in your Auto-
Discovery rules. Ping Sweep enforces the following limits to the ICMP pings:

» Foreach specific IP address range, NNMi issues pings across a maximum of the last two
octets in the IPv4 address range. This is equivalent to a /16 subnet

= ICMP pings are limited to 500 at one time. This avoids flooding your network or causing spam
detection tools to set off an alarm.

Ping Sweep is useful in wide area networks such as ATM, Frame Relay, and Point-to-Point that do
not contain an Address Resolution Protocol (ARP) cache.

You configure the Ping Sweep feature at two levels:
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o "Configure Ping Sweep (override for all Auto-Discovery Rules)" on page 202

o "IP Address Ranges for the Auto-Discovery Rule" on page 221 (Ping Sweep configuration for
each rule)

Spiral Discovery of Only Seeds (all Tenants)

Use these guidelines if any of the following are true:
« You want NNMi to discover only what you specify.

¢ Your network includes nodes with addresses provided by any of the following protocols (see
"Overlapping Addresses in NAT Environments" on page 89):

= Static Network Address Translation (NAT)
» Dynamic Network Address Translation (NAT)
n Dynamic Port Address Translation (PAT/NAPT)

¢ You want to control which Nodes each NNMi user sees. See "Tenant and Initial Discovery
Security Group Assignments" on page 198.

Note: After you set your configuration according to these guidelines, when a new device is
added to your network, NNMi does not discover that device unless you configure another
discovery seed to identify that device.

Configuration Steps to Discover Only What You Specify

Task How
Do not include any Auto-Discovery Rules. None are
required

Note: Auto-Discovery Rules can only be used to find devices assigned to the for this
Default Tenant. strategy.

NNMIi provides one Default Tenant. If you do not define any additional Tenants, all "Configure

nodes belong to the Default Tenant and all NNMi users can see all Nodes within the | Tenants"

Default Tenant. on page

194.
Configure a Tenant for each subset of devices you want to identify within your

network environment for network segmentation or security purposes. NNMi users
can then be assigned to the appropriate Tenant. See "Configuring Security" on page
503.

Caution: If your network uses any of the following address translation
protocols, you must create a unique Tenant (other than Default Tenant) for each
domain of nodes with addresses determined by the following protocols (see
"Overlapping Addresses in NAT Environments" on page 89):

o Static Network Address Translation (NAT)
o Dynamic Network Address Translation (NAT)
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Configuration Steps to Discover Only What You Specify, continued

Task How

o Dynamic Port Address Translation (PAT/NAPT)

Each member node must be identified with a discovery Seed configuration (see next
row in this table).

Note: All members of a Router Redundancy Group must be assigned to the
same Tenant (visible in the Node form's Basic Attributes and in the Tenants
column of the Inventory > Nodes view). The NNMi administrator configures the

Tenants.
In Discovery Configuration's Seeds view, for each device you want NNMi to "Specify
discover: Discovery
Designate the host t tive) or IP add Seeds” on
« Designate the hostname (not case-sensitive) or IP address. page 256

Caution: For nodes with addresses provided by Network Address
Translation (NAT) protocols, use the appropriate address (see "Overlapping
Addresses in NAT Environments" on page 89):

» Static Network Address Translation (NAT):

o |If the NNMi management server is outside the NAT domain - use the
node's external IP address

o If the NNMi management server is inside the NAT domain - use the
node's intemnal IP address

» Dynamic Network Address Translation (NAT) - use the node's internal
IP address.

» Dynamic Port Address Translation (PAT/NAPT) - use the node's internal
IP address.

For more information:

o Designate the Tenant assignment if other than Default Tenant.

Then configure NNMi to monitor your SNMP devices. See "Monitoring Network
Health" on page 340.

Note: You control how often Spiral Discovery checks the discovered nodes based on a
Rediscovery Interval setting. See "Adjust the Rediscovery Interval" on page 210 for more
information.

Configure IPv4 Subnet Connection Rules

NNMi uses Subnet Connection Rules to detect connections between interfaces associated with
IPv4 addresses that do not respond to Layer 2 discovery protocols (see the list of Topology Source
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protocols in Layer 2 Connection Form). Subnet Connection Rules take priority over the Layer 2
discovery protocol results. For special cases, you can override a Subnet Connection Rule by using
the Connection Editor command line tool, see nnmconnedit.ovpl for more information.

NNMi provides a variety of predefined Subnet Connection Rules. For ideas, see "Subnet
Connection Rules Provided by NNMi" on page 247.

Subnet Connection Rules are ideal for multiple situations. For additional details and examples of
how Subnet Connection Rules work, see "Consider IPv4 Subnet Connection Rules" on page 181.

When Spiral Discovery detects a subnet, NNMi uses the matching Subnet Connection Rule to
request information about all possible IPv4 addresses (potentially detecting previously
undiscovered IPv4 addresses). NNMi checks the Excluded IP Addresses list. Any addresses in
the list are dropped (for details, see "Configure an Excluded IP Addresses Filter" on page 248).
Then NNMi creates connections among any interfaces associated with any newly discovered IPv4
addresses.

If important subnets in your network environment are not automatically connected by Spiral
Discovery, edit a Subnet Connection Rule or create your own.

If you configure a Subnet Connection Rule, the rule independently applies to each Tenant. The
members of Subnets must be unique Tenant/Node pairs (each Node assigned to only one Tenant).
A Subnet Connection Rule can establish a link between the Default Tenant and another Tenant.
However, links between two Tenants are not permitted unless one of them is the Default Tenant.
See "Configure Tenants" on page 194.

To configure Subnet Connection Rules:

1. Complete all prerequisites. See "Prerequisites for Discovery" on page 187, .

2. Navigate to the Subnet Connection Rule form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
d. Select the Subnet Connection Rules tab.
e. Do one of the following:

o Toestablish arule, click the = New icon, and continue.

o To edit a rule, double-click the row representing the configuration you want to edit, and
continue.

o Todelete arule, select a row, and click the # Delete icon.
Provide the required basic settings (see Basics table).

Provide the Subnet Connection behavior settings for this rule (see Details table).

Click '] Save and Close to return to the Discovery Configuration form.

o o k~ w

Click il Save and Close to apply the configuration. Spiral Discovery implements your
changes during the next regularly scheduled discovery interval. If more than two nodes are
connected using this rule, NNMi uses the following icon to indicate this special connection on
maps (see example in "Consider IPv4 Subnet Connection Rules" on page 181):
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1

I

If you double-click the icon, the Layer 2 Connection Form displays and the Topology Source
value is SUBNETCONNECT ION.

Basics for this Subnet Connection Rule

Task How

Name | Type a meaningful name for this Subnet Connection Rule. Alpha-numeric and special
characters (~! @ #9$ % " & * () _+ -) are permitted. No spaces are permitted.

Note: This name is prepended to the Layer 2 connection name (when you request
Tool Tips information about the connection on the Layer 2 Neighbor View map). If a
subnet matches more than one rule, NNMi randomly chooses from among the
matching rules.

Enable | If enabled ~“, NNMi uses the Subnet Connection Rule to create connections between
interfaces associated with the IPv4 addresses within the specified subnets.

If disabled | |, NNMi ignores the Subnet Connection Rule.

Details for this Subnet Connection Rule

Task

Minimum
IPv4 Prefix
Length

How

Specify the minimum prefix length (subnet mask length) for the subnet where you
want Spiral Discovery to create Layer 2 Connections. Spiral Discovery creates
connections between interfaces associated with IPv4 addresses that have
subnet prefix lengths equal to or greater than the specified value and meet the
other specified criteria.

Valid Minimum IPv4 Prefix Length Number of Usable IPv4 Addresses
Values

28 14 (16-2=14)*

29 6 (8-2=6)*

30 2 (4-2=2)*

31 2

*Two IPv4 addresses are reserved in each subnet. The first IPv4 address is used
for the network itself and the last IPv4 address is reserved for broadcast.

ifType

Optional. Use this Interface MIB variable as an additional filter to identify the
types of interfaces to include when creating the subnet connections. For example,
if you want connections only between Frame Relay interfaces, select
frameRelay as the ifType.

ifName

Optional. Use this Interface MIB variable as an additional filter to identify the
interfaces to include when creating the subnet connections. This attribute is
useful if you have a naming convention that is used to identify a set of interfaces.
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Details for this Subnet Connection Rule, continued

Task How

For example, 1an0.

Maximum 255 characters. The following wildcard characters are permitted:
asterisk (*) represents any string, and question mark (?) represents a single
character.

ifDescription | Optional. Use this Interface MIB variable as an additional filter to identify the
interfaces to include when creating the subnet connections. For example, you
might want to select a particular set of interfaces that have the same vendor
description.

Maximum 255 characters. The following wildcard characters are permitted:
asterisk (*) represents any string, and question mark (?) represents a single
character.

ifAlias Optional. Use this Interface MIB variable as an additional filter to identify the
interfaces to include when creating the subnet connections. This attribute is
useful if you have an alias naming convention that is used to identify a set of
interfaces. For example, Connection to remote store in Hawaii.

Maximum 255 characters. The following wildcard characters are permitted:
asterisk (*) represents any string, and question mark (?) represents a single
character.

Subnet Connection Rules Provided by NNMi

The NNMi Subnet Connection Rules work only with IPv4 subnets.

NNMi provides the Subnet Connection Rules described in the following table (for more information,
see "Consider IPv4 Subnet Connection Rules" on page 181).

The Small Subnets Rule ensures that NNMi detects IPv4 addresses within subnets of this size,
regardless of the interface type. The remaining Subnet Connection Rules create connections based
on interface type and the specified subnet size.

Tip: See "Consider IPv4 Subnet Connection Rules" on page 181 for more information about
how Subnet Connection Rules use interface types.

To create new Subnet Connection Rules (or modify the ones provided), see "Configure IPv4 Subnet
Connection Rules" on page 244.

If you configure a Subnet Connection Rule, the rule independently applies to each Tenant. The
members of Subnets must be unique Tenant/Node pairs (each Node assigned to only one Tenant).
A Subnet Connection Rule can establish a link between the Default Tenant and another Tenant.
However, links between two Tenants are not permitted unless one of them is the Default Tenant.
See "Configure Tenants" on page 194.

Page 247 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

Subnet Connection Rules Provided by NNMi

Minimum IPv4 Prefix

Length
Rule Name (Subnet Mask Length) Interface Type (#)
Asynchronous Transfer Mode 28 atm (37)
Digital Signal 0 28 ds0 (81)
Digital Signal 1 28 ds1(18)
Digital Signal 3 28 ds3 (30)
Digital Subscriber Loop over ISDN | 28 idsl (154)
Frame Relay Interfaces 28 frameRelay (32)
Integrated Services Digital 28 isdn (63)
Network
Multiprotocol Label Switching 28 mpls (166)
Point to Point 28 pPP (23)
Serial Line Internet Protocol 28 slip (28)
Serial Point to Point 28 propPointToPointSerial
(22)
Small Subnets 30
Synchronous Optical Networking | 28 sonnet (39)

Configure an Excluded IP Addresses Filter

This configuration setting instructs NNMi to not add the specified IP addresses to the NNMi
database (ignore that information when received from an SNMP agent), not acknowledge any Hints
received about them, nor gather Discovery Hints from them, and delete them from the NNMi
database during the next Spiral Discovery cycle (if previously discovered). Therefore, NNMi does
not monitor or communicate with those addresses. See "Keep Requests to a Minimum" on page
183.

Caution: This filter applies to all nodes that meet the criteria within any Tenant.

Sometimes there are IP addresses or ranges of IP addresses in your environment that you do not
want NNMi to discover or monitor. For example:

¢ There are multiple Nortel switches in your environment. They each have a non-routable IP
address of 192.168.168.168 that is defined by the manufacturer. This special address is used to
establish the default VLAN for the switch. However, NNMi discovers this duplicate address and
establishes a lot of unnecessary connections on the Layer 3 Neighbor View map.
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o Your service provider forbids the generation of ICMP or SNMP traffic from your NNMi
installation. That range of addresses can easily be excluded to prevent violating your contractual
agreement with the vendor.

o The Provider Edge (PE1 ) routers have addresses that NNMi ICMP ping commands cannot
reach or have addresses that you want to exclude from Subnet views.

Note: The node and interface associated with any address identified in your Excluded IP
Address filter shows up in the topology database and maps. For information about excluding
the entire node, see "Strategies to Exclude Certain Nodes from Auto-Discovery" on page 237.

Carefully select the addresses for your Excluded IP Addresses filter. Do not populate the Excluded
IP Addresses filter with the addresses associated with SNMPv1/SNMPv2c agents or SNMPv3
engines (the Management Addresses).

Caution: This filter applies to all nodes in all Tenants. If you exclude an IP address, any
duplicates of that address in static Network Address Translation (NAT), dynamic Network
Address Translation (NAT), or dynamic Port Address Translation (PAT/NAPT) domains of your
network are also excluded. See "Overlapping Addresses in NAT Environments" on page 89.

Tip: If you have a large number of IP addresses that you want to exclude from Spiral
Discovery, see the nnmdiscocfg.ovpl Reference Page.

To exclude specific IP addresses from the discovery process:
1. Complete all prerequisites. See "Prerequisites for Discovery" on page 187, .
2. Navigate to the Excluded IP Address form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
d. Select the Excluded IP Addresses tab.

e. Do one of the following:

o To exclude an address or range of addresses from Spiral Discovery, click the = New
icon, and continue.

o To edit an excluded address setting, click the = Openicon in the row representing the
configuration you want to edit, and continue.

o Todelete an excluded address setting, select a row, and click the ¥ Delete icon.

3. To specify arange of Excluded IP addresses, use one of the following. Pick one address
notation style, combinations of wildcards and CIDR notation are not permitted within one

TProvider Edge router. The Internet Service Provider's router that receives your data on the path to
your data's final desination. The Customer Edge (CE) router in your network connects to this PE.
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address range. You can provide multiple address range settings:

= |IPv4 address wildcard notation.

An IPv4 Address range is a modified dotted-notation where each octet is one of the
following:

o A specific octet value between 0 and 255
o A low-high range specification for the octet value (for example, "112-119")

o Anasterisk (*) wildcard character, which is equivalent to the range expression "0-255"

Note: The following two IPv4 addresses are considered invalid: 0.0.0.0 and
127.0.0.0

Examples of valid IPv4 address wildcards include:

10.1.1.~*

10.%.%.*

10.1.1.1-99
10.10.50-55.*

10.22.*.4 10.1-9.1-9.1-9

= IPv4 Classless Inter-Domain Routing (CIDR) notation.

The CIDR notation specifies the number of consecutive bits in the IPv4 address that must
match.

Forexample, 10.2.120.0/21

Note: NNMi does not support CIDR subnet mask notation such as,
10.2.120.0/255.255.248.0

Example IPv4 Prefix Length Values Number of Usable IPv4 Addresses

28 14 (16-2=14)*
29 6 (8-2=6)"

30 2 (4-2=2)

31 2

*Two IPv4 addresses are reserved in each subnet. The first IPv4 address is used for the
network itself and the last IPv4 address is reserved for broadcast.

= IPv6 address wildcard notation

Separate each 16-bit value of the IPv6 address with a colon. The 16-bit value can be any of
the following:

o A specific hexadecimal value between 0 and FFFF (case insensitive).
o A low-high range specification of the hexadecimal value (for example, 1-1fe).

o An asterisk (*) wildcard character (equivalent to the range expression 0-f £ f f).
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Note: The standard IPv6 short-hand notation (: : ) is allowed to express one or more 16-
bit elements of zero (0) values. However, the mixed IPv6/IPv4 dot-notation (for
example, 2001:d88::1.2.3.4)is not permitted as an IPv6 address range.

Valid examples of ranges in modified IPv6 address notation include the following:

2001:D88:0:A00-AFF:*:* ;%%
2001:D88:le*e**xox ¥
2001:D88:2:0:a07:ffff:0a01:3200-37ff

= IPv6 Classless Inter-Domain Routing (CIDR) notation

The CIDR notation specifies the number of consecutive bits in the IPv6 address that must

match.

2001:d88:a00: :/44 (equivalent to modified IPv6 address notation 2001 :d88:a00-
a0f:*sx *yx¥)

For example, valid IPv6 address ranges in CIDR notation include the following:

2001
2001

2001
2001

:d88:
:D88:

:d88:
:D88:

0:a00: : /56 (equivalent to modified IPv6 address notation
0:AQ0-AFF:*:*:%:%)

1::/48 (equivalent to modified IPv6 address notation
Trkgxrxgxyx)

4. Click il Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval. To apply the changes immediately, use Actions —
Polling — Configuration Poll. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.

For strategies to prevent specific devices from being discovered:

Configure an Included Interface Ranges Filter

Sometimes there are certain types of interfaces in your environment that you want NNMi to
discover. For example, you might have large devices with thousands of interfaces and want NNMi
to discover and monitor only a subset of the interfaces in these devices.

This configuration setting instructs Spiral Discovery to only request data about a subset of
Interfaces within the specified vendor/make/models (determined by MIBIl sysObjectID). See
"Keep Requests to a Minimum" on page 183.

Caution: This filter applies to all nodes that meet the criteria within any Tenant.

Rather than requiring that you specify each interface, NNMi enables you to use the System Object
ID prefix (SNMP MIBIl sysObjectID)andthe ifIndex values to specify arange of interfaces
that you want NNMi to discover. Use the Configuration — Device Profiles view to see the list of
all known system object IDs at the time NNMi released.

Page 251 of 1611

HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

Tip: To exclude any particular interfaces within that range you can also use the Excluded
Interfaces tab. See"Configure an Excluded Interfaces Filter" on page 254 for more information.

To include Interfaces in the Spiral Discovery process using Included Interface Ranges:

1.
2.

Complete all prerequisites. See "Prerequisites for Discovery" on page 187, .
Navigate to the Included Interface Ranges tab.

a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.

c. Select Discovery Configuration.

d. Select the Included Interface Ranges tab.

Do one of the following:

= To specify an Interface Range to include in Spiral Discovery, click the - New icon, and
continue.

= Toedit an Included Interface Ranges setting, double-click the row representing the
configuration you want to edit, and continue.

= Todelete an Included Interface Ranges setting, select a row, and click the & Delete icon.
= Torefresh the list of Included Interface Ranges settings, click the % Refresh icon.
Provide the required basic settings (see Basics table)

Many routers have thousands of interfaces. If you want NNMi to actively discover and monitor
a subset of those interfaces, consider an Included Interface Range that specifies only those
interfaces you care about. For example:

sysObjectID = Nortel and ifIndex = 1-256 (orany range that reflects reality in
your network environment)

System Object ID Prefix Low findex Value High ifindex Value Hotes
1.36.1.4.1 2505, 1 256 hlortel Routers

Caution: Be careful about determining which Interfaces are important to your team. Make
sure all key interfaces (such as Loopbacks) are in the specified i f Tndex range.

Click il Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval. To apply the changes immediately, use Actions —
Polling — Configuration Poll. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.

To further refine the Interfaces you want Spiral Discovery to discover, use the Excluded
Interfaces tab.See "Configure an Excluded Interfaces Filter" on page 254 for more information.
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NNMi first checks for any Included Interface Range filter and then ignores data about any
interfaces that are specified using the Excluded Interfaces filter.

Tip: You can configure multiple i fIndex ranges for the same System Object ID prefix.

Included Interface Ranges Basic Attributes

Attribute Description

System | Enter a prefix of an SNMP system object ID, or enter the entire SNMP system object
Object ID. NNMi finds the longest (or most specific) matching system Object ID value. This
ID Prefix | means you can define generic rules for certain device families and more specific rules
for specific device types.
Note: Do not use dashes or asterisks (*) in your system object ID value. Do not
use a period (.) as the first character.
A partial entry becomes a wildcard. For example, if youenter1.3.6.1.4.1.11,
discovery finds all HP devices. If youenter1.3.6.1.4.1.9, discovery finds all
Cisco devices.
Tip: You can configure multiple ifindex ranges for the same System Object ID
Prefix. For example, to configure Included Interface Ranges filters that specify
ifindex values 10 through 20 and 40 through 50 for the same node, create two
Included Interface Range configurations for the same System Object ID Prefix.
In the first Included Interface Range Filter, use the Low ifindex Value 10 and the
High ifindex Value 20. Create a second Included Interface Range Filter using the
Low iflndex Value 40 and the High ifindex Value 50.
Low Enter the lowest ifindex value for the range of Interfaces you want to include in Spiral
ifindex Discovery.
Value .
Note the following
e The Low ifIndex Value must be equal to or greater than 1 and less than
2147483647.
o This value must be less than the High ifindex Value
High Enter the highest i f Index value for the range of Interfaces you want to include in
iflndex Spiral Discovery.
Value .
Note the following
o The High ifiIndex Value must be greater than 1 and less than or equal to
2147483647.
o This value must be greater than the Low iflndex Value.

For strategies to prevent specific devices from being discovered:
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Configure an Excluded Interfaces Filter

This configuration setting instructs NNMi to not add the specified Interfaces to the NNMi database
(ignore that information when received from an SNMP agent), not acknowledge any Hints received
about them, nor gather Discovery Hints from them. Therefore, NNMi does not monitor or
communicate with those interfaces. See "Keep Requests to a Minimum" on page 183.

Caution: This filter applies to all nodes that meet the criteria within any Tenant.

Once configured as an excluded interface:
o Theinterface's relationship to other objects is canceled:
= Node
= Address
= VLAN Port
o Theinterface's membership status within any logical groups is removed:
= Layer 2 Connections with Link Aggregation1 (NNMi Advanced)
= Router Redundancy Groups (NNMi Advanced)
= VLANs

o During the next discovery cycle, NNMi automatically removes any previously discovered data
associated with an excluded interface.

Note: The node and addresses associated with any interface identified in your Excluded
Interface filter still shows up in the topology database and maps. For information about
excluding the entire node, see "Strategies to Exclude Certain Nodes from Auto-Discovery" on
page 237.

An Interface Group definition sets the criteria for exclusion. You can define Interface Groups using a
wide range criteria choices. See "Create Interface Groups" on page 321. For example, the following
Interface Group when used in an Excluded Interfaces filter instructs Spiral Discovery to ignore any
Nortel routers' Virtual Interfaces. The selected Interface Group will be empty after the next Spiral
Discovery cycle. Consider disabling the Interface Group definition's Add to View Filter List
attribute to prevent this empty Interface Group from appearing on selection lists within NNMi
views:

TProtocols used on Switches to configure multiple Interfaces (Aggregation Member Interfaces) to
function as if they were one (an Aggregator Interface). When two Aggregator Interfaces establish a
connection, that connection is an Aggregator Layer 2 Connection. The Aggregator Layer 2
Connection appears on Layer 2 Neighbor View maps as a thick line with an Interface icon at each
end (representing the Aggregator Interface). When you double-click the thick line, it converts into
multiple thin lines representing the participating Aggregation Member Layer 2 Connections with their
Aggregation Member Interfaces at each end of the lines.
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Interface Groups Interface Group

& ||_TT|:9: | w2 save and Close |§ ¥ Delete Interface Group |E.

¥ Basics itType Fiters | Additional Fiters
*Mame | Mortel-vitual-Interfaces | ™ Filter Editor

a0t Vi Filter Listo The ifType Fite Aftribute Operator  Yalue

YOU CONTigUre | sysOidinterface like 1.536.1.4.1.2505
Mode Group wlv belang to this I
Ell- | i syziidinterface like 1.36.1 .4 1 2305 %
Motes
Mortel routers MRS Filter String
Wirtual Interfaces propvirtual | | sysOidinterface like 1 361 41,2505 %

Be careful to not exclude Interfaces that are important to your team.

Note: Your Excluded Interfaces filter can be used in combination with an Included Interface
Ranges filter. This strategy keeps network traffic to a minimum. The Included Interface
Ranges use RFC 1213, MIB-ll sysObjectID values paired with i f Tndex ranges. Spiral
Discovery then requests only information about that subset of Interfaces from a matching
Node's SNMP agent (see "Configure an Included Interface Ranges Filter" on page 251).

If your Nodes have a high interface count and you want NNMi to Discover and Monitor only a
subset of the most important Interfaces, consider using the Included Interface Ranges settings
to identify the subset of important interfaces. Then your Excluded Interfaces Filter can instruct
Spiral Discovery to reject a few items from within the included i fIndex ranges.

To exclude specific types of interfaces during the Spiral Discovery process:

1. Complete all prerequisites. See "Prerequisites for Discovery" on page 187, .

2. Navigate to the Excluded Interfaces tab.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Discovery Configuration.
d. Select the Excluded Interfaces tab.

3. Do one of the following:

= To select an Interface Group to filter certain interfaces out of Spiral Discovery, click the -
New icon, and continue.

= To edit an excluded interfaces setting, double-click the row representing the configuration
you want to edit, and continue.

= Todelete an excluded interfaces setting, select a row, and click the # Delete icon.
= Torefresh the list of excluded interface settings, click the £ Refresh icon.

4. Inthe Interface Filter form, click the =h - Lookup icon and select one of the options from the
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drop-down menu:

» [ Show Analysis to view Analysis Pane information for the currently selected Interface
Group. (See Use the Analysis Pane for more information about the Analysis Pane.)

= 2 Quick Find to view and select from the list of all existing Interface Groups (for more
information see "Use the Quick Find Window" on page 41).

= Open to display the details of the currently selected Interface Group.

= = New to create a new Interface Group (see "Create Interface Groups" on page 321 for
more information).

5. Click ‘21 Save and Close. Spiral Discovery implements your changes during the next
regularly scheduled discovery interval. To apply the changes immediately, use Actions —
Polling — Configuration Poll. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.

For strategies to prevent specific devices from being discovered:

Specify Discovery Seeds

To configure discovery seeds do one or more of the following:

In the Console, Configure Discovery Seeds ... .. 257
With a Seed File, Add Multiple Discovery Seeds ........... .. .. .. ... ... 262
From the Command Line, Add Discovery Seeds ... . 265

A discovery seed is a specific node that you want NNMi to discover.

Discovery seeds are sometimes optional and sometimes required. Before you begin, review the
following topics:

e "Which Nodes Are Discovered?" on page 176
o "Configure Auto-Discovery Rules" on page 215
o "Determine Your Security Strategy" on page 507

Nodes specified as discovery seeds are always discovered and added to the topology database.
As soon as you enter one or more discovery seeds, discovery begins. As part of the seed
configuration, you specify a Tenant attribute value (and indirectly a Security Group attribute value).
See "Configure Tenants" on page 194 for more information.

Default Tenant only: If you create Auto-Discovery Rules, NNMi automatically gathers Hints from
each discovered Node and uses that information to find any neighboring devices within your Default
Tenant's address range.

If you want to use Auto-Discovery within the Default Tenant:
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o Configure at least one Auto-Discovery Rule. See "Configure Auto-Discovery Rules" on page
215.

o Configure any number of Auto-Discovery Rules to maintain fine control over the scope of Auto-
Discovery within the Default Tenant.

A discovery seed is a hostname (not case-sensitive) or IP address. Consider devices with the
largest neighbor data in your network environment. For example, a good choice for a discovery seed
would be a core router connected to a network you want to discover.

If you change your mind and delete a discovery seed from Discovery Configuration, the
corresponding node is not deleted from the topology database. See "Delete Nodes" on page 1602
for information about removing the entire node record from the topology database.

Within the Default Tenant, Auto-Discovery can also use Ping Sweep instead of or in addition to
discovery seeds to gather this neighbor information. See "Ping Sweep for Auto-Discovery in
Default Tenant" on page 242 and "Discovery Seeds for Auto-Discovery in Default Tenant" on page
241.

Note: Ping Sweep works only with IPv4 addresses. All nodes discovered using Auto-
Discovery are assigned to the Default Tenant.

Related Topics
"Discovery Seed Results" on page 270
"Delete Discovery Seeds" on page 280

In the Console, Configure Discovery Seeds

Discovery seeds are sometimes optional and sometimes required. See "Specify Discovery Seeds
on the previous page for details.

Other methods of creating Discovery Seeds are "With a Seed File, Add Multiple Discovery Seeds"
on page 262 and "From the Command Line, Add Discovery Seeds" on page 265.

To add a discovery seed using the console:
1. Complete all prerequisites. See "Prerequisites for Discovery" on page 187, .
2. Navigate to the Seeds view.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand Discovery.
c. Select Seeds.
3. Do one of the following:

= Toaddadiscovery seed, click the - New icon.

= Toedit adiscovery seed, double-click the row representing the discovery seed you want to
edit.

Page 257 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

= Todelete adiscovery seed, select a row, and click the # Deleteicon (see "Delete
Discovery Seeds" on page 280 and "Delete Nodes" on page 1602 for more information).

4. Provide appropriate information (see table).

NNMi uses information gathered from Routers to establish membership for Subnet
connections. Make sure that important Routers in your network environment are SNMP
enabled.

NNMi uses either of the following criteria to identify a Router:

= The Router responds to an SNMP query with appropriate values for sysServices
(1.3.6.1.2.1.1.7)and ipForwarding (1.3.6.1.2.1.4.1). See RFC 1213, MIB-II for details.

= The Router responds to an SNMP query with an appropriate MIB-Il sysObjectID value
according to the current settings in NNMi's Device Profile configuration.

You must provide the appropriate SNMP Community Strings to NNMi. See "Configuring
Communication Protocol" on page 119.

5. Click ] Save and Close to return to the Discovery Configuration form.
Tip: Click the i1 Save and New icon to continue to adding discovery seeds.

6. Click ‘21 Save and Close. As soon as you enter one or more discovery seeds, discovery
begins.

Discovery Seed Definition

Attribute Definition

Hostnam | To identify the node, enter one of the following:
ellP

Address | ® Fully-qualified hostname of the discovery seed (not case-sensitive)
o IP address of the discovery seed

If you specify an IP address, NNMi uses that IP address only during initial
discovery of the Seed. NNMi then requests the current Management Address
(the address from which the node's SNMP Agent responds) and uses that IP
address for all communication after initial discovery.

Caution: For nodes with addresses provided by Network Address Translation
(NAT) protocols, use the appropriate address (see "Overlapping Addresses in
NAT Environments" on page 89):

o Static Network Address Translation (NAT):

= If the NNMi management server is outside the NAT domain - use the
node's external IP address

= |f the NNMi management server is inside the NAT domain - use the
node's internal IP address
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Discovery Seed Definition , continued

Attribute Definition

e Dynamic Network Address Translation (NAT) - use the node's internal
IP address.

e Dynamic Port Address Translation (PAT/NAPT) - use the node's internal
IP address.

For more information:

When providing IPv6 addresses as discovery seeds, use IPv6 notation as defined in
RFC 2373. Click here for more information.

e 16-byte (128-bit) address, composed of eight groups of 2-byte (16-bit) hex values
separated by colons (XXX XXXX: XXXX:XXXX: XXXXK:XXXX: XXXX: XXXX)

o Uppercase and lowercase (A-F/a-f) permitted for the hex digits.
Note: NNMi displays IPv6 addresses as all lowercase.

e Optional. Omit leading zeros in each 2-byte hex value.

e :: means a single contiguous sequence of all zero 2-byte hex values. However,
: : is permitted only one time per address. For example, the following three IPv6
address notations are equivalent:
2001:0D88:0000:0000:0008:0800:200C:417A
2001:d88:0:0:8:800:200c:417a
2001:d88::8:800:200C:417a

e For the right-most 32-bits, IPv4 dotted-decimal notation can replace the pair of 2-
byte hex values. For example, the following two IPv6 address notations are
equivalent:
2001:D88::5efe:10.7.150.201
2001:D88::5efe:a07:96c9

Types of IPv6 Addresses

IPv6 Address Range Explanation

O::tolfff:ffff:ffff: £ £EE£:fE££:£££F | unassigned orreserved
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Discovery Seed Definition , continued

Attribute Definition

IPv6 Address Range

2000:: to

Types of IPv6 Addresses, continued

3fff:ffff:ffff:ffff £ ££££:££FF

Explanation

global unicast
address'

£d00:: to

fAdff:ffff:fffffEfffEFfEEFEEFFF

unique local
address?

addresses.

The IP addresses in the following table cannot be used as Discovery Seeds or Auto-
Discovery Hints. NNMi still Discovers and Monitors these addresses within the
context of a Node, but NNMi does not gather information about neighbors from these

Invalid IP Addresses for Discovery Seeds or Auto-Discovery Hints

IPv4 Address Explanatio
Range IPv6 Address Range n
Q.*.*.* not applicable Reserved
IP
addresses
0.0.0.0 :0 Any Local
(listen)
address
127 .% . * % :1 Loopback
addresses
not applicable fe80:rxixoxo* IPv6 link-

1(2000:: to 3fff.ffff. ffff: ffff. ffff. ffff. ffff. ffff) A publically routable IPv6 unicast address, used for
communication between nodes anywhere on the internet. The first part of the address is a global
routing prefix in the 2000::/3 address space for your organization (assigned by the Internet Service
Providers). The complete host address can either be manually configured or automatically assigned
using IPv6 auto-configuration and neighbor discovery.
2(fd00:: to folff:Ffff-fFff-Fff: FFFf-fFff-fFff: Ffff) A privately routable IPv6 unicast address used only for
communication between nodes within your organization. The unique local addresses cannot be
routed to the public internet. The address consists of a routing prefix in the fd00:/8 address spaces,
assigned locally by your organization. And the full host address might be manually configured or
automatically assigned using IPv6 auto-configuration and neighbor discovery.
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Discovery Seed Definition , continued

Attribute Definition

Invalid IP Addresses for Discovery Seeds or Auto-Discovery Hints,
continued

IPv4 Address
Range

Explanatio
IPv6 Address Range n

local

address’

224-239 % *x * multicast

address?

not allowed (££00: : to
ffff:ffff:ffff:ffff:ffff:ffff:ff

££)

255.255.255.25 | not applicable Broadcast
5 address

Initial
Discover
y Tenant

Optional. By default, NNMi assigns each Node to the Default Tenant and Default
Security Group. See "Configure Tenants" on page 194 and "About Security Groups"
on page 515 for more information. If you do not specify a Tenant, NNMi assigns this
seed to the Default Tenant (and whichever Initial Discovery Security Group attribute
value is currently configured for the Default Tenant).

Use the Initial Discovery Tenant setting to specify a Tenant for a particular seed,
before discovery.

o To change the Initial Discovery Tenant, begin to type a valid Tenant name or
Tenant UUID3 and use the auto-complete feature to select the Tenant.

Tip: You can also click the ah - Lookup icon and select 22 Quick Find from
the Lookup field drop-down list. This option is useful when you want to see
more than the Tenant name when determining which Tenant to select.

e Tocreate anew Tenant, in the Lookup field, select - New.

Discover
y Seed
Results

An automatically generated value. The most recent discovery status for this
discovery seed. See "Discovery Seed Results" on page 270 for details.

Last
Modified

The date and time of the last change in Discovery Seed Results.

1A non-routable IPv6 unicast address only used for communication with other nodes on the same
link (LAN or VLAN). Link local addresses cannot be used for communication that must be
forwarded through a router. IPv6 auto-configuration automatically assigns a unique link local
address in the fe80::/10 address space to each IPv6-enabled interface on a system.

2Used to identify a group of hosts joined into a group. IPv4 multicast addresses are in the range
224.0.0.0 to 239.255.255.255 and IPv6 multicast addresses have the prefix ff00::/8.

3Universally Unique Object Identifier, which is unique across all databases.
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Discovery Seed Definition , continued
Attribute Definition

Notes Provide any additional information about this discovery seed that would be useful to
you or your team.

Type a maximum of 1024 characters. Alpha-numeric, spaces, and special
characters (~! @ #$ % * & * () _+ -) are permitted.

With a Seed File, Add Multiple Discovery Seeds

Discovery seeds are sometimes optional and sometimes required. See "Specify Discovery Seeds"
on page 256 for details.

Other methods of creating Discovery Seeds are "In the Console, Configure Discovery Seeds " on
page 257 and "From the Command Line, Add Discovery Seeds" on page 265.

Use a seed file to simultaneously add large numbers of discovery seeds. Your seed file contains
one line for each discovery seed and, optionally, the Tenant to which the node belongs. If you do not
specify a Tenant, NNMi assigns the node to the Default Tenant. See "Configuring Security" on
page 503 and "Configure Tenants" on page 194 for more information.

For example:

12.2.111.104# cisco5500, "Hewlett Packard"
12.2.112.268% cisco6509
12.2.119.205% cisco5500, "Hewlett_Packard"

Note: Any comments included after the # in a seed file become Notes attribute values for the
discovery seeds.

To identify a discovery seed, enter one of the following:
« Fully-qualified hostname of the discovery seed (not case-sensitive)
o IP address of the discovery seed

If you specify an IP address, NNMi uses that IP address only during initial discovery of the
Seed. NNMi then requests the current Management Address (the address from which the node's
SNMP Agent responds) and uses that IP address for all communication after initial discovery.

Caution: For nodes with addresses provided by Network Address Translation (NAT)
protocols, use the appropriate address (see "Overlapping Addresses in NAT Environments"
on page 89):

» Static Network Address Translation (NAT):

o If the NNMi management server is outside the NAT domain - use the node's external
IP address

o If the NNMi management server is inside the NAT domain - use the node's internal
IP address

s Dynamic Network Address Translation (NAT) - use the node's internal IP address.
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» Dynamic Port Address Translation (PAT/NAPT) - use the node's internal IP address.

For more information:

When providing IPv6 addresses as discovery seeds, use IPv6 notation as defined in RFC 2373.
Click here for more information.

o 16-byte (128-bit) address, composed of eight groups of 2-byte (16-bit) hex values separated by
colons (XXX XXXX: XXXX:XXXXK: XXXX: X XXX XXXX: XXXX)

o Uppercase and lowercase (A-F/a-f) permitted for the hex digits.
Note: NNMi displays IPv6 addresses as all lowercase.

o Optional. Omit leading zeros in each 2-byte hex value.

e :: means asingle contiguous sequence of all zero 2-byte hex values. However, : : is permitted
only one time per address. For example, the following three IPv6 address notations are
equivalent:
2001:0D88:0000:0000:0008:0800:200C:417A
2001:d88:0:0:8:800:200c:417a
2001:d88::8:800:200C:417a

o Forthe right-most 32-bits, IPv4 dotted-decimal notation can replace the pair of 2-byte hex
values. For example, the following two IPv6 address notations are equivalent:
2001:D88::5efe:10.7.150.201
2001:D88::5efe:al07:96c9

Types of IPv6 Addresses

IPv6 Address Range Explanation

O::tO01fff:ffff:ffff:ffff:ffff:ffff:££EF unassigned or reserved
2000:: to 3fff:ffff:ffff:ffff:ffff:ffff:fFEf global unicast address'
£fd00:: to fdff:ffff:ffff:ffff:ffff:ffff:f£f£f~f uniquelocaladdress2

The IP addresses in the following table cannot be used as Discovery Seeds or Auto-Discovery
Hints. NNMi still Discovers and Monitors these addresses within the context of a Node, but NNMi
does not gather information about neighbors from these addresses.

1(2000:: to 3fff.ffff. ffff: ffff. ffff. ffff. ffff. ffff) A publically routable IPv6 unicast address, used for
communication between nodes anywhere on the internet. The first part of the address is a global
routing prefix in the 2000::/3 address space for your organization (assigned by the Internet Service
Providers). The complete host address can either be manually configured or automatically assigned
using IPv6 auto-configuration and neighbor discovery.

2(fd00:: to folff:Ffff-fFff-Fff: FFFf-fFff-fFff: Ffff) A privately routable IPv6 unicast address used only for
communication between nodes within your organization. The unique local addresses cannot be
routed to the public internet. The address consists of a routing prefix in the fd00:/8 address spaces,
assigned locally by your organization. And the full host address might be manually configured or
automatically assigned using IPv6 auto-configuration and neighbor discovery.
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Invalid IP Addresses for Discovery Seeds or Auto-Discovery Hints

IPv4 Address
Range IPv6 Address Range Explanation
0.*.*x.* not applicable Reserved IP
addresses
0.0.0.0 ::0 Any Local (listen)
address
127 .%.% % 101 Loopback
addresses
not applicable fe80:s*s*y* % IPv6 link-local
address'
224-239.% x * not allowed (££00: : to multicast
ffff:ffff:ffff:ffff:ffff:ffff:ffff) addre552
255.255.255.255 | not applicable Broadcast
address

NNMi uses information gathered from Routers to establish membership for Subnet connections.
Make sure that important Routers in your network environment are SNMP enabled.

NNMi uses either of the following criteria to identify a Router:

o The Router responds to an SNMP query with appropriate values for sysServices
(1.3.6.1.2.1.1.7)and ipForwarding (1.3.6.1.2.1.4.1). See RFC 1213, MIB-l| for details.

e The Router responds to an SNMP query with an appropriate MIB-Il sysObjectID value
according to the current settings in NNMi's Device Profile configuration.

You must provide the appropriate SNMP Community Strings to NNMi. See "Configuring
Communication Protocol" on page 119.

To create a seed file:

In a text editor, type each entry on a separate line in the following format:

<IP address>O0r<hostname>, "<tenant>" #(optional comment to help
identify the node)

e </P_address> = the IP address of the node
e <hostname> = the DNS fully-qualified or short hostname (not case-sensitive) of the node

e "<tenant>" = Optional. The name or UUID3 of the Tenant to which the seeds are assigned. If

1A non-routable IPv6 unicast address only used for communication with other nodes on the same
link (LAN or VLAN). Link local addresses cannot be used for communication that must be
forwarded through a router. IPv6 auto-configuration automatically assigns a unique link local
address in the fe80::/10 address space to each IPv6-enabled interface on a system.

2Used to identify a group of hosts joined into a group. IPv4 multicast addresses are in the range
224.0.0.0 to 239.255.255.255 and IPv6 multicast addresses have the prefix ff00::/8.

3Universally Unique Object Identifier, which is unique across all databases.
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you do not provide a Tenant, NNMi assigns each node in the seed file to the Default Tenant. See
"Configure Tenants" on page 194 for more information.

Tip: If you have two or more Tenants with the same name, use the UUID to specify the Tenant.
To determine the UUID for a selected Tenant, open the Tenant form.

To add discovery seeds by loading a seed file:

Use the nnmloadseeds.ovpl command:
<path>/<file_name> = the name of the file that contains your discovery seeds

Windows:
$NnmInstallDir%\bin\nnmloadseeds.ovpl -f <path>\<file name>

To assign all seeds within the seed file to one Tenant:
$NnmInstallDir%\bin\nnmloadseeds.ovpl -f <path>\<file name> -t
<tenant name>

UNIX:
/opt/OV/bin/nnmloadseeds.ovpl -f <path>/<file name>

To assign all seeds within the seed file to one Tenant:
/opt/OV/bin/nnmloadseeds.ovpl -f <path>/<file name> -t <tenant name>

A message displays, showing the number of added, invalid, and ignored discovery seeds. For
example:

26 seeds added
0 seeds invalid
0 seeds duplicated

See the nnmloadseeds.ovpl Reference Page for more information.
Related Topics

"Discovery Seed Results" on page 270

"Delete Discovery Seeds" on page 280

From the Command Line, Add Discovery Seeds

Discovery seeds are sometimes optional and sometimes required. See "Specify Discovery Seeds"
on page 256 for details.

Other methods of creating Discovery Seeds are "In the Console, Configure Discovery Seeds " on
page 257 and "With a Seed File, Add Multiple Discovery Seeds" on page 262.

You can add optional discovery seeds using the nnmloadseeds.ovpl command:

<seed 1list> =thediscovery seed entries (fully-qualified DNS hostname, short DNS hostname,
or IP address)

Note: You can also specify the Tenant assignment for each discovery seed. If you do not specify a
Tenant, NNMi assigns the node to the Default Tenant. See "Configuring Security" on page
503, "Configure Tenants" on page 194 and nnmloadseeds.ovpl for more information.

Windows:
$NnmInstallDir%\bin\nnmloadseeds.ovpl -n <seed list>
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To assign all seeds to one Tenant:
$NnmInstallDir%\bin\nnmloadseeds.ovpl -n <seed list> -t <tenant name>

UNIX:
/opt/OV/bin/nnmloadseeds.ovpl -n <seed list>

To assign all seeds to one Tenant:
/opt/OV/bin/nnmloadseeds.ovpl -n <seed list> -t <tenant name>

In the following example, the devices with a hostname of cisco4 and cisco5, and a device with the

IP address of 12.6.91.5 are added as discovery seeds and assigned to the Tenant named Hewlett
Packard.

nnmloadseeds.ovpl -n cisco4 ciscob5 12.6.91.5 -t Hewlett Packard
Note: Identify the discovery seed by either a DNS-resolvable hostname or an IP address.
When adding individual discovery seeds using the nnmloadseeds.ovpl command:

o Fully-qualified hostname of the discovery seed (not case-sensitive)

o IP address of the discovery seed

If you specify an IP address, NNMi uses that IP address only during initial discovery of the
Seed. NNMi then requests the current Management Address (the address from which the node's
SNMP Agent responds) and uses that |IP address for all communication after initial discovery.

Caution: For nodes with addresses provided by Network Address Translation (NAT)

protocols, use the appropriate address (see "Overlapping Addresses in NAT Environments"
on page 89):

» Static Network Address Translation (NAT):

o |f the NNMi management server is outside the NAT domain - use the node's external
IP address

o |If the NNMi management server is inside the NAT domain - use the node's internal
IP address

» Dynamic Network Address Translation (NAT) - use the node's internal IP address.

» Dynamic Port Address Translation (PAT/NAPT) - use the node's internal IP address.

For more information:

When providing IPv6 addresses as discovery seeds, use IPv6 notation as defined in RFC 2373.
Click here for more information.

o 16-byte (128-bit) address, composed of eight groups of 2-byte (16-bit) hex values separated by
colons (XXX XXXX: XXXX:XXXX: XXXX: X XXX XXXX:XXXX)

o Uppercase and lowercase (A-F/a-f) permitted for the hex digits.
Note: NNMi displays IPv6 addresses as all lowercase.

o Optional. Omit leading zeros in each 2-byte hex value.
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e :: means asingle contiguous sequence of all zero 2-byte hex values. However, : : is permitted
only one time per address. For example, the following three IPv6 address notations are
equivalent:

2001:0D88:0000:0000:0008:0800:200C:417A
2001:d88:0:0:8:800:200c:417a
2001:d88::8:800:200C:417a

o For the right-most 32-bits, IPv4 dotted-decimal notation can replace the pair of 2-byte hex
values. For example, the following two IPv6 address notations are equivalent:
2001:D88::5efe:10.7.150.201
2001:D88::5efe:al07:96cH

Types of IPv6 Addresses

IPv6 Address Range Explanation

O::tolfff:ffff:ffff:ffff:fEfffEEFEEEF unassigned or reserved
2000:: to Bfff:ffff:ffff:ffff:ffff:fELF:F£LFF global unicast address’
£d00:: to fdff:ffff:ffff:ffff:ffff:ffff:££FF unique local address2

The IP addresses in the following table cannot be used as Discovery Seeds or Auto-Discovery
Hints. NNMi still Discovers and Monitors these addresses within the context of a Node, but NNMi
does not gather information about neighbors from these addresses.

Invalid IP Addresses for Discovery Seeds or Auto-Discovery Hints

IPv4 Address
Range IPv6 Address Range Explanation

0.*.*x.* not applicable Reserved IP
addresses
0.0.0.0 ::0 Any Local (listen)
address
127 .% . % * i1 Loopback
addresses

1(2000:: to 3fff.ffff. ffff: ffff. ffff. ffff. ffff. ffff) A publically routable IPv6 unicast address, used for
communication between nodes anywhere on the internet. The first part of the address is a global
routing prefix in the 2000::/3 address space for your organization (assigned by the Internet Service
Providers). The complete host address can either be manually configured or automatically assigned
using IPv6 auto-configuration and neighbor discovery.

2(fd00:: to folff:Ffff-fFff-Fff: FFFf-fFff-fFff: Ffff) A privately routable IPv6 unicast address used only for
communication between nodes within your organization. The unique local addresses cannot be
routed to the public internet. The address consists of a routing prefix in the fd00:/8 address spaces,
assigned locally by your organization. And the full host address might be manually configured or
automatically assigned using IPv6 auto-configuration and neighbor discovery.
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Invalid IP Addresses for Discovery Seeds or Auto-Discovery Hints, continued

IPv4 Address

Range IPv6 Address Range Explanation

not applicable fe80::*exrHux IPv6 link-local
address

224-239.% * * not allowed (££00: : to multicast

ffff:ffff:ffff:ffff:ffff:ffEFf:£EFF) address?

255.255.255.255 | not applicable Broadcast

address

Communicate any additional IP address requirements to your team to avoid unexpected discovery
results.

NNMi uses information gathered from Routers to establish membership for Subnet connections.
Make sure that important Routers in your network environment are SNMP enabled.

NNMi uses either of the following criteria to identify a Router:

e The Router responds to an SNMP query with appropriate values for sysServices
(1.3.6.1.2.1.1.7)and ipForwarding (1.3.6.1.2.1.4.1). See RFC 1213, MIB-I| for details.

o The Router responds to an SNMP query with an appropriate MIB-Il sysObjectID value
according to the current settings in NNMi's Device Profile configuration.

You must provide the appropriate SNMP Community Strings to NNMi. See "Configuring
Communication Protocol" on page 119.

Related Topics
"Discovery Seed Results" on page 270
"Delete Discovery Seeds" on page 280

Examine Discovery Results

When verifying discovery, you can do any of the following tasks:

Check Initial Progress of DiSCOVEIY ... . e 269
Node Discovery State Check . ... ... L 269
Verify Success of Discovery Seeds ... ... 270
Discovery Seed ResuUlts ... 270

1A non-routable IPv6 unicast address only used for communication with other nodes on the same
link (LAN or VLAN). Link local addresses cannot be used for communication that must be
forwarded through a router. IPv6 auto-configuration automatically assigns a unique link local
address in the fe80::/10 address space to each IPv6-enabled interface on a system.

2Used to identify a group of hosts joined into a group. IPv4 multicast addresses are in the range
224.0.0.0 to 239.255.255.255 and IPv6 multicast addresses have the prefix ff00::/8.
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Examine Discovery Inventory ... .. i 273
Examine Layer 2 Discovery ResuUlts ... ... ... 274

Troubleshooting Layer 2 Connections ... . ... 275
Examine Layer 3 Discovery Results ... ... ... 276

Check Initial Progress of Discovery

During initial NNMi discovery of your network, you can check Spiral Discovery's progress in the
following ways:

o Click Help — System Information (for more information see Displaying NNMi System
Information):

= Navigate to the Database tab to find the real-time list of discovery's progress.
= Navigate to the State Poller tab to see a report of the health of the State Poller Service.
o To see state of discovery for a node, see "Node Discovery State Check" below.

o NNMi administrators can use the command line on any NNMi management server to generate a
report about NNMi health. See the nnmhealth.ovpl Reference Page for more information.

Check this several times during a one hour period. The numbers in the Nodes, SNMP agents,
Interfaces, IP addresses, and Layer 2 Connections fields stabilize when initial discovery is
complete

Note: If you configure one or more Auto-Discovery Rules and you get unexpected results,
check your ordering numbers. See "Configure Auto-Discovery Rules" on page 215 for more
information.

Node Discovery State Check

You can verify the current discovery state for a node.
To see the current Discovery State for a node:
1. Navigate to a Node form.

a. From the workspaces navigation panel, select the workspace of interest. For example, B
Inventory.

b. Select the node view of interest. For example Nodes.
c. Select the row representing the configuration you want to see.

2. Locate the Discovery State attribute (in the Discovery section on the left side of the form).
Possible values include:

= Newly Created — Indicates the node and its IP addresses are in the NNMi database, but
further information needs to be collected before state and status are determined.
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= Discovery Completed — Indicates that discovery gathered all required information for the
node.

= Rediscovery in Process — Indicates discovery is updating the information collected for the
node.

Verify Success of Discovery Seeds

The discovery seeds provide the starting point for discovery.

To verify that each discovery seed was successfully discovered:

1.

Navigate to the Seeds view.

= From the workspace navigation panel, select the & Configuration workspace.
= Expand Discovery.

= Select Seeds.

Check the value in the Discovery Seed Results column on each row of the table. A value of
Node Created indicates the successful discovery of each discovery seed. See "Discovery
Seed Results" below for the meaning of other values and how to correct discovery problems.

Discovery Seed Results

When you add a discovery seed, the Discovery Service immediately tries to discover it (without
waiting until the next regularly scheduled discovery interval). If discovery is not successful, NNMi
tries again 10 minutes later, and continues trying. The time between each try is doubled until it
reaches 1 week or equals your current discovery interval.

To see the current discovery results for each specified discovery seed:

1.

Navigate to the Seeds view

= From the workspace navigation panel, select the # Configuration workspace.
= Expand Discovery.

= Select Seeds.

The table lists each discovery seed and the result that NNMi gathered from the discovery
seed. Check the value in the Discovery Seed Results column on each row of the table.

Discovery Seed Results Values

Discovery
Results Description

New seed | Youjust entered a new discovery seed. When discovery begins, Discovery

Results changes to "In progress". If the "New seed" value does not change, check
to see if the Discovery Service needs to be restarted, see "Verify that NNMi
Services are Running" on page 85.

In progress | Discovery is in progress.

Node The discovery seed is successfully discovered and a new Node is created in the
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Discovery Seed Results Values, continued

Discovery
Results Description
created database.

When NNMi first discovers a seeded node, the seed address (provided by the
NNMi administrator) is used for initial SNMP/ICMP communication. After NNMi
builds an inventory of all IP addresses associated with the node (see "What
Information Is Collected?" on page 177), NNMi follows a set of rules to determine
which address is the best choice for each node's Management Address (see
"Configure Default SNMP, Management Address, and ICMP Settings" on page
120). NNMi then uses the Management Address for all communication with the

node.
Node The hostname or IP address you provided is a non-SNMP device. The Node was
created discovered and added to the database, but no SNMP information is available
(non-SNMP | because no SNMP agent responded.

device
) If this result is unexpected, the device might currently be down. Initiate an on-

demand discovery poll using Actions — Polling — Configuration Poll

Click here for more information. Or try the following:

Tip: You can right-click any object in a table or map view to access the
Actions menu.

Check whether the IP address is accessible

1. Type the following command to verify that the address is accessible:
pring <nodename>

Check the Access Control List

1. Access the Node, and open the Access Control List (ACL).

2. Verify that the NNMi management server address is in the list.
Ensure that SNMP is working

1. Use the nnmsnmpwalk.ovpl command. Type the following to verify that the
address has an SNMP agent. Supply one specific MIB variable to limit
network traffic to one object rather than requesting all possible SNMP values.
For example, use the VendorID prefix:

SNMPv1 or SNMPv2c:
nnmsnmpwalk —-c <communityString> <nodename or IP
address> <VendorID>

SNMPv3:

nnmsnmpwalk -c <v3u> <UserName> <VendorID>

2. If the nnmsnmpwalk.ovpl fails:
a. Usetelnet to check the device's SNMP configuration to verify that SNMP
is enabled.
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Discovery Seed Results Values, continued

Discovery
Results Description
b. Verify that the address of the NNMi management server is listed in the
SNMP Agent's Access list.
Check your communication configuration

1. Verify that SNMP communication is enabled for this device: "Configuring
Communication Protocol" on page 119.

2. Verify that the device has a properly configured SNMPv1 or SNMPv2c read
community string, or that the device has a properly configured SNMPv3 USM
security setting.

3. After you correct the problem that caused NNMi to specify the seed as a non-
SNMP device, NNMi updates the Node record during the next discovery
cycle.

Note: The Discovery Results value does not change, because NNMi
makes only one attempt to contact each discovery seed. However,
everything is working properly once the Communication Configuration
settings are corrected.

Node not The Domain Name System (DNS) protocol could not match the hostname you

created provided for this discovery seed with a valid IP address.

(DNS name

resolution

failed)

Node not The address or hostname you provided is a Node that already exists in the

created database.

(duplicate

seed)

Node not The address you provided is an IPv6 address. NNMi Advanced is required, and the

created IPv6 feature must be enabled.

IPv6
Eji sabled) The hostname you provided has only IPv6 addresses. NNMi Advanced is required,
and the IPv6 feature must be enabled.

Node not The address you provided is an IPv6 link-local address, or the hostname you

created provided has only one address (an IPv6 link-local address). IPv6 link-local

(IPv6 link addresses cannot be used as seeds.

local

address is

1A non-routable IPv6 unicast address only used for communication with other nodes on the same
link (LAN or VLAN). Link local addresses cannot be used for communication that must be
forwarded through a router. IPv6 auto-configuration automatically assigns a unique link local
address in the fe80::/10 address space to each IPv6-enabled interface on a system.
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Discovery Seed Results Values, continued

Discovery
Results Description

invalid
seed)

Node not Discovery rejected this discovery seed because the number of devices previously

created discovered reached your licensed capacity limit. See "Extend a Licensed

(license Capacity" on page 1575.

exceeded)

Failed Contact with this discovery seed failed due to an internal NNMi error. The problem

might be related to discovery or to a system wide issue, such as running out of
memory or having trouble with database access. Check the discovery log file (see
"Verify that NNMi Services are Running" on page 85):

¢ Windows:
$NnmDataDir%\log\nnm\nnm.0.0.log

o UNIX:
/var/opt/0OV/log/nnm/nnm.0.0.log

Related Topics:

"Specify Discovery Seeds" on page 256

Examine Discovery Inventory

The best method for examining your discovered inventory depends on how you configure discovery.

To examine your Discovery Inventory:

1.

o o~ w0 DN

In the Workspace navigation panel, open the B Inventory workspace.
Select the Nodes view.

Verify that each important Node is listed.

Select the IP Addresses view.

Verify that each IP address that you identified as a discovery seed is listed.

Verify that the IP addresses you expect to see are visible (based on any Auto-Discovery Rule
configurations - see "Configure Discovery " on page 199 and "Configure an Excluded
IP Addresses Filter" on page 248).

To check on the current discovery state for a particular node, see "Node Discovery State
Check" on page 269.

Note: If you configure one or more Auto-Discovery Rules and you get unexpected results,
check your ordering numbers. See "Configure Basic Settings for the Auto-Discovery Rule" on
page 218 for more information.

Related Topics
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Using the IP Addresses View
Using the Nodes View

Examine Layer 2 Discovery Results

Layer 2 represents your network's physical connections and LAN switch traffic routes. For more
information, see "Configure Tenants" on page 194.

Devices that belong to the Default Tenant can have Layer 2 Connections to any device in any
Tenant. Devices within any Tenant other than Default Tenant can have Layer 2 Connections only to
devices within the same Tenant or the Default Tenant.

-

A
Note: A cloud icon on the NNMi map may represent a missing node. Consider using a

router command such as Cisco show cdp neighbors to help identify those missing Nodes.
Check the Access Control List (ACL) configurations in your network environment to fix the
problems.

To examine Layer 2 inventory and connectivity results:

1. Inthe Workspace navigation panel, open the B Inventory workspace.
Select the Nodes view.

Select the row representing the node of interest.

> w0 N

Select Actions — Layer 2 Neighbor View.
Tip: You can right-click any object in a table or map view to access the Actions menu.

5. Usethe Number of Hops field to expand the area shown on the map.

Mumber of Hops: | 4

6. Examine your network connectivity to ensure it is as expected. See "Add or Delete a Layer 2
Connection" on page 284 if changes are required.

Note: If you configure one or more Auto-Discovery Rules and you get unexpected results:

= Check your ordering numbers. See "Configure Basic Settings for the Auto-Discovery
Rule" on page 218 for more information.

= Check the Layer 2 protocol configuration at each end of the problem connection. See
"Troubleshooting Layer 2 Connections" on the next page.

» Check each Node's assignment for Tenant. The Tenant assignment can be easily
changed, see "Change Tenant Assignment for a Node" on page 289. Subnets are
calculated independently within each Tenant.

To examine VLAN results:
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1. Inthe Workspace navigation panel, open the B Inventory workspace.

Select the VLANSs view.

Double-click the row representing the VLAN of interest.

> w0 N

Verify that the list includes all nodes and ports assigned to this VLAN.

Note: If you configure one or more Auto-Discovery Rules and you get unexpected results,
check your ordering numbers. See "Configure Basic Settings for the Auto-Discovery Rule"
on page 218 for more information.

To examine Router Redundancy Group results:

1. Inthe Workspace navigation panel, open the B Inventory workspace.
2. Select the Router Redundancy Groups view.

3. Use the Tenant assignment column to Sort the view, and verify that all members of each group
are assigned to the same Tenant.

4. To correct any problems, change the Tenant assignments, see "Change Tenant Assignment
fora Node" on page 289.

Related Topics
Using the Layer 2 Neighbor View
Using the Layer 3 Neighbor View

Troubleshooting Layer 2 Connections

If you get unexpected results for Layer 2 Connections in your network environment, review the
following information.

A network device's interfaces can be configured with proprietary Layer 2 discovery protocols,
instead of or in addition to the industry standard LLDP (see the list of Topology Source protocols in
Layer 2 Connection Form).

By default, NNMi checks the interface for standard LLDP and vendor-specific IEEE 802 Layer 2
protocol. NNMi uses data from both protocols to calculate the Layer 2 Connection, but by default
prefers the data provided through LLDP.

Note: Forwarding Database (FDB) information can cause NNMi to establish wrong Layer 2
Connections in the following cases:

o When the FDB is configured as cache and contains obsolete data.

¢ Innetwork environments with hardware from a variety of vendors, when each vendor
generates different and sometimes conflicting FDB data.

Optional: NNMi administrators can configure Spiral Discovery to ignore the FDB data from one
Node Group when calculating Layer 2 Connections (the FDB data is still included in other
calculations).

Page 275 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

(NNMi Advanced - Global Network Management feature) NNMi must read the Forwarding
Database (FDB) tables from Ethernet switches within the network before accurate
communication paths between these network devices can be calculated. Because the FDB
datais involved, NNMi can produce different results on a Regional Manager as opposed to the
Global Manager.

If NNMi discovers more than one IEEE 802 Layer 2 protocol being used by a particular device's
interface, the Device Profile's setting controls NNMi's protocol preference:

-“| Prefer LLDP = Enabled: NNMi gives priority to the LLDP data.

Prefer LLDP = Disabled: NNMi gives priority to the vendor-specific IEEE 802 Layer 2 protocol
data.

NNMi cannot detect accurate Layer 2 Connections under the following circumstances:

NNMi does not support the following scenario. Switch-56 has interfaces with one Layer 2 protocol
enabled. The devices at the other end of Switch-56's Layer 2 Connections have a different Layer 2
protocol enabled:

Swyitch-27
Switch-56

NNMi detects a false connection directly from Router-1 to Switch-27.

To fix the problem, configure both sides of each Layer 2 Connection exactly the same (both
interfaces enable either the same protocol or dual protocols).

See also "Ignore Forwarding Database Information from a Node Group" on page 208.

Examine Layer 3 Discovery Results

Layer 3 represents your network's router traffic.

To examine Layer 3 inventory results:

1. Inthe Workspace navigation panel, open the B Inventory workspace.
2. Select the Nodes view.

3. Select the row representing the router of interest.

4

Select Actions — Layer 3 Neighbor View.
Tip: You can right-click any object in a table or map view to access the Actions menu.

5. Usethe Number of Hops field to expand the area shown on the map.
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Mumber of Hops: | 1

6. Examine your network connectivity to ensure it is as expected. If changes are required, try the
following:

= Use Actions — Polling — Configuration Poll. See Using Actions to Perform Tasks for
more information.

= Manually add or delete the connection. See "Add or Delete a Layer 2 Connection" on page
284 .

= Verify that the addresses on each end of the connection are not listed in the Excluded
IP Address filter. See "Configure an Excluded IP Addresses Filter" on page 248.

Note: If you configure one or more Auto-Discovery Rules and you get unexpected results,
check your ordering number for each rule. See "Configure Auto-Discovery Rules" on page 215
for more information.

Related Topics
Using the Layer 2 Neighbor View
Using the Layer 3 Neighbor View

Keep Your Topology Accurate

For suggestions see the following topics:

Delete NOdes ... 278
Delete Discovery Seds .. ... ... 280
Detect Interface Changes ... ... . . 280
Add or Delete aLayer2 Connection .. ... ... ... 284
Start Discovery On-Demand .. ... .. 289
Change Tenant Assignment foraNode ... . ... 289

With NNMi, discovery is ongoing. After initial discovery, NNMi checks periodically to ensure that
the maps accurately reflect the state of your network. By default, NNMi uses the following methods
to keep network information accurate and up-to-date:

Spiral Discovery. NNMi tracks MAC addresses in addition to IP addresses so that NNMi knows
when devices move from place to place in your network environment. See "What Information Is
Collected?" on page 177.

Scheduled Rediscovery. Rediscovery occurs automatically at the interval you define. See
"Configure Schedule Settings" on page 209 for more information about setting the discovery
schedule.

Optional: Auto-Discovery (Default Tenant only). If you choose to use Auto-Discovery, NNMi
uses information gathered from neighboring devices on your network to discover all devices
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connected to your network. See "Configure Basic Settings for the Auto-Discovery Rule" on page
218.

Delete Nodes

Tip: To configure NNMi to automatically delete unresponsive nodes, see "Configure Whether
to Delete Unresponsive Nodes" on page 212.

To ensure that NNMi never discovers a particular Node in the future, change the
Communication Configuration settings, see "Configuring Communication Protocol" on page
119.

Sometimes it is useful to delete Nodes. For example:
 Remove any nodes that are no longer being used in the network.

o Avoid reaching the NNMi license limit for number of managed Nodes by deleting less important
Nodes.

o When non-SNMP addresses that had the same DNS hostname are changed to have separate
DNS hostnames, NNMi must completely rediscover the non-SNMP nodes to correctly update
the database objects (for example, node, interface, address, connection, and incidents).

Note: If you delete a Node with many interfaces and VLANSs, you might see an error message
indicating that the Node could not be deleted. This means the database was busy with
discovery. Try again between discovery cycles.

If a deleted Node is one of your seeds, delete that seed from the Discovery Seeds table as well.
See "Delete Discovery Seeds" on page 280.

To understand the results of deleting a Node, click here for more information.
« NNMi cleans up the database by deleting the following objects:

= Any objects representing a component of the deleted Node (for example, all of that node's
interfaces and IP addresses).

= Any related objects that are empty after deleting the Node (for example, subnets).
= Any connections with only zero or one end points after deleting the Node.
= The History of the Node object and all related objects.

o The time required for NNMi to finish deleting depends on the number of objects or related objects
being deleted.

o During future discovery cycles, if the deleted Node meets the criteria for an Auto-Discovery
Rule and appears in a monitored router's ARP cache, NNMi adds the Node back into the NNMi
database during the next discovery cycle. To prevent this, create an Excluded IP Addresses
filter for the addresses (see "Configure an Excluded IP Addresses Filter" on page 248).

o During future monitoring cycles, NNMi polls only objects currently in the database.

o Each Incident associated with the deleted Node is modified in the following ways, but not
deleted from the NNMi database:
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= The Status attribute changes to Closed.

= The Correlation Notes indicate the deletion of the associated node, interface, or address.

= The RCA State attribute changes to FALSE.

Note: Incidents generated from SNMP traps or NNM 6.x/7.x Events (received from the
deleted Node) appear in the Incident views, but remain unresolved.

o If you are viewing a Node that has recently been deleted by another user, the deleted Node
appears as a transparent icon on the map until the map is refreshed using the 7 Refresh icon.
After Refresh, the deleted node is removed from the map. NNMi does not automatically refresh
the connectivity or set of nodes in a map view, except on the Initial Discovery Progress and
Network Overview maps.

A subset of NNMi users can delete nodes from a table view, map view, or Node form (depending on
the assigned NNMi Role).

Note: By default NNMi Administrators can delete nodes. NNMi Administrators can configure
NNMi to permit User Accounts assigned to the NNMi Operator Level 2 User Group to delete
nodes. See the HP Network Node Manager i Software Deployment Reference for more
information (Help — Documentation Library). Search for "Delete Node".

To delete one or more nodes (maximum 20 at one time):

1. Unmanage the nodes you want to delete.

a.

In atable view, press CTRL-Click and select each row that represents a node you want to
unmanage.

Select Actions — Management Mode — Unmanage.

Tip: You can right-click any object in a table or map view to access the Actions
menu.

Wait until the Status=No Status for each of the following objects:
o Each Node to be deleted
o Each Node's Interfaces, IP Addresses, Cards, Ports, and VLAN Ports

2. Do one of the following:

Table views: Press CTRL-Click and select each row that represents the objects of interest,

and click the # Delete icon. Each selected node is deleted from the NNMi database and
removed from the current view.

Map views: click the map symbol representing the node you want to delete, and click File —
Delete Node. The node is deleted from the NNMi database and removed from the current
view.

Node form: select File — Delete Node and in the confirmation dialog, click OK. The form is
automatically closed after NNMi deletes the Node.
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Note: If the delete fails, use the nnmnodedelete.ovpl command. Wait for the command to
complete.
To delete any number of nodes:
Use the nnmnodedelete.ovpl command. See the nnmnodedelete.ovpl Reference Page.
Related Topics
Using Table Views
Using Map Views

Delete Discovery Seeds

There are two ways to delete discovery seeds from the NNMi Discovery configuration and the
NNMi database.

Note: If you remove a Discovery Seed from Discovery Configuration, the corresponding node is not
deleted from the topology database. See "Delete Nodes" on page 1602 for information about
removing the entire node record from the topology database.

To delete seeds using the Discovery Configuration view:
1. Navigate to the Seeds view.

a. From the workspace navigation panel, select the # Configuration workspace.

b. Expand Discovery.
c. Select Seeds.

2. Todelete one or more discovery seeds, press CTRL-Click and select each row that represents
a node you want to delete.

3. Click the # Delete icon.
To delete any number of seeds at one time from the command line:
At the command line of the NNMi management server, type the nnmseeddelete.ovpl command.

Case-sensitive exactly as listed in the Discovery Seeds tab in the Discovery Configuration form,
specify the hostname or IP address.

If you do not want to enter an NNMi User Name attribute value and an NNMi Password attribute
value at the command line, you can use the nnmsetcmduserpw.ovpl command to specify the valid
user name and password (instead of —u and -p). The credentials set using the
nnmsetcmduserpw.ovpl command are valid for command execution by the same user. See
"Set Up Command Line Access to NNMi" on page 577 for more information.

nnmseeddelete.ovpl -seed <hostname/IP-address> -u <NNMiadminUserName>
-p <NNMiadminPassword>

Detect Interface Changes

During each Spiral Discovery cycle, NNMi responds to Interface changes as follows:
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1. NNMi updates the attribute value of the current Interface object if one (and only one) of the
following attributes change:

m ifTndex OrIfAlias orifSpeed

2. NNMi creates a new Interface object and deletes the old Interface object if any of the following
criteria are met:

a. At least one of these attributes change: i fName, i fDescriptions, i fType, Or
Physical Address (Mac address, Media Access Control address).

b. More than one of these attributes change: i fIndexor IfAlias or ifSpeed.

¢. One or more attributes from the list of both criteria 1 & 2 change.

Note: If using nnmconnedit.ovpl configuration files, any connection settings configured for
the deleted Interface would be evaluated for the new Interface object’s current attribute
settings.

To troubleshoot interface changes in your network environment, do one of the following:

o Forimmediate results, navigate to a Node view and select one of the problem devices.

Click Actions — Polling — Configuration Poll to instruct Spiral Discovery to rediscover the
Node, updating information about interfaces within that device.

Tip: You can right-click any object in a table or map view to access the Actions menu.

Open the Node form for the device and verify that the list of interfaces is correct.

o Wait until the next regularly scheduled Discovery or Monitoring cycle (controlled by the Interval
settings the NNMi administrator specifies in the Discovery and Monitoring configuration forms).

NNMi administrators use multiple configuration settings to control how NNMi detects interface
changes. To troubleshoot issues, verify the current settings for the following:

1. Prerequisite: To detect interface changes, the Configuration > Monitoring > |-« Enable
Interface Fault Polling must be enabled. This setting is available at three levels (see
"Configure NNMi Monitoring Behavior" on page 340 for more information):

= Interface Group Settings tab > Interface Group Settings form > Fault Monitoring section
= Node Group Settings tab > Node Group Settings form > Fault Monitoring section

= Default Settings tab: Default Fault Monitoring section

If enabled and the NNMi State Poller detects a change, NNMi does the following:

= Generates arequest for Spiral Discovery to rediscover the Node (checking for any
changes). If NNMi is busy gathering other information, it may take a while for this request to
get to the top of the queue. If NNMi is not busy, the results might seem immediate.

= Suspends monitoring of that node until NNMi finishes gathering the updated information
about the Node itself (or for 30 minutes maximum).

2. Configuration > Monitoring > Monitoring Configuration's Default Settings tab, Default
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Change Detection Monitoring block of attributes. If Number of Interfaces (ifNumber) Polling
.| is enabled, NNMi does the following:

= Polls for the total number of interfaces within the Node by requesting an SNMP response to
MIB Il i fNumber.

= NNMi compares the answer for total number of interfaces within the Node, to the previous
answer from that Node's SNMP agent.

= |f the number has changed, Spiral Discovery redisovers the Node.

= NNMi suspends fault, performance, and status monitoring of that Node until updated
information about hardware is gathered.

See "Default Settings for Monitoring" on page 345 and "Node Group Settings for Monitoring" on
page 391 for more information.

Tip: This setting detects whether the total number of interfaces within the node has
increased or decreased. To detect whether the actual number assigned to particular
interfaces has changed (the i fIndex value), continue with the next step.

3. Foreach node vendor/make/model (RFC 1213, MIB-II, sysObjectID), the NNMi
administrator chooses which interface MIB variable the NNMi State Poller queries to detect
interface changes.

Configuration > Device Profiles: On the Advanced tab, the Interface Reindexing Types
attribute instructs NNMi to do the following (see Device Profile Form for more information
about the four SNMP values involved in this calculation).

Interface Reindexing Types

MIB Il Variable Used
to Detect a Change How State Poller Detect Changes

ifIndex value If an SNMP agent's previous response for SNMP i fIndex
values (numbers assigned to each interface) does not match the
Note: Note: Use current response, State Poller requests that NNMi gather new
i fIndex only for information about the interfaces within the Node.
manufacturers/mo For example, someone installs or removes interfaces from a

dels that maintain

astatic i fIndex
list. = Use this MIB-Il If£Index setting for devices that maintain a

static list of MIB-Il I £fIndex numbers.

device in your network:

o When interfaces are added - MIB-ll I £fIndex numbers are
added to the end of the current list of interfaces contained in
that device.

o When interfaces are removed - the MIB-Il IfIndex
numbers previously used by those interfaces are dropped
from the list.

= Do not use this MIB-Il T fIndex setting for devices that reset
all MIB-II T £Index numbers for the group of interfaces

Page 282 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

to Detect a Change

Interface Reindexing Types , continued
MIB Il Variable Used

How State Poller Detect Changes

contained in that device each time a change occurs. Each
manufacturer has a different strategy for identifying each
interface and detecting when an existing interface is simply
assigned to a different MIB-Il T f Index number or an interface
is removed.

Caution: When you choose i f Index, NNMi can detect
when a particular number no longer exists (static
assignments). However, this choice might not detect
interface renumbering (a value now being used by a different
interface). To detect this type of interface renumbering,
choose any combination of i fName and i fDescr and
ifAlias settings, below.

ifName value

Based on the i f Index number, compares the i fName value on
the interface with the previously discovered i fName value. If
changes in this name/number relationship are detected, State
Poller requests NNMi to gather new information about the Node's
interfaces.

ifDescr value

Based on the i f Index number, compares the i fDescr value on
the interface with the previously discovered i fDescr value. If
changes in this description/number relationship are detected,
State Poller requests NNMi to gather new information about the
Node's interfaces.

ifAlias value

Based on the i f Index number, compares the i fAlias valueon
the interface with the previously discovered i fAlias value. If
changes in this alias/number relationship are detected, State
Poller requests NNMi to gather new information about the Node's
interfaces.

Combination of
ifName or ifDescr
values

Based on the i f Index number, compares the i fDescr and

i fName values on the interface with the previously discovered
values. If changes are detected, State Poller requests NNMi to
gather new information about the Node's interfaces.

Combination of
ifName or ifDescr
orifAlias values

Based on the i f Index number, compares the i fName and
ifDescr and ifAlias values onthe interface with the
previously discovered values. If changes are detected, State
Poller requests NNMi to gather new information about the Node's
interfaces.

Tip: Open any Node form and navigate to the Basics' Device Profile link. You can open
the associated Device Profile to see the current setting.
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4. The next time each Node is rediscovered, if something has changed, Spiral Discovery
compares the current i fIndex value against the MAC address to determine whether an
interface was added, deleted, or renumbered.

Add or Delete a Layer 2 Connection

Layer 2 Connections are only permitted between the Default Tenant, and other Tenants (never
between two non-Default Tenants). For more information, see "Configure Tenants" on page 194.

If your network management domain includes ATM, Frame Relay, or MPLS links between wide
area networks (WANSs), you might need to use the connection editor to show the links in the Layer 2
Neighbor View maps within NNMi. For MPLS, you can provide multiple connections between two
nodes.

See also the Schedule Settings for Spiral Discovery: "Configure Whether to Delete Unresponsive
Nodes" on page 212 and "Configure Whether to Delete Layer 2 Connections" on page 213.

Subnet Connection Rules

Subnet Connection Rules are ideal for multiple situations. See "Consider IPv4 Subnet Connection
Rules" on page 181 for more information.

NNMi uses Subnet Connection Rules to detect connections between interfaces associated with
IPv4 addresses that do not respond to Layer 2 discovery protocols (see the list of Topology Source
protocols in Layer 2 Connection Form). Subnet Connection Rules take priority over the Layer 2
discovery protocol results. For special cases, you can override a Subnet Connection Rule by using
the Connection Editor command line tool, see nnmconnedit.ovpl for more information.

NNMi provides a variety of predefined Subnet Connection Rules. Forideas, see "Subnet
Connection Rules Provided by NNMi" on page 247.

Connection Editor (to add or delete connections)

In the Inventory workspace > Layer 2 Connections view, you can see a list of connections. No
Delete action is available in the Layer 2 Connections view.

Use the nnmconnedit.ovpl command line tool to do the following:
¢ delete a connection data

¢ add connection data

o instruct NNMi to ignore certain connection data

The nnmconnedit.ovpl command is used to generate a template XML file (shown in the
following example). For each connection to be added or deleted, you provide information about the
node and interface at both ends of the connection. Multiple <connection> elements are permitted
within the template XML file.

<connectionedits>
<connection>
<operation>add or delete</operation>
<node>node Name, Hostname or management IP address</node>
<interface>ifName, ifAlias, ifDescr or ifIndex</interface>
<node>node Name, Hostname, or management IP address</node>

1Multiprotocol Label Switching
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<interface>ifName, ifAlias, ifDescr or ifIndex</interface>
</connection>
</connectionedits>

To add or delete a connection:

1. Forthe devices at both ends of the connection, gather the data required to identify the device
and interface (see table).

2. Onthe NNMi management server, at the command line, generate a connections template file
using either add to create an add.xml template file or de1ete to create a delete.xml template
file.

In the following example, NNMi creates an add.xml file:
nnmconnedit.ovpl -t add

Note: If you specify add, NNMi creates the template file named add. xm1. If you use delete,
the template file is named delete.xml.

3. Open the template file in a text editor and fill in the correct information for each node and
interface.

4. Onthe NNMi management server, at the command line, load the new connection information
into the NNMi database:
nnmconnedit.ovpl -f <add|delete>.xml

For example, to load the add.xml template file, enter:

nnmconnedit.ovpl -f add.xml
5. Open the Layer 2 Neighbor View map and verify the connection changes.

Required Layer 2 Connection Attributes in the Connection Editor File

Attribute Description

operation | Specify whether the connection is to be added or deleted.

node Identify the node using any of the following case-sensitive values:
e node Name
e Hostname (case-sensitive)

NNMi follows a set of rules to dynamically generate the value stored in the NNMi
database for each Node's Hostname. Click here for details.

= |f the Node supports SNMP, NNMi requests the Hostname using the IP
Address of the associated SNMP agent (the Management Address attribute
value on the Node form).

When the NNMi administrator chooses Enable SNMP Address Rediscovery
=4 in the Communication Configuration:

o |If the SNMP Agent does not respond, NNMi checks for another
Management Address to request the Hostname, and the Hostname could
change.

o If the SNMP Agent associated with the node changes, the Management
Address and Hostname could change.
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Required Layer 2 Connection Attributes in the Connection Editor File , continued

Attribute Description

When the NNMi administrator disables Enable SNMP Address Rediscovery
in the Communication Configuration:

o Ifthe SNMP Agent does not respond, NNMi uses the previously gathered
Management Address attribute value to request the Hostname.

o |If the SNMP Agent associated with the node changes, NNMi uses the
previously gathered Management Address attribute value to request the
Hostname.

= |f the Node does not support SNMP, no Management Address is available.
NNMi requests a Hostname starting with the lowest IP Address associated
with the node (a Discovery Seed value or an IP address value gathered from a
neighboring device). NNMi uses the first Hostname provided. The Hostname
might change during a future discovery cycle.

Note: NNMi administrators can use NNMi property file settings to change the
way NNMi determines Hostname values:

» nms-topology.properties file settings:
If DNS is the source of the Node's Hostname, there are three choices. By
default NNMi uses the exact Hostname from your network configuration. It
is possible to change NNMi behavior to convert Hostnames to all
uppercase or all lowercase. See the "Modifying NNMi Normalization
Properties" section of the HP Network Node Manager i Software
Deployment Reference, which is available at:
http://h20230.www2.hp.com/selfsolve/manuals.

» nms-disco.properties file settings:
The Hostname is either requested from the Node's lowest loopback
interface IP address that resolves to a Hostname or requested from the
Node's designated Management Address (SNMP agent address). With
either choice, when no IP address resolves to a Hostname, the IP address
itself becomes the Hostname. See the "Maintaining NNMi" chapter of the
HP Network Node Manager i Software Deployment Reference, which is
available at: http://h20230.www2.hp.com/selfsolve/manuals.

e management IP address

NNMi follows a set of rules to determine which address is the best choice as the
node's Management Address. Click here for details.

Note: With NNMi Advanced, the NNMi administrator specifies whether
NNMi prefers IPv4 or IPv6 addresses when selecting the Management
Address. See Configure Default SNMP, Management Address, and ICMP
Settings.

a. NNMiignores the following addresses when determining which Management
Address is most appropriate:

Page 286 of 1611

HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 7: Discovering Your Network

Required Layer 2 Connection Attributes in the Connection Editor File , continued

Attribute Description

o Any address of an administratively-down interface.
o Any address that is virtual (for example, VRRP ).

o Any IPv4 Anycast Rendezvous Point IP Address? or IPv6 Anycast
address.

o Any address in the reserved loopback network range. IPv4 uses 127/24
(127.*.x.*)and IPvBuses : : 1.

o Any IPv6 link-local addressS.

b. If the NNMi Administrator specifies Enable SNMP Address Rediscovery in
Communication Configuration, NNMi prefers the last-known Management
Address (if any).

c. If the Management Address does not respond and the NNMi Administrator
specifies Enable SNMP Address Rediscovery in Communication
Configuration, NNMi uses the Communication Configuration settings for
Management Address Selection. The NNMi Administrators chooses the order
in which NNMi checks the following:

o Seed IP / Management IP - If the NNMi Administrator configures a Seed,
NNMi uses the Seed address (either a specified IP address orthe DNS
address associated with a specified hostname) only during initial
Discovery. NNMi then requests the current Management Address (the
address from which the node's SNMP Agent responds) and uses that IP
address for all communication after initial discovery.

o Lowest Loopback - If a node supports multiple loopback address*, NNMi
queries each loopback addresses, starting with the lowest number. NNMi
uses the loopback address with the lowest number from which the
SNMP agent responds (for example, 10.16.42.197 is a lower number than
10.16.197.42).

1Virtual Router Redundancy Protocol

2Rendezvous Point addresses are loopback addresses used for routers in multi-cast network
configurations.

3A non-routable IPv6 unicast address only used for communication with other nodes on the same
link (LAN or VLAN). Link local addresses cannot be used for communication that must be
forwarded through a router. IPv6 auto-configuration automatically assigns a unique link local
address in the fe80::/10 address space to each IPv6-enabled interface on a system.

4The address associated with the loopback interface. The loopback interface is a virtual interface
on a device that provides a route for interal communication. Many vendors provide a specially
configured loopback for management purposes. Exact details of how loopbacks are configured
varies by vendor and model. See each device's documentation for details. NNMi identifies these
loopback addresses by using ifType Number 24, softwareloopback from the IANA ifType-MIB.
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Required Layer 2 Connection Attributes in the Connection Editor File , continued

Attribute Description

d.

This process is repeated during each Spiral Discovery cycle, and the
Management Address can change. For example, NNMi's inventory of addresses
for the node expands, or the current Management Address does not respond to
SNMP queries due to network problems or node reconfiguration. The NNMi
administrator can prevent changes to the management address using the
Communication Configurations Enable SNMP Address Rediscovery or Preferred
Management Address setting.

o Highest Loopback - If a node supports multiple loopback address!, NNMi
queries each loopback addresses, starting with the highest number. NNMi
uses the loopback address with the highest number from which the
SNMP agent responds.

o Interface Matching - The NNMi Administrator chooses which interface MIB
variable NNMi queries to detect changes. NNMi can use the following MIB-
Il attribute values: i fIndex, i fName, ifDescr, ifAlias, ora
combination of these (i fName or i fDescr, i fName or i fDescr or
ifAlias).

If no response, NNMi queries any remaining |IP addresses in the node's IP
address inventory, starting with the lowest number. NNMi uses the address
with the lowest number from which the SNMP agent responds.

If no response, NNMi checks for any Mapped Address configured for one of
the currently known addresses (see the Mapped Address column in the
Custom IP Addresses view).

Note: The address represents a static Network Address Translation
(NAT) pair's external IP address from the internal/external IP address
pair. NNMi Administrators configure these pairs using the Overlapping IP
Address Mapping form. NNMi uses this list of addresses starting with
IPv4 from low to high, then IPv6 from low to high.

If no response, NNMi might be configured to repeat the sequence using
SNMPv1, SNMPv2c, or SNMPv3 in the order specified by the NNMi
administrator (Communication Configurations SNMP Minimum Security Level
settings).

When all else fails, NNMi retains the last known Management Address (if any)
and automatically changes the State of that SNMP Agent object to Critical.

interface | ldentify the interface using one or more of the following (MIB-II) values:

1The address associated with the loopback interface. The loopback interface is a virtual interface
on a device that provides a route for interal communication. Many vendors provide a specially
configured loopback for management purposes. Exact details of how loopbacks are configured
varies by vendor and model. See each device's documentation for details. NNMi identifies these
loopback addresses by using ifType Number 24, softwareloopback from the IANA ifType-MIB.
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Required Layer 2 Connection Attributes in the Connection Editor File , continued
e ifName
e ifAlias
e ifDescr
e ifIndex Note the followingfor i fIndex:

» Forinterfaces in Non-SNMP nodes, always use the i f Index value of 0 (zero).

= Forinterfaces in SNMP nodes, choose other MIB-II values to identify the
interface because often automatic interface renumbering causes confusion.
See"Detect Interface Changes" on page 280.

Start Discovery On-Demand

NNMi provides the nnmnoderediscover.ovpl command line tool for initiating discovery. This tool
enables NNMi administrators to do the following:

o Rundiscovery of a subset of your network domain to get the most recent data without waiting for
the next-regularly schedules discovery cycle.

For example: Use nnmnoderediscover.ovpl to immediately add newly deployed critical devices
to the NNMi database without waiting for the next regularly-scheduled discovery cycle.

¢ Rundiscovery of your entire network on demand or using an automation script.

o Request updated discovery results from the Regional Managers in your network environment
after restoring the Global Manager to a previous state.

(NNMi Advanced - Global Network Management feature) Any change to the Node's
Management Mode setting is immediately sent from a Regional Manager (NNMi management
server) to the Global Manager. (Changes to Management Mode for other objects are sent during
the next Spiral Discovery cycle on the Regional Manager.)

Note: This tool can help you synchronize the Global Manager if for some reason the original
information from the Regional Managers is lost from the Global Manager's database.

See nnmnoderediscover.ovpl for more details.

Change Tenant Assignment for a Node

After discovery, NNMi administrators can change the Tenant settings for any Node:
o Using the nnmsecurity.ovpl command to change multiple Nodes.
¢ Using the Node form to change one Node's setting.

Devices that belong to the Default Tenant can have Layer 2 Connections to any device in any
Tenant. Devices within any Tenant other than Default Tenant can have Layer 2 Connections only to
devices within the same Tenant or the Default Tenant.
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Tip: Assign any infrastructure device that interconnects multiple NAT domains (such as a
NAT gateway) to the Default Tenant. This ensures that NNMi displays the Layer 2
Connections your team and customers need to see.

Caution: Devices within the Default Security Group are visible from all views. To control
access to a device, assign that device to a Security Group other than Default Security Group.
To assign a Node to a different Tenant:
1. Open the Node's form:
Note: Until an NNMi Administrator defines at least one Tenant in addition to Default
Tenant (provided by NNMi):
= The Tenant attribute does not appear on any Node form.

= The Tenant column does not appear in the Nodes (All Attributes) view.

2. Inthe Tenant attribute, do one of the following:

Modes Mode
[E—‘ | E‘k | N =ave and Close | ﬁ 3£ Delete Mode | F_”.

+ Bazics
Marmne node-natmne
Hostname 10.2.0.30

Management Address 10.2.0.30

Status hajor
+ Mode Management Mode Managed

Device Profile hpRouter _:"ﬁ -
'[Tenant Default Tenant ] [ _:"ﬁ - ]
* Decurity Group Default Security Group _:"ﬁ -

= Select the drop-down list and choose a different Tenant.

= Select the &8 ~ Lookup icon and select = New to create a new Tenant.

3. Click Save and Close.

Caution:

= If the Node is currently a member of a Router Redundancy Group, NNMi creates
duplicate Nodes. You must manually delete the record of this Node that is associated
with the prior Router Redundancy Group/Tenant pair.
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= |f the Node was or is now participating in a static Network Address Translation domain,
you must manually update any associated Overlapping IP Address Mapping. For more
information:

4. Optional. Any seed configuration that assigned that Node to the old Tenant during initial
discovery is now ignored by NNMi. Deleting the obsolete seed configuration is optional.

a. Navigate to the Seeds view.
i. From the workspace navigation panel, select the & Configuration workspace.
ii. Expand Discovery.
iii. Select Seeds.

b. Select the row for the seed configuration that assigns that Node to the old Tenant, and click

the ¥ Delete icon (see "Delete Discovery Seeds" on page 280 and "Delete Nodes" on
page 1602 for more information).
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Configure Device Profiles

You can modify the settings in the Device Profiles to fine-tune Spiral Discovery and the device
symbols on the maps.

According to industry standards (RFC 1213, MIB-II), each combination of vendor, device type, and
model number is assigned a unique SNMP system object ID (sysObjectID). Forexample, all
Cisco 6500 series switches have the same sysObjectIDprefix; .1.3.6.1.4.1.9.*

HP provides well over three thousand preconfigured Device Profiles, one for each known
sysObjectID at the time NNMi released.

NNMi uses Device Profiles (which equate to sysOb-jectID)to control certain types of behavior:

o Spiral Discovery determines the closest matching device profile, and uses the device profile
settings to control certain attribute values for the discovered device. The Device Profile also
influences the following:

= Auto-Discovery Rules can provide an sysObjectID list that expandsthe default discovery
behavior (beyond routers and switches) or prevents troublesome device types from being
discovered.

= The Node Name value might be affected, depending on your choices, see "Configure the
Node Name Strategy" on page 203.

o When Node Groups are defined based on system object IDs, the State Poller Service monitors
devices based on attribute values in the device profiles.

¢ Device Profile settings influence how State Poller detects renumbered interfaces. See "Detect
Interface Changes" on page 280.

« InMap views, the background shape of map icons is determined by the Device Category. See
About Map Symbols for an example of each available shape. There is also a Force Device
attribute that enables category overrides in troublesome situations.

Tip: To quickly locate the device profile settings for a particular network device, sort or filter
the Device Profiles view by clicking the heading for the Device Vendor, Device Model, or
Device Category columns.

To access the device profile definition for a particular device type:

1. Navigate to the Device Profile view.

a. From the workspace navigation panel, select the # Configuration workspace.

b. Select the Device Profiles view.

2. Do one of the following:
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= Tocreate a device profile, click the - New icon.

= To edit a device profile, click the E Open icon in the row representing the configuration you
want to edit.

3. Modify the settings as needed:

Caution: When you make a change, NNMi must update all references to device profiles.
This can take some time and slow down your system. Consider making this change during
a slow time in your network environment.

= The basic settings Device Category attribute value modifies NNMi behavior for Spiral
Discovery and map symbols.

Caution: If you make changes to a Menu Item provided by NNMi, those changes are at
risk of being overwritten in the future. See Author form for important information.

= The advanced settings control NNMi behavior for Spiral Discovery and Node name
selection. For example, instruct NNMi to treat a certain device type as a Router.

4. Click il Save and Close. NNMi applies your changes during the next regularly scheduled
discovery cycle. To apply the changes immediately, use Actions — Polling —
Configuration Poll. See Using Actions to Perform Tasks for more information.

Tip: You can right-click any object in a table or map view to access the Actions menu.
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Creating Groups of Nodes or Interfaces

Groups of nodes or interfaces are used for a variety of purposes within NNMi. Use of these groups
is optional.

o Use node and interface groups to create custom view filters that help your team quickly sift
through data in the NNMi views and identify the most important information. See Filter Views by
Node or Interface Group.

o Special Actions are available for Node Groups and Interface Groups.

« Use Node Groups and Interface Groups to specify monitoring configuration settings.
See"Monitoring Network Health" on page 340. For example, configure a different health
monitoring interval for each group.

o (NNMi Advanced - Global Network Management feature) On a Regional Manager, use Node
Groups to limit the amount of data available to Global Managers in your network environment.
See "Regional Manager: Create a Forwarding Filter (Limit the available Node information)" on
page 102 for more information.

o (NNM iSPI Performance) If you are using the HP Network Node Manager iSPI Performance for
Metrics Software or HP Network Node Manager iSPI Performance for Traffic Software, control
performance monitoring and provide report filters by Node Group.

NNM iSPI Performance for Metrics only. NNMi automatically synchronizes Interface Group and
Node Group configuration changes between NNMi and NNM iSPI Performance for Metrics.
However, in some cases, additional configuration changes that affect Node Group or Interface
Group membership might take longer to synchronize. If you do not see one or more nodes in an
NNMi Performance for Metrics report that are visible in NNMi, use the Actions — HP NNM
iSPI Performance — Sync Interface and Node Groups with NNMi option. This option forces
NNMi to synchronize the Interface and Node Group information between NNMi and NNM iSPI
Performance for Metrics more quickly than the default time frame.

Once Node Groups or Interface Groups are defined, you can reuse them within any context (view
filtering and NNMi configuration settings) or you can configure them to be hidden from the view filter
lists.

View Filter Possibilities

Available in NNMi views based on: Object Type

IP Node
Filter Incident Node Interface Address Card Component
Node Groups X X X X
"Create Node Groups" on the
next page
Interface Groups X X X X
"Create Interface Groups" on
page 321
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Create Node Groups

Node Groups are used for a variety of purposes in NNMi. See "Creating Groups of Nodes or
Interfaces" on the previous page for more information.

You can create any number of Node Groups in addition to the ones that NNMi provides (see "Node
Groups Provided by NNMi" on page 335).

To create Node Groups, use one or more of the following methods:

o "Create Node Groups Using Filters or Hosthame Lists (Configuration: Node Groups)" on the
next page

o "Create Node Groups From the Actions Menu " on page 312
o "Add Nodes to a Node Group From the Actions Menu" on page 314
e "InaCSV File, Define Node Groups" on page 316

To verify the contents of the current Node Group:

1. Inthe Node Group form, click Elsave.

2. Select Actions > Node Group Details > Preview Members (Current Group Only).

3. Click & Refresh to check for the most recent changes to Node Group contents.

Tip: To test the effects of your Node Group definition on Child Node Groups, in the Node
Group form, select Save, then Actions > Node Group Details > Show Members (Include
Child Groups). NNMi displays the members of the current Node Group members as well as
the members of each associated Child Node Group. Depending on the complexity of your

Node Group hierarchy, NNMi might take some time to complete updating the results. Click 5
Refresh to check for the most recent changes to Node Group contents.

Special Actions are available for Node Groups and Interface Groups.
Tip: You can right-click any object in a table or map view to access the Actions menu.

You can also use the nnmloadnodegroups.ovpl command to list the following:
= Names of the existing Node Groups

» Selected attributes of nodes that are members of a specified Node Group

Tip: NNM iSPI Performance for Metrics only. NNMi automatically synchronizes Interface
Group and Node Group configuration changes between NNMi and NNM iSP| Performance for
Metrics. However, in some cases, additional configuration changes that affect Node Group or
Interface Group membership might take longer to synchronize. If you do not see one or more
nodes in an NNMi Performance for Metrics report that are visible in NNMi, use the Actions —
HP NNM iSPI Performance — Sync Interface and Node Groups with NNMi option. This
option forces NNMi to synchronize the Interface and Node Group information between NNMi
and NNM iSPI Performance for Metrics more quickly than the default time frame.
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NNMi administrators can use Security Groups as Node Group definitions that become filters in
NNMi views. If a user cannot access any nodes in a particular Node Group, that filter dynamically
disappears from the filter selection list in the user's NNMi views. Any attribute in a Node form can
be used to identify the members of a Node Group (for example, the Security Group attribute value or
the Tenant attribute value).

Note: If you use multiple tenants, you might not want users to see all of the Node Groups you
create. To remove the Nodes Group view from the NNMi console, see the "NNMi Console"
chapter of the HP Network Node Manager i Software Deployment Reference.

Related Topics

"Define Node Group Map Settings" on page 488

"Create Interface Groups" on page 321

Create Node Groups Using Filters or Hosthame
Lists (Configuration: Node Groups)

Node Groups are used for a variety of purposes in NNMi. See "Creating Groups of Nodes or
Interfaces" on page 294 for more information.

Note: By default NNMi Administrators can create, modify, and delete Node Groups. NNMi
Administrators can configure NNMi to permit User Accounts assigned to the NNMi Operator
Level 2 User Group to create, modify, and delete Node Groups. See the HP Network Node
Manager i Software Deployment Reference for more information (Help — Documentation
Library). Search for "Node Group".

You can create any number of Node Groups in addition to the ones that NNMi provides (see "Node
Groups Provided by NNMi" on page 335).

One method for creating Node Groups is using filters or hostname lists to match the way your team
identifies important network devices. Each Node Group is defined using one or more of the
following:

o Device Filters (by any combination of SNMP device category, vendor, family, profile)

« Additional Filters (Boolean expressions based on a list of object attributes)

o Additional Nodes (identified by case-sensitive Hostname)

o Child Node Groups (use any combination of Node Groups to create a filter)

NNMi combines the results of all Node Group configuration settings in the following manner:

« NNMifirst evaluates Device Filters. If any exist, nodes must match at least one specification to
belong to this Node Group.

« NNMithen evaluates any Additional Filters. Nodes must also pass all Additional Filters
specifications to belong to this Node Group.
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« Any Additional Nodes specified are always included in the Node Group, regardless of any filters.

« Any Child Node Group results are treated the same as Additional Nodes.

Note: You can also create Node Groups using the Actions — Node Group Membership
option. This method adds the selected nodes to a Node Group that NNMi creates. See "Create
Node Groups From the Actions Menu " on page 312 for more information.

To create a Node Group Using Filters or Hostname Lists (if your role permits you to do
this):

1. Navigate to the Node Group form.

a. From the workspace navigation panel, select the Configuration workspace.
b. Expand the Object Groups folder.
c. Select the Node Groups view.

d. Do one of the following:
o To create a Node Group, click the == New icon.

o To edit a Node Group, click the B Openicon in the row representing the Node Group
you want to edit.

2. Inthe Node Group form, provide the required information in the Basics section.

3. (NNM iSPI Performance) Make the Node Group available within NNM iSPI Performance
products (see NNM NNM iSPI Performance table).

4. |dentify the nodes that belong to this Node Group.
Do one or more of the following:

» Specify afilter based on Device Profile settings using the Device Filters tab (any
combination of category, vendor, family, or profile).

Tip: To base your filter on the SNMP system Object ID number, use the Additional
Filters sysOidNode code.

= Specify a Node Group filter using the Additional Filters tab (use a variety of available codes
to filter by object attribute values in the NNMi database).

= Specify individual nodes using the Additional Nodes tab (provide a list of Hostnames, as
they appear in the NNMi database).

= Specify Child Node Groups using the Child Node Groups tab (use combinations of Node
Groups to create afilter).

5. Click Il Save and Close to return to the Node Group form.

Note: You must click Save and Close to save your changes each time you create a Node
Group.

6. Click illSave and Close.
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If you configured this Node Group for Monitoring, NNMi applies your changes during the next
monitoring cycle. "Configure NNMi Monitoring Behavior" on page 340.

To review a Node Group definition:

1. From the workspace navigation panel, select the Inventory workspace.

2. Select the Node Groups view.

3. Double-click the row representing the Node Group definition you want to see.
4

. The Node Group form displays.

Note: NNMi monitors the status of each Node Group over time. To check Node Group
status information, access the Node Group form's Status tab.

5. When finished, click the £ Close icon.
You can also use the nnmloadnodegroups.ovpl command to list the following:
= Names of the existing Node Groups
= Selected attributes of nodes that are members of a specified Node Group
Special Actions are available for Node Groups and Interface Groups.
Related Topics
"Create Node Groups From the Actions Menu " on page 312

"Ina CSV File, Define Node Groups" on page 316

Specify Node Group Additional Filters

Use the Additional Filters Editor to create expressions that refine the requirements for membership
in a Node Group. Make sure to design any complex Additional Filters offline as a Boolean
expression first. This method can help to minimize errors when entering your expressions using the
Additional Filters Editor.

If any Additional Filters are created, NNMi combines any Device Filters and Additional Filters using
the AND Boolean operator as follows:

« NNMifirst evaluates any Device Filters. Nodes must match at least one Device Filter
specification to belong to this Node Group.

o NNMithen evaluates the Additional Filters expression. Nodes must also match all Additional
Filters expression specifications to belong to this Node Group.

To create an Additional Filters expression:

1. Navigate to the Node Group Form: Additional Filters tab.
a. From the workspace navigation panel, select the Configuration workspace.
b. Expand the Object Groups folder.

c. Select Node Group.
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d. Do one of the following:
o To create a Node Group definition, click the = New icon.

o To edit a Node Group definition, click the = Openiconin the row representing the Node
Group definition you want to edit.

e. Inthe Node Group form, select the Additional Filters tab.

2. Establish the appropriate settings for the Additional Filters you need (see the Additional Filters
Editor Components and Additional Filters Editor Buttons table). See "Guidelines for Creating
Additional Filters for Node Groups" on page 307 for more information.

a. Plan out the logic needed for your Filter String.

b. Use the buttons on the bottom half of the Additional Filters Editor to establish the logic
structure. See "Add Boolean Operators in the Additional Filters Editor" on page 310.

For example, to establish the following structure, select Insert, then click AND, then NOT,
and then AND a second time:

(( ) AND NOT ( ))

c. Now place your cursor in a location within the displayed Filter String, and use the top half of
the filter editor to define the parameters of the selected filter requirement.

For example, select a set of parentheses and use the Insert button to specify the filter
requirement within those parentheses:

MNOT EXISTS
Delete

Filter Editor
Attribute COperator Value
'_hnstedIP.ﬂ.ddress | between bl :I:I.I:I.EI.I:I [ Append
255.255.255.255 | _[Cnset D)
AND Insert (v
- o
Highlight the location in the
logic flow, then click Insert
to define the filter requirement EXISTS

AND NOT ()}

3. Click il Save and Close.

Additional Filters Editor Components for Node Groups

Attribute Description

Attribute | NNMi provides Additional Filters codes for a subset of object attributes. For more
information about the available Additional Filter codes for each NNMi object type,
click the link:
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Additional Filters Editor Components for Node Groups, continued

Attribute Description

« Node attribute codes [click here for a list of attribute codes]

Values from the Basic Attributes listed on the Node Form:
= hostname (Hostname, case-sensitive)

= mgmtIPAddress (Management Address)

= isSnmpNode (Agent Enabled)

= isNnmSystemLocal (NNMi Management Server)

» securityGroupName (Security Group)

Note: If you enter the Name value for a Security Group that you do not have
permission to access, the Node Group will be empty. See "Configuring
Security" on page 503 for more information.

Values from the Node Form:General Tab:

= sysName (System Name)

= syslocation (System Location)

= sysContact (System Contact)

= sysOidNode (System Object ID)

Addresses from the Node Form: IP Addresses Tab:
= hostedIPAddress (Address)

See "Node Groups of IPv4 or IPv6 Addresses " on page 306 for ideas.
Unique Keys from the Node Form: Capabilities Tab:
= capability (Unique Key of the Capability)

Values from the Node Form: Custom Attributes Tab:

Note: When using customAttrNameand customAttrValue pairs, use
EXISTS if you want NNMi to consider Nodes that do not have Custom
Attributes when evaluating the entire Filter String. Otherwise Nodes that do
not have Custom Attributes are automatically excluded from the Node Group
even if they have values that pass other aspects of your filter.

= customAttrName (Custom Attribute Name)
» customAttrValue (Custom Attribute Value)

o Security Group attribute codes [click here for a list of attribute codes]

Values from the Security Group Form:

Note: If you enter the Name or UUID value for a Security Group that you do not
have permission to access, the Node Group will be empty. See "Configuring
Security" on page 503 for more information.

= securityGroupName (Name)
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Additional Filters Editor Components for Node Groups, continued
Attribute Description
= securityGroupUuid (UUID)

o Tenant attribute codes [click here for a list of attribute codes]

Values from the Tenant Form:
= tenantName (Name)
= tenantUuid (UUID)
o Device Profile attribute codes [click here for a list of attribute codes]
Values from the Basics Attributes on the Device Profile Form:

NNMi matches the Label attribute values from the Device Profile Form for each of
the following:

= devCategoryNode (Device Category)
= devVendorNode (Device Vendor)
» devFamillyNode (Device Family)

Tofilter on the SNMP system object ID number assigned to a particular
make/model, use the sysOidNode attribute. See Values from the Node
Form: General Tab.

o Regional Manager attribute codes (NNMi Advanced) [click here for a list of
attribute codes]

Values from the associated entry on the Regional Manager Form:
Connection Tab:

= nnmSystemName (Hostname, case-sensitive)

(NNMi Advanced) If the Global Network Management feature is enabled, this
attribute value identifies a Regional Manager (NNMi management server).

Operator | The standard query language (SQL) operations to be used for the search.
Note: Only the is null Operator returns null values in its search.
Valid operators are described below.

o = Finds all values equal to the value specified. Click here for an example.

Example: sysName = cisco2811 finds all devices with system name equal to
cisco2811.

o !=Finds all values not equal to the value specified. Click here for an example.
Example: sysName != cisco2811 finds all system names other than
cisco2811.

¢ <Finds all values less than the value specified. Click here for an example.

IPv4 example: mgmt IPAddress < 15.239.255.255 finds all IP address
values less than 15.239.255.255
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Additional Filters Editor Components for Node Groups, continued

Attribute Description

IPv6 example: mgmt IPAddress < ::ff££:0:0 finds all IP address values
less than ::ffff:0:0

e <= Finds all values less than or equal to the value specified. Click here for an
example.
Example: mgmt IPAddress <= 15.239.255.255 finds all IP address values
less than or equal to 15.239.255.255.

o > Finds all values greater than the value specified. Click here for an example.

IPv4 example: mgmt IPAddress > 15.238.0.0 finds all IP address values
greater than 15.238.0.0

IPv6 example: mgmtIPAddress > ::ffff:ffff:ffff finds all IP address
values greater than ::ffff-ffff.ffff

o >=Finds all values greater than or equal to the value specified. Click here for an
example.
Example: mgmtIPAddress >= 15.238.0.0 finds all IP address values
greater than or equal to 15.238.0.0.

« between Finds all values equal to and between the two values specified. Click
here for an example.

Example: mgmt IPAddress between 15.238.0.10 15.238.0.120 finds
all IPv4 address values equal to or greater than 15.238.0.10 and equal to or less
than 15.238.0.120.

See "Node Groups of IPv4 or IPv6 Addresses " on page 306 for more examples of
using the between Operator.

« inFinds any match to at least one value in a list of values. Click here for an
example.

Example:
sysName in

“alue

cizco2811
cizcoss00

finds all systems with names that are cisc02811 or cisco5500.
Note: As shown in the example, each value must be entered on a separate line.

NNMi displays the list of attributes using comma-separated values enclosed in
parentheses, for example (cisco2811, cisco550). However, the comma-
separated list is used only for display purposes. The actual delimiter is the new
line.

¢ is not null Finds all non-blank values. Click here for an example.
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Additional Filters Editor Components for Node Groups, continued

Attribute Description

Example: sysName is not null finds all systems that have a name value.

is null Finds all blank values. Click here for an example.

Example: sysName is null finds all systems that do not have an assigned
name value.

like Finds matches using wildcard characters. Click here for more information
about using wildcard characters.

The following attributes cannot be used with the 11 ke operator:
= hosted|Paddress
= mgmtlPaddress

The asterisk (*) character means any number of characters of any type at this
location.

Note: For optimum performance, avoid beginning your search string with an
asterisk (*).

The question mark (?) character means any single character of any type at this
location.

Examples:
m sysName like cisco* finds all system names that begin with cisco.

m sysName like cisco??* finds all system names that start with cisco
followed by two characters.

m sysName like rtr??bld5* finds all system names that have specific
characters at an exact location, positions 1-3 (rtr) and 6-9 (bld5).

not between finds all values except those between the two values specified.
Click here for an example.

Example: mgmt IPAddress not between 15.238.0.10 15.238.0.120
finds all IP address values less than 15.238.0.10 and greater than 15.238.0.120.

See "Node Groups of IPv4 or IPv6 Addresses " on page 306 for more examples of
using the not between Operator.

not in Finds all values except those included in the list of values. Click here for an
example.

Example:
sysName not in

“alue

cizco2811
cizcoss00

finds all system name values other than cisco2811 and cisco05500.
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Additional Filters Editor Components for Node Groups, continued

Attribute Description

Note: As shown in the example, each value must be entered on a separate line.

NNMi displays the list of attributes using comma-separated values enclosed in
parentheses, for example, (cisco2811, cisco550). However, the comma-
separated list is used only for display purposes. The actual delimiter is the new
line.

not like Finds all that do not have the values specified (using wildcard strings).
Click here for an example.

The following attributes cannot be used with the not 1ike operator:
= hostedIPaddress
= mgmtlPaddress

The asterisk (*) character means any number of characters of any type at this
location.

The question mark (?) character means any single character of any type at this
location.

Examples:

m sysName not like cisco* finds all system names that do not begin with
cisco.

m sysName not like cisco??* finds all system names that do not begin
with cisco followed by two characters.

m sysName not like rtr??bld5* finds all system names that do not have
specific characters at an exact location, positions 1-3 (rtr) and 6-9 (bld5).

Value

The value for which you want NNMi to search.

Note the following:

The values you enter are case sensitive.

NNMi displays a variable number of value fields depending on the Operator
selected. For example, the between Operator causes two value fields to be
displayed.

The inand not in operators require that each value be entered on a separate
line.

When entering a value for the Capability attribute, copy and paste the Unique Key
value from the Node form: Capability tab.

Additional Filters Editor Buttons

Button

Description

Append | Appends the current expression (Attribute, Operator,and Value) to the selected

expression already included in the Filter String.
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Additional Filters Editor Buttons, continued

Button Description

Insert

Inserts the current expression (Attribute, Operator,and Value) in front of the cursor
location within the Filter String.

Replace

Replaces the selected expression with the expression displayed in the Attribute,
Operator, and Value fields.

AND

Inserts the AND Boolean Operator in the selected cursor location.

Note: View the expression displayed under Filter String to see the logic of the
expression as it is created.

OR

Inserts the OR Boolean Operator in the current cursor location.

Note: View the expression displayed under Filter String to see the logic of the
expression as it is created.

NOT

Can be used in any part of the Filter String to specify that NNMi should exclude nodes
with values that pass the expression that immediately follows the NOT.

For example, when evaluating the following Filter String, NNMi includes nodes with a
hostname that contains router, followed by any number of characters, followed by
hp.com and excludes any nodes with a Device Profile that includes Cisco as the
Vendor value:

(hostname like router*.hp.com OR NOT (devVendorNode = Cisco))

EXISTS

Used for filters that include Capabilities or Custom Attribute names and values in the
Filer String. Indicates that you want NNMi to consider nodes that do not have any
Capabilities or Custom Attributes when evaluating the Filter String.

Note: If you include Capabilities or Custom Attribute names and values in the Filer
String, but do not use EXISTS or NOT EXISTS, NNMi excludes from its search
nodes that do not include Capabilities or Custom Attributes.

For example, when evaluating the following Filter String, NNMi includes nodes with a
hostname that includes router, followed by any number of characters, followed by
hp.com as well as any nodes that have the Custom Attribute edge and that edge
value is true:

(hostname like router*.hp.com OR EXISTS ((customAttrName=edge
AND customAttrValue=true)))

NOT
EXISTS

Used for filters that include Capabilities or Custom Attribute names and values in the
Filer String. Indicates that you want NNMi to consider nodes that do not have any
Capabilities or Custom Attributes when evaluating the Filter String, but exclude the
nodes that match the expression that follows the NOT EXISTS.

Note: If you include Capabilities or Custom Attribute names and values in the Filer
String, but do not use EXISTS or NOT EXISTS, NNMi excludes from its search
nodes that do not include Capabilities or Custom Attributes.

For example, when evaluating the following Filter String, NNMi includes nodes with a
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Additional Filters Editor Buttons, continued

Button Description

hostname that includes router, followed by any number of characters, followed by
hp.com and excludes any nodes with Custom Attribute edge and that edge value is
true.

(hostname like router*.hp.com OR NOT EXISTS
((customAttrName=edge AND customAttrValue=true)))

Delete Deletes the selected expression.

Note: If the Boolean Operator is selected, the Additional Filters Editor deletes all
expressions associated with the Boolean Operator.

Node Groups of IPv4 or IPv6 Addresses

Use the Node Group form's Additional Filters editor to create Node Groups based on the following
criteria ("Specify Node Group Additional Filters" on page 298):

¢ All nodes that have only IPv4 addresses
[click here for details of this filter.]

Both of the following example Node Group's Additional Filters provide the same results. The first
example uses |IPv4 address notation. The second example uses IPv6 address notation:

( (hostedIPAddress between 0.0.0.0 AND 255.255.255.255) AND NOT
(hostedIPAddress not between 0.0.0.0 AND 255.255.255.255))

or (NNMi Advanced with IPv6 enabled)

( (hostedIPAddress between 0.0.0.0 AND 255.255.255.255) AND NOT
(hostedIPAddress not between ::ffff:0:0 AND ::ffff:ffff:ffff))

o All nodes that have any IPv4 addresses (could also have IPv6)
[click here for details of this filter.]

The following example Node Group's Additional Filter finds any node that has at least one IPv4
address:

(hostedIPAddress between 0.0.0.0 AND 255.255.255.255)

o (NNMi Advanced with IPv6 enabled) All nodes that have only IPv6 addresses
[click here for details of this filter.]

IPv6 addresses extend the number of possible IP addresses. The old IPv4 address range falls
within the new IPv6 range. Valid IPv6 address values can be less than or greater than the old
IPv4 range of addresses. NNMi Advanced converts the IPv4 addresses to the new IPv6
notation, then stores and filters the IPv4 addresses as IPv6 addresses (: : ffff:a.b.c.d).

Both of the following example Node Group's Additional Filters provide the same results. The first
example uses |IPv4 address notation. The second example uses IPv6 address notation:
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( (hostedIPAddress not between 0.0.0.0 AND 255.255.255.255) AND NOT
(hostedIPAddress between 0.0.0.0 AND 255.255.255.255))

or

((hostedIPAddress not between ::ffff:0:0 AND ::ffff:ffff:ffff) AND
NOT (hostedIPAddress between 0.0.0.0 AND 255.255.255.255))

o (NNMi Advanced with IPv6 enabled) All nodes that have any IPv6 addresses (could also have
IPv4)
[click here for details of this filter.]

The following example Node Group's Additional Filter finds any node that has at least one IPv6
address:

((hostedIPAddress between ::0 AND ::fffe:ffff:ffff) OR
(hostedIPAddress ::1:0:0:0 AND
ffff:ffff.ffff.ffff.ffff.£ffff:.££££:.££££F))

o (NNMi Advanced with IPv6 enabled) All nodes that have both IPv4 and IPv6 addresses (also
known as dual-stack nodes)
[click here for details of this filter.]

The following example Node Group's Additional Filter finds any node that has at least one IPv4
address and at least one IPv6 address:

((hostedIPAddress between 0.0.0.0 AND 255.255.255.255) AND
(hostedIPAddress not between 0.0.0.0 AND 255.255.255.255))

Note: To maximize the performance of Additional Filters based on an IP Address range, avoid
multiple filter expressions. For example, use the between operator instead of the greater than
or equal to (>=) and less than or equal to (<=) operators that cause NNMi to use multiple
queries for finding all addresses that match the filter.

Guidelines for Creating Additional Filters for Node Groups

The Additional Filters Editor enables you to create expressions to further define the nodes to be
included in a Node Group. Make sure to design any complex Additional Filters offline as a Boolean
expression first. This method can help to minimize errors when entering your expressions using the
Additional Filters Editor.

When creating Additional Filters for a Node Group, note the following:

« NNMitreats each set of expressions associated with a Boolean Operator as if it were enclosed
in parentheses and evaluated together rather than in order of grouping as the nesting implies.
Therefore, when using the AND operator to combine expressions that include Custom Attributes,
include only one customAttrName/customAttrValue pair in the expression. Otherwise, if you use
multiple customAttrName and customAttrValue pairs with the AND operator, the results might
not be as expected. Click here for an example.
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In the following example, because the AND Boolean operator indicates that NNMi should
evaluate all of the customAttrname and customAttrvalue pairs together, it is not possible
for any nodes to match this Additional Filters expression:

Additional Filter Expression Example 1:

((customAttrName = capability) AND (customAttrValue =
com.hp.nnm.capability.card.fru)) AND ((customAttrName = location)
AND (customAttrValue = datacenterl))

This is because customAttrName would need to match both capability and>location at
the same time. However, if you use the OR operator to combine the customAttrName and
customAttrValue pairs as shown in the following example, the filter should work as
expected.

Additional Filter Expression Example 2:

((customAttrName = capability) AND (customAttrValue =
com.hp.nnm.capability.card.fru)) OR ((customAttrName = location)
AND (customAttrValue = datacenterl))

Using the Node values listed in the following table, all three nodes (nodeA, nodeB, and nodeC)
pass the filter in Example 2 because each of these nodes has either the value
com.hp.nnm.capability.card.fru forcapabilityorthe value datacenterl for
location.

Example Data

Node Name capabilty customAttrName customAttrValuee
nodeA com.hp.nnm.capability.card.fru location datacenter1

nodeB com.hp.nnm.capability.card.fru | <undefined> <undefined>

nodeC <undefined> location datacenter1

Use the EXISTS and NOT EXISTS operators when you want NNMi to consider nodes that do
not have any Capabilities or Custom Attributes when evaluating the Filter String. See "Specify
Node Group Additional Filters" on page 298 for more information.

View the expression displayed under Filter String to see the logic of the expression as it is
created.

The AND and OR Boolean Operators must contain at least two expressions as shown in the
example below.

AND
sysName like cisco*
sysName != cisco2811
OR
sysLocation = Boston
sysContact In (Johnson,Hickman)

NNMi evaluates the expression above as follows:
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sysName like cisco* AND sysName != cisco2811 AND (sysLocation =
Boston OR sysContact in (Johnson, Hickman))

= NNMifinds all nodes with a (system name) sysName beginning with cisco, except not
cisco2811.

= Of these nodes, NNMi then finds all nodes with a (system location) sysLocation of Boston or
(system contact name) sysContact of Johnson or Hickman.

NNMi evaluates only those nodes that contain values for all of the attributes included in the
Additional Filter expression. Click here for an example.

If your Node Group filter expression includes the capability and customAttrName
attributes, then NNMi evaluates only nodes that have a value defined for both capability and
customAttrName. Forexample, if you create a Node Group using the following Additional
Filters expression, then NNMi evaluates only those nodes that have a value defined for
capability and a value defined for customAttrName

(capability = com.hp.nnm.capability.card.fru) OR (customAttrName =
location)

Using the Node values listed in the following table, NNMi only evaluates nodeA. This is because
nodeA contains a value for capability and avalue for customAttrName. NNMi does not
evaluate nodeB because it does not have a value for customAt t rName. NNMi does not
evaluate nodeC because it does not have a value for capability. NodeA also passes Node
Group Additional Filter because its capability value of

com.hp.nnm.capability.card. fru matches the value specified in the Additional Filter
expression. Therefore, only nodeA is included in this example Node Group.

Example Data

Node Name capabilty customAttrName customAttrValuee
nodeA com.hp.nnm.capability.card.fru location datacenter1

nodeB com.hp.nnm.capability.card.fru <undefined> <undefined>

nodeC <undefined> location datacenter1

Tip: You can populate a placeholder value, such as "none" or "undefined" for any attribute that
you want to use in an Additional Filter.

The placement of your cursor and the subsequent text that is selected is important when
performing operations using the Additional Filters Editor. For example, you append to or replace,
the expression that is selected.

The placement of your cursor and the subsequent text that is selected is especially important
when adding your Boolean operators. See "Add Boolean Operators in the Additional Filters
Editor" on the next page for more information.

You can drag any of the following items to a new location in the Filter String:
= Filter Editor Options: AND, OR, NOT, EXISTS, NOT EXISTS

» Filter Expression (Attribute, Operator and Value)

When moving items in the Filter String, note the following:
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= Click the item you want to move before dragging it to a new location.

= As you drag a selected item, an underline indicates the target location.

= |f you are moving the selection up, NNMi places the item above the target location.

= |f you are moving the selection down, NNMi places the item below the target location.

= If you attempt to move the selection to an invalid target location, NNMi displays an error
message.

Add Boolean Operators in the Additional Filters Editor

When adding or deleting Boolean Operators using the Additional Filters Editor, note the following:

Add your highest level Boolean operator first. For example, AND is the highest level Boolean
operator in the following expression

(sysName like cisco* OR sysName like hp*) AND ( sysLocation = Boston OR sysContact in
Johnson,Hickman)

Add each additional Boolean Operator before the expressions to which it applies.

Select the appropriate Boolean Operator in the expression before you add the expressions to
which the Boolean Operator applies.

When a Boolean Operator is selected and you click Delete, any expressions that are associated
with the Boolean Operator are also deleted.

In the example expression below, If you select AND and then click Delete, the Additional Filters
Editor deletes the entire expression.

s AND
o OR
m =zyshame like cizco™®
m syshlame like hp™
= OR
m sysl ocation = Boston
= sysContact im (Johnson, Hickman)

Click here for an example for creating Node Group Additional Filters.

Node Group Additional Filters Expression Example

((sysName like cisco* OR sysName like hp*) AND (sysLocation = Boston
OR sysContact in (Johnson, Hickman)))

To add the expression above, after you are in the Additional Filters Editor, follow these steps:

1.

o o k~ w0 Db

Click AND.

Click OR.

Select the OR you just added to the expression.

In the Attribute field select sysName from the drop-down list.
In the Operator field, select like from the drop-down list.

In the Value field, enter cisco*.
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7.

8.

9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.

22.
23.
24.

25.

Click Append.

In the Attribute field, select sysName from the drop-down list.

In the Operator field, select like from the drop-down list.

In the Value field, enter hp*.

Click Append.

Select the AND that you previously added to the expression.
Click OR.

Select the OR you just added to the expression.

In the Attribute field, select sysLocation from the drop-down list.
In the Operator field, select = from the drop-down list.

In the Value field, enter Boston.

Click Append.

In the Attribute field, select sysContact from the drop-down list.
In the Operator field, select in from the drop-down list.

In the Value field:

a. enterJohnson and press <Enter>.

b. Onthe new line, enter Hickman.

Click Append.

Click Save to save your Additional Filters.

Select Actions > Preview Members (Current Group Only) to view the members of the
Node Group that is a result of this filter.

Tip: To test the effects of your Node Group definition on Child Node Groups, in the Node Group

form, select Save, then Actions > Node Group Details > Show Members (Include
Child Groups). NNMi displays the members of the current Node Group members as well
as the members of each associated Child Node Group. Depending on the complexity of
your Node Group hierarchy, NNMi might take some time to complete updating the results.

Click & Refresh to check for the most recent changes to Node Group contents.

Click & Refresh to check for the most recent changes to Node Group contents.

Click here for an example for creating an Interface Group Additional Filters.

Interface Group Additional Filters Expression Example

((ifName like ATM* AND ifName != ATMS/O/A) AND (ifSpeed = 10 OR
ifSpeed = 100))

To add the expression above, follow these steps:
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—_

Click AND.

Click AND.

Select the AND you just added to the expression.

In the Attribute field select ifName from the drop-down list.
In the Operator field, select like from the drop-down list.

In the Value field, enter ATM*.

Click Append.

In the Attribute field, select ifName from the drop-down list.

© ® N o 0o > w0 N

In the Operator field, select !=not equal to from the drop-down list.
In the Value field, enter ATMS/O0/A.
. Click Append.

- A
N o~ O

Select the first AND that you added to the expression.
Click OR.

[ .
> »

Select the OR you just added to the expression.

—
o

In the Attribute field, select ifSpeed from the drop-down list.

—
IS

In the Operator field, select = from the drop-down list.

—
N

In the Value field, enter 10.

Click Append.

[ N .
© ®©

In the Attribute field, select ifSpeed from the drop-down list.

N
©

In the Operator field, select = from the drop-down list.

N
—_

In the Value field, enter 100.
. Click Append.

N N
w N

. Click Save to save your Additional Filters.

[N
b

Select Actions >Show Members to view the members of the Interface Group that is a result
of this filter.

Tip: You can right-click any object in a table or map view to access the Actions menu.

Create Node Groups From the Actions Menu

Node Groups are used for a variety of purposes in NNMi. See "Creating Groups of Nodes or
Interfaces" on page 294 for more information.

Note: By default NNMi Administrators can create, modify, and delete Node Groups. NNMi
Administrators can configure NNMi to permit User Accounts assigned to the NNMi Operator
Level 2 User Group to create, modify, and delete Node Groups. See the HP Network Node
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Manager i Software Deployment Reference for more information (Help — Documentation
Library). Search for "Node Group".

You can create any number of Node Groups in addition to the ones that NNMi provides (see "Node
Groups Provided by NNMi" on page 335).

You can easily create a Node Group from any Nodes or map view using the Actions menu. NNMi
adds the selected nodes to the Node Group that it creates. When creating Node Groups using the
Actions menu, note the following:

o Multiple nodes can be associated with one Node Group.

¢ One node can be associated with multiple Node Groups.

o If you change the Node Group name, the Group Membership does not change.

To create a Node Group from the Actions menu (if your role permits you to do this):

1.

o > w0 b

Navigate to a Node inventory view.

a. From the workspace navigation panel, select the Inventory workspace.

b. Select the node view of interest (for example, Nodes view).
Tip: You can also select Nodes from a map view.

Use Ctrl-Click to select each node you want to add to a Node Group.
Select Actions — Node Group Membership.
Select Add to a new Node Group.

In the Node Group Membership dialog, box, enter the Name of the Node Group you want to
create. This name is a maximum of 255 characters. Alpha-numeric, spaces, and special
characters (~! @ #9$ % " & * () _+ -) are permitted.

Tip: If you want to view the associated Node Group form, in the Node Group Membership

dialog box, check </ Open the Node Group form. When selected, NNMi opens the
Node Group form so that you can view your changes.

Note: NNMi lists the nodes you have added on the Additional Nodes tab.

In the Node Group Membership dialog box, click OK to save your changes.

If you configured this Node Group for Monitoring, NNMi applies your changes during the next
monitoring cycle. "Configure NNMi Monitoring Behavior" on page 340.

If you specified to open the Node Group form and then made additional changes, click Elsave
and Close to save your changes.

To review a Node Group definition:

1.
2.

From the workspace navigation panel, select the Inventory workspace.

Select the Node Groups view.
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3. Double-click the row representing the Node Group definition you want to see.

4. The Node Group form displays.

Note: NNMi monitors the status of each Node Group over time. To check Node Group
status information, access the Node Group form's Status tab.

5. When finished, click the £ Close icon.
You can also use the nnmloadnodegroups.ovpl command to list the following:
= Names of the existing Node Groups
= Selected attributes of nodes that are members of a specified Node Group
Special Actions are available for Node Groups and Interface Groups.

Related Topics

"Create Node Groups Using Filters or Hostname Lists (Configuration: Node Groups)" on page 296

"Ina CSV File, Define Node Groups" on page 316

Add Nodes to a Node Group From the Actions
Menu

Node Groups are used for a variety of purposes in NNMi. See "Creating Groups of Nodes or
Interfaces" on page 294 for more information.

Note: By default NNMi Administrators can create, modify, and delete Node Groups. NNMi
Administrators can configure NNMi to permit User Accounts assigned to the NNMi Operator
Level 2 User Group to create, modify, and delete Node Groups. See the HP Network Node
Manager i Software Deployment Reference for more information (Help — Documentation
Library). Search for "Node Group".

You can create any number of Node Groups in addition to the ones that NNMi provides (see "Node
Groups Provided by NNMi" on page 335).

You can easily add one or more Nodes to a Node Group from any Nodes or map view using the
Actions menu. NNMi adds the selected nodes to the Node Group specified.

When adding Nodes to an existing Node Groups using the Actions menu, note the following:
o Multiple nodes can be associated with one Node Group.
o One node can be associated with multiple Node Groups.

o If you change the Node Group name, the Group Membership does not change.

Tip: NNM iSPI Performance for Metrics only. NNMi automatically synchronizes Interface
Group and Node Group configuration changes between NNMi and NNM iSPI Performance for
Metrics. However, in some cases, additional configuration changes that affect Node Group or
Interface Group membership might take longer to synchronize. If you do not see one or more
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nodes in an NNMi Performance for Metrics report that are visible in NNMi, use the Actions —
HP NNM iSPI Performance — Sync Interface and Node Groups with NNMi option. This
option forces NNMi to synchronize the Interface and Node Group information between NNMi
and NNM iSP| Performance for Metrics more quickly than the default time frame.

To create a Node Group using the Actions menu (if your role permits you to do this):
1. Navigate to a Nodes inventory view.

a. From the workspace navigation panel, select the Inventory workspace.

b. Select the node view of interest (for example, Nodes view).
Tip: You can also select Nodes from a map view.

Use Ctrl-Click to select each node you want to add to a Node Group.
Select Actions — Node Group Membership

Select Add to an existing Node Group.

o > »w N

Inthe Node Group Membership dialog, box, select the =l - Lookup icon and select one of
the options from the drop-down menu:

22 Quick Find to view and select from the list of all existing Node Groups.

= Open to display the details of a selected Node Group.

Tip: If you want to view the associated Node Group form, in the Node Group Membership
dialog box, check :“/Open the Node Group form.

Note: NNMi adds the nodes on the Additional Nodes tab. NNMi automatically opens the
Node Group form so that you can make any additional changes.
6. Inthe Node Group Membership dialog box, click OK to save your changes.

If you configured this Node Group for Monitoring, NNMi applies your changes during the next
monitoring cycle. "Configure NNMi Monitoring Behavior" on page 340.

If you specified to open the Node Group form and then made additional changes, click Elsave
and Close to save your changes.

To review a Node Group definition:

1. From the workspace navigation panel, select the Inventory workspace.

2. Select the Node Groups view.

3. Double-click the row representing the Node Group definition you want to see.
4

. The Node Group form displays.

Note: NNMi monitors the status of each Node Group over time. To check Node Group
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status information, access the Node Group form's Status tab.

5. When finished, click the £ Close icon.
You can also use the nnmloadnodegroups.ovpl command to list the following:
= Names of the existing Node Groups
» Selected attributes of nodes that are members of a specified Node Group
Special Actions are available for Node Groups and Interface Groups.
Related Topics
"Create Node Groups Using Filters or Hostname Lists (Configuration: Node Groups)" on page 296

"Ina CSV File, Define Node Groups" below

In a CSV File, Define Node Groups

Node Groups are used for a variety of purposes in NNMi. See "Creating Groups of Nodes or
Interfaces" on page 294 for more information.

Note: By default NNMi Administrators can create, modify, and delete Node Groups. NNMi
Administrators can configure NNMi to permit User Accounts assigned to the NNMi Operator
Level 2 User Group to create, modify, and delete Node Groups. See the HP Network Node
Manager i Software Deployment Reference for more information (Help — Documentation
Library). Search for "Node Group".

You can create any number of Node Groups in addition to the ones that NNMi provides (see "Node
Groups Provided by NNMi" on page 335).

You can create a Node Group by either using the NNMi console or a comma separated values
(CSV)file. For example, if you have Node Group information in a Microsoft Excel spreadsheet, you
can save this information as a .csv file and use the nnmloadnodegroups.ovpl command to add
this node group information to NNMi.

Tip: See the nnmloadnodegroups.ovpl Reference Page for more information about the
nnmloadnodegroups.ovpl command, including requirements for the CSV file. You must
provide a CSV file with a specific syntax and order. Each column in the CSV file has a pre-
defined meaning as described in the nnmloadnodegroups.ovpl Reference Page.

To create a Node Group using a comma separated values (CSV) text file, use the
nnmloadnodegroups .ovpl command:

Tip: If your goal is to merge new information into an existing Node Group, use
nnmloadnodegroups.ovpl to create a new Node Group with the additional settings. Then use
the Node Group form to assign that new Node Group as a Child Node Group of the original
Node Group.
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nnmloadnodegroups.ovpl -r [true|false] -u <NNMiadminUsername> -p
<NNMiadminPassword> -f <CSV file name>

CSV file name is the name of the CSYV file that contains the Node Group information.

-r true means all the settings for any existing Node Group with the same Name are overwritten
with the values in your CSV file.

Note: This is not a merge. It is a complete replacement of that Node Group configuration.

-r false (defautl) means if the Node Group Name already exists, the
nnmloadnodegroups.ovpl command does not change the previous settings.

To create Interface Groups using a CSV file, see "Ina CSV File, Define Interface Groups" on page
334

Remove Nodes from Node Groups

NNMi enables you to remove one or more nodes from a selected Node Group or from all of the Node
Groups to which they belong.

To remove one or more nodes from an Node Group (if your role permits you to do this):

1. Navigate to an Nodes inventory view.

a. From the workspace navigation panel, select the Inventory workspace.
b. Select the node view of interest ( for example, Nodes view).
Tip: You can also select Nodes from a map view.

2. Use CTRL-Click to select each node you want to remove from a Node Group.

3. Select Actions — Node Group Membership — Remove from a Node Group....

4. Inthe Node Group Membership dialog, box, select the =h - Lookup icon, and then 2 Quick
Find to select the Node Group from which you want to remove the selected nodes.

5. Inthe Node Group Membership dialog box, click OK.

Tip: NNM iSPI Performance for Metrics only. NNMi automatically synchronizes Interface
Group and Node Group configuration changes between NNMi and NNM iSP| Performance for
Metrics. However, in some cases, additional configuration changes that affect Node Group or
Interface Group membership might take longer to synchronize. If you do not see one or more
nodes in an NNMi Performance for Metrics report that are visible in NNMi, use the Actions —
HP NNM iSPI Performance — Sync Interface and Node Groups with NNMi option. This
option forces NNMi to synchronize the Interface and Node Group information between NNMi
and NNM iSPI Performance for Metrics more quickly than the default time frame.

Related Topics

"Create Node Groups From the Actions Menu " on page 312
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Configure Node Group Status

NNMi enables an NNMi administrator to configure the Node Group status calculations using either
of the following methods:

o Assign the Node Group the most severe status of any Node Group member. This is the default
method for obtaining Node Group Status.

« Configure the percentage thresholds for one or more Node Group target statuses. For example,
when defining percentage values for a target status of Critical, you might change the default so
that 30 percent of the nodes in the group must have a status other than Normal, for the Node
Group Status to be Critical.

Tip: Use the Actions — Status Details to see how NNMi calculates the status for a selected
Node Group.

Tip: You can right-click any object in a table or map view to access the Actions menu.

To configure Node Group status calculations, do the following:

1. Navigate to the Status Configuration form.

a. From the workspace navigation panel, select the Configuration workspace.
b. Select Status Configuration.
2. Make one of the following configuration choices:

= Toassign the Node Group the most severe Status of any Node Group member, in the
Status Configuration form, under Global Control, make sure Propagate Most Severe
Status is checked:

Propagate Most Severe Status -
= To configure percentage values for a Node Group Target Status, do the following:

i. Inthe Status Configuration form, under Global Control, make sure the Propagate
Most Severe Status is cleared:

Propagate Most Severe Status

ii. Configure the percentage values for a Node Group Target Status

3. Click ‘il Save and Close.

NNMi applies your changes after the configuration is saved. Node Group status is updated
anytime a Node Group membership changes.

Configure Percentage Values for the Target Status

NNMi enables you to configure how the status of a Node Group is calculated.

Note: The percentage is calculated using only those nodes in the Node Group that have a
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Management Mode value of Managed. For example, if a Node Group includes 10 nodes and 3
of the nodes are Not Managed, 5 of the nodes have a Status of Normal, and 2 have a status
of Critical, the percentage of Critical nodes is 2/7 * 100.

To configure the percentage values for a Node Group Target Status:
1. Navigate to the Status Configuration form.
a. From the workspace navigation panel, select the Configuration workspace.
b. Select Status Configuration.
2. Locate the Node Group Status Settings tab.

3. Do one of the following:
= Tocreate a Node Group Status Settings definition, click the == New icon.
= To edit a Node Group Status Settings definition, select a row and click the = Openicon.

= Todelete a Node Group Status Settings definition, select a row and click the & Delete
button

4. Establish the appropriate settings to identify this Node Group Status Settings definition. (See
the "Node Group Status Settings Form" below.)

Note: You can only define one configuration for each Target Status.

Node Group Status Settings Form

The Node Group Status Settings form is used to configure the percentage thresholds for a Node
Group Target Status. The percentage thresholds you specify define what percentage of nodes
within the group must have a particular Status. When the percentage thresholds are reached, the
Node Group is assigned the associated Target Status. For example, when defining percentage
thresholds for a target status of Critical, you might change the default so that 10 percent of the
nodes in the group must have a status of Critical for the Node Group Status to be Critical.

Note: Use a percentage threshold between 0 (zero) and 1 (for example, .01) to indicate the
Target Status to be reached when one node in the Node Group reaches a specified Status. For
example, if you want the Node Group Status to be set to Critical when the Status of one node
in the Group becomes Critical, enter a percentage less than one for the Critical % value.

To define percentage thresholds for a Target Status:

1. Navigate to the Node Group Status Settings form.
a. From the workspace navigation panel, select the Configuration workspace.
b. Select Status Configuration.

c. Navigate to the Node Group Status Settings tab.
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d. Do one of the following:

[¢]

o

To create a Node Group Status Settings definition, click the == New icon.

To edit a Node Group Status Settings definition, select a row and click the E Open
icon.

To delete a Node Group Status Settings definition, select a row and click the & Delete
icon.

2. Set the Target Status and percentages you want (see Basic Attributes table).

3. Click 'C] Save and Close to return to the Status Configuration form.

4. Click il Save and Close. NNMi applies your changes after the configuration is saved.

Basics Attributes

Attribute Description

Target
Status

The Status you are configuring. This Status is assigned to the Node Group whenever
the specified percentage thresholds are reached.

Note the following:

o Whether all or one of the percentage thresholds must be reached for a Target
Status configuration depends on the Boolean operator you select. The default
Boolean operator is OR. (Also see Combine with AND below.)

o If you do not specify any percentages for a Target Status, it does not appear as a
Status for a Node Group.

Critical
%

Specifies the required percentage of nodes in the group that must have a Status
value set to Critical before NNMi assigns the Target Status.

Major %

Specifies the required percentage of nodes in the group that must have a Status
value set to Major before NNMi assigns the Target Status.

Minor %

Specifies the required percentage of nodes in the group that must have a Status
value set to Minor before NNMi assigns the Target Status.

Warning
%

Specifies the required percentage of nodes in the group that must have a Status
value set to Warning before NNMi assigns the Target Status.

Non-
Normal
%

Specifies the required percentage of nodes in the group that must have a Status
value set to any of the following before NNMi assigns the Target Status:

e Critical
e Major
e Minor

e Warning

Unknown
%

Specifies the required percentage of nodes in the group that must have a Status
value set to Unknown before NNMi assigns the Target Status.

Combine

Specifies that you want NNMi to combine the percentage thresholds you enter using
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Basics Attributes, continued

Attribute Description

with the AND Boolean operator.

AND . . . .
When using this option, note the following:

¢ All percentage thresholds you enter must be reached for the Node Group to be
assigned the Target Status.

e The percentage thresholds you enter must not exceed 100 percent.

Create Interface Groups

Interface Groups are used for a variety of purposes in NNMi. See "Creating Groups of Nodes or
Interfaces" on page 294 for more information.

You can create any number of Interface Groups in addition to the ones that NNMi provides (see
"Interface Groups Provided by NNMi" on page 338).

Tip: NNM iSPI Performance for Metrics only. NNMi automatically synchronizes Interface
Group and Node Group configuration changes between NNMi and NNM iSP| Performance for
Metrics. However, in some cases, additional configuration changes that affect Node Group or
Interface Group membership might take longer to synchronize. If you do not see one or more
nodes in an NNMi Performance for Metrics report that are visible in NNMi, use the Actions —
HP NNM iSPI Performance — Sync Interface and Node Groups with NNMi option. This
option forces NNMi to synchronize the Interface and Node Group information between NNMi
and NNM iSPI Performance for Metrics more quickly than the default time frame.

To create Interface Groups, use one or more of the following methods:

o "Create Interface Groups Using ifType Values and Filters (Configuration: Interface Groups)"
below

e "Ina CSV File, Define Interface Groups" on page 334
Related Topics
"Troubleshooting Interface Changes" on page 335

"Create Node Groups" on page 295

Create Interface Groups Using ifType Values and
Filters (Configuration: Interface Groups)

Interface Groups are used for a variety of purposes in NNMi. See "Creating Groups of Nodes or
Interfaces" on page 294 for more information.

You can create any number of Interface Groups in addition to the ones that NNMi provides (see
"Interface Groups Provided by NNMi" on page 338).
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One method for creating Interface Group is using ifType values or Filters to match the way your
team identifies important network devices. For example, each interface group can include one or
more interface-type specifications (based on industry-standard IANA ifType-MIB variables).

When determining membership in this Interface Group, NNMi combines the results of all Interface
Group configuration settings in the following manner:

NNMi first evaluates ifType Filters. If any exist, interfaces must match at least one specification
to belong to this Interface Group.

NNMi then evaluates any Additional Filters. Interfaces must also pass all Additional Filters
specifications to belong to this Interface Group.

If a Node Group is specified for this Interface Group, any interface in this group must be
contained in a node that is a member of the Node Group specified in the Basics section.

To define an Interface Group using ifTypevalues or Filters (if your role permits you to do
this):

1.

Navigate to the Interface Group form.

a. From the workspace navigation panel, select the Configuration workspace.
b. Expand the Object Groups folder.

c. Select the Interface Groups view.

Do one of the following:

= Tocreate an Interface Group, click the - New icon.

= To edit an Interface Group, click the & Open icon in the row representing the Interface
Group you want to edit.

Provide the Basics for this interface group, such as Name, Notes, and behavior designations
(see Interface Group Form help).

Optional. Navigate to the ifType Filters tab.
Identify one or more interface types that belong to this group:
s Toaddan ifType filter, click the = New icon, and continue.

= Tochange an i fType filter, click the & Open icon in the row representing the configuration
you want to edit, and continue.

» Todelete an i £Typefilter, select a row and click the # Delete icon.

In the ifType Filter form, click the =k - Lookup icon and select one of the options from the drop-
down menu:

» [ Show Analysis to view Analysis Pane information for the currently selected i fType .
(See Use the Analysis Pane for more information about the Analysis Pane.)

= -2 Quick Find to view and select from the list of all existing i fType values (for more
information see "Use the Quick Find Window" on page 41).

. E Open to display the details of the currently selected 1 fType.
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6.

8.

= 7 Newtocreateanew i fType (see "Add New ifType Values (Interface Types) to the List"
on page 333).

Optional. Navigate to the Additional Type Filters tab.

Use the Additional Filters Editor to filter based on the current values of a subset of Interface
object attributes. See "Specify Interface Group Additional Filters" below.

Click '] Save and Close to return to the Interface Group form.

Note: You must click Save and Close to save your changes each time you create an Interface
Group.

Click ‘il Save and Close.

If you configured this Interface Group for Monitoring, NNMi applies your changes during the
next monitoring cycle. See "Configure NNMi Monitoring Behavior" on page 340.

To review an Interface Group definition:

1.

2
3
4.
5

From the workspace navigation panel, select the Inventory workspace.
Select the Interface Groups view.
Double-click the row representing the Interface Group.

The Interface Group form displays.

. When finished, click the £ Close icon.

Special Actions are available for Node Groups and Interface Groups.

Specify Interface Group Additional Filters

The Additional Filters Editor enables you to create expressions to further define the interfaces to be
included in an Interface Group. Make sure to design any complex Additional Filters offline as a
Boolean expression first. This method can help to minimize errors when entering your expressions
using the Additional Filters editor.

If any Additional Filters are created:

« NNMifirst evaluates any Interface Type filter. Nodes must match at least one specification to

belong to this Interface Group.

« NNMi then evaluates the Additional Filters expression. Nodes must also match all Additional

Filters expression specifications to belong to this Interface Group.

To create any Additional Filters expression:

1.

Navigate to the Interface Group Form: Additional Filters tab.

a. From the workspace navigation panel, select the Configuration workspace.
b. Expand the Object Groups folder.

c. Select Interface Groups.

d. Do one of the following:
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o To create an Interface Group definition, click the - New icon.

o To edit an Interface Group definition, click the = Open icon in the row representing the
configuration you want to edit.

e. Inthe Interface Group form, select the Additional Filters tab.

2. Establish the appropriate settings for the Additional Filters you need. (See the Additional Filters
Editor Components, Additional Filters Editor Buttons table. See also "Guidelines for Creating
Additional Filters for Interface Groups" on page 332.)

a. Plan out the logic needed for your Filter String.

b. Use the buttons on the bottom half of the Additional Filters Editor to establish the logic
structure.

For example, to establish the following structure, select Insert, then click AND, then NOT,
and then AND a second time:

(( ) AND NOT ( ))

c. Now place your cursor in a location within the displayed Filter String, and use the top half of
the filter editor to define the parameters of the selected filter requirement.

For example, select a set of parentheses and use the Insert button to specify the filter
requirement within those parentheses:

Filter Editor
Attribute Operator Value
| ipAddress ¥ | | between » | (0.0.0.0 , Append
|255.255.255.255
AND e
L NOT

Highlight the location in the
logic flows, then click Insert
to define the filter requirement EXI

NOT EXISTS
Delete

a

AND NOT ()

3. Click ‘21 Save and Close.
Additional Filters Editor Components for Interface Groups

Attribute Description

Attribute | NNMi provides Additional Filters codes for a subset of object attributes. For more
information about each one, click the link:

o Interface attribute codes [click here for a list of attribute codes]

Values from the Basic Attributes listed on the Interface Form:
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Additional Filters Editor Components for Interface Groups, continued

Attribute Description

= ifName (Name)

= hostedOn (Hosted On Node)

= ifPhysAddress (Physical Address)

Values from the Interface Form: General Tab:
» ifAlias (InterfaceAlias)

Note the following when using the ifAlias attribute:

o Toinclude empty (or null) ifAlias entries in your search criteria, match the
value "null" (forexample: ifAlias is null)

o If you search for an empty ifAlias in your search criteria, the empty value will
not be matched (forexampledonotuse: ifAlias != <string>)

= ifDesc (InterfaceDescription)
= ifIndex (Interfacelndex)
= ifSpeed (Interface Speed)
Addresses from the Interface Form: IP Addresses Tab:
= ipAddress (IP Address associated with the interface)
See "Interface Groups of IPv4 or IPv6 Addresses" on page 331 for ideas.
Unique Keys from the Interface Form: Capabilities Tab:
= capability (Unique Key of the Capability)
Values from the Interface Form: Custom Attributes Tab:

Note: When using customAttrNameand customAttrValue pairs, use
EXISTS if you want NNMi to consider Nodes that do not have Custom
Attributes when evaluating the entire Filter String. Otherwise Nodes that do
not have Custom Attributes are automatically excluded from the Node Group
even if they have values that pass other aspects of your filter.

= customAttrName (Custom Attribute Name)
= customAttrValue (Custom Attribute Value)

Node attribute codes [click here for a list of attribute codes]

Values from the Basics information on the Node Form:
= isSnmplnterface (Agent Enabled)

Values from the Node Form: General Tab.

= sysOidInterface (System Object ID)

Device Profile attribute codes [click here for a list of attribute codes]

Values from the Basics information on the Device Profile Form:
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Additional Filters Editor Components for Interface Groups, continued

Attribute Description

NNMi matches the Label attribute values from the Device Profile Form for each of
the following:

= devCategorylnterface (Device Category)
= devVendorlnterface (Device Vendor)
= devFamilylnterface (Device Family)

Tofilter on the parent node's SNMP system object ID number (assigned to a
particular make/model), use the sysQOidinterface attribute. See Values from the
Interface Form: General Tab.

o VLAN attribute codes [click here for a list of attribute codes]
Values from the Basic Attributes on the VLAN form::

Note: To maximize performance, when you want to filter interfaces based on a
VLAN Id or VLAN Name, avoid using multiple filter expressions. For
example, use the between operator instead of the greater than or equal to
(>=) and less than or equal to (<=) operators.

= vlanid (VLAN Id)
= vlanName (Global VLAN Name)

o Port attribute codes [click here for a list of attribute codes]

Values from the Basic Attributes on the Port form::

Note: If the interface has multiple ports, the interface is selected if there is a
match on any one port associated with the interface.

= configuredDuplexSetting (Configured Duplex Setting)

See Port form for a list of possible values.

Operator | The standard query language (SQL) operations to be used for the search.
Note: Only the is null Operator returns null values in its search.
Valid operators are described below.

« =Finds all values equal to the value specified. Click here for an example.

Example: i fName=Fa0/14 finds all interface names that are equal to Fa0/14.

o !=Finds all values not equal to the value specified. Click here for an example.

Example:ifName != 1lan0 finds all interface names other than lan0.

o <Finds all values less than the value specified. Click here for an example.

Example: 1 fSpeed <= 100000000 finds all interfaces with an (interface
speed) ifSpeed less than 100 Mbps.

e <=Finds all values less than or equal to the value specified. Click here for an
example.
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Additional Filters Editor Components for Interface Groups, continued

Attribute Description

Example: i fSpeed <= 100000000 finds all interfaces with an (interface
speed) ifSpeed less than or equal to 100 Mbps.

o > Finds all values greater than the value specified. Click here for an example.

Example: 1 fSpeed >= 10000000 finds all interfaces with an (interface speed)
ifSpeed greater than 10 Mbps.

o >=Finds all values greater than or equal to the value specified. Click here for an
example.

Example: i fSpeed >= 10000000 finds all interfaces with an (interface speed)
ifSpeed greater than or equal to 10 Mbps.

o between Finds all values equal to and between the two values specified. Click
here for an example.

Example: i fSpeed between 10000000 100000000 finds all interfaces with
an (interface speed) ifSpeed equal to or greater than 10 Mbps and equal to or less
than 100 Mbps.

See "Interface Groups of IPv4 or IPv6 Addresses" on page 331 for more examples
of using the between Operator.

¢ inFinds any match to at least one value in a list of values. Click here for an
example.

Example:
ifName in

“alue

Fabr 4
Falmns

finds all interfaces with names that are Fa0/14 or Fa0/15.

Note: As shown in the example, each value must be entered on a separate line.

NNMi displays the list of attributes using comma-separated values enclosed in
parentheses, for example, (Fa0/14, Fa0/15). However, the comma-separated list
is used only for display purposes. The actual delimiter is the new line.

o is not null Finds all non-blank values. Click here for an example.

Example: 1 fName is not null finds all interfaces that have a name value.

o is null Finds all blank values. Click here for an example.

Example:ifName is null finds all interfaces that do not have an assigned
name value.

¢ like Finds matches using wildcard characters. Click here for more information
about using wildcard characters.

The following attributes cannot be used with the 11 ke operator:
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Additional Filters Editor Components for Interface Groups, continued

Attribute Description

» iflndex
= ifSpeed
= |PAddress

The asterisk (*) character means any number of characters of any type at this
location.

The question mark (?) character means any single character of any type at this
location.

Examples:
» ifName like ATM* finds all interface names that begin with ATM.

m ifName like Ethernet??* finds all interface names that begin
withEthernet followed by two characters.

m ifName like 10/???BASE-TX* finds all interface names that have
specific characters at an exact location, positions 1-3 (10/) and 7-13 (BASE-
TX).

not between Finds all values except those between the two values specified.
Click here for an example.

Example: i fSpeed not between 10000000 100000000 finds all
interfaces with an (interface speed) ifSpeed less than 10 Mbps and greater than
100 Mbps.

See "Interface Groups of IPv4 or IPv6 Addresses" on page 331 for more examples
of using the not between Operator.

not in Finds all values except those included in the list of values. Click here for an
example.

Example:
ifName not in

“alue

Falr 4
Falf 3

finds all interface name values other than Fa0/14 or Fa0/15.
Note: As shown in the example, each value must be entered on a separate line.

NNMi displays the list of attributes using comma-separated values enclosed in
parentheses, for example, (Fa0/14, Fa0/15). However, the comma-separated list
is used only for display purposes. The actual delimiter is the new line.

not like Finds all that do not have the values specified (using wildcard strings).
Click here for an example.

The following attributes cannot be used with the not 1ike operator:
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Additional Filters Editor Components for Interface Groups, continued

Attribute Description

» iflndex
= ifSpeed
= |PAddress

The asterisk (*) character means any number of characters of any type at this
location.

The question mark (?) character means any single character of any type at this
location.

Examples:

m ifName not like ATM* finds all interface names that do not begin with
ATM.

m ifName not like Ethernet??* finds all interface names that do not
begin withEthernet followed by two characters.

» ifName not like 10/7???BASE-TX* finds all interface names that do not
have specific characters at an exact location, positions 1-3 (10/) and 7-13
(BASE-TX).

Value

The value for which you want NNMi to search.
Note the following:
e The values you enter are case sensitive.

« NNMidisplays a variable number of value fields depending on the Operator
selected. For example, the be tween Operator causes two value fields to be
displayed.

e Theinand not in operators require that each value be entered on a separate
line.

« When entering a value for the Capability attribute, copy and paste the Unique Key
value from the Interface form: Capability tab.

Additional Filters Editor Buttons

Button Description

Append | Appends the current expression (Attribute, Operator,and Value) to the selected
expression already included in the Filter String.

Insert Inserts the current expression (Attribute, Operator,and Value) in front of the cursor
location within the Filter String.

Replace | Replaces the selected expression with the expression displayed in the Attribute,
Operator, and Value fields.

AND Inserts the AND Boolean Operator in the selected cursor location.
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Additional Filters Editor Buttons, continued

Button Description

Note: View the expression displayed under Filter String to see the logic of the
expression as it is created.

OR

Inserts the OR Boolean Operator in the current cursor location.

Note: View the expression displayed under Filter String to see the logic of the
expression as it is created.

NOT

Can be used in any part of the Filter String to specify that NNMi should exclude
interfaces with values that pass the expression that immediately follows the NOT.

For example, when evaluating the following expression, NNMi includes interfaces
with (interface description) ifDesc containing VLAN, and excludes any Interfaces that
have VLAN10 for the (interface name) ifName value:

(1fDesc like VLAN AND NOT (i1ifName=VLAN1O0))

Note: View the expression displayed under Filter String to see the logic of the
expression as it is created.

EXISTS

Used for filters that include Capabilities or Custom Attribute names and values in the
Filer String. Indicates that you want NNMi to consider interfaces that do not have any
Capabilities or Custom Attributes when evaluating the Filter String.

Note: If you include Capabilities or Custom Attribute names and values in the Filer
String, but do not use EXISTS or NOT EXISTS, NNMi excludes from its search
interfaces that do not include Capabilities or Custom Attributes.

For example, when evaluating the following Filter String, NNMi includes interfaces
with (interface description) ifDesc containing VLAN, as well as any Interfaces
Custom Attribute Role value is LAN Connection to Oracle Server:

(1fDesc like VLAN OR EXISTS ((customAttrName=Role AND
customAttrValue=LAN Connection to Oracle Server)))

Note: View the expression displayed under Filter String to see the logic of the
expression as it is created.

NOT
EXISTS

Used for filters that include Capabilities or Custom Attribute names and values in the
Filer String. Indicates that you want NNMi to consider interfaces that do not have any
Capabilities or Custom Attributes when evaluating the Filter String, but exclude the
interfaces that match the expression that follows the NOT EXISTS.

Note: If you include Capabilities or Custom Attribute names and values in the Filer
String, but do not use EXISTS or NOT EXISTS, NNMi excludes from its search
interfaces that do not include Capabilities or Custom Attributes.

For example, when evaluating the following expression, NNMi includes interfaces
with (interface description) ifDesc containing VLAN, and excludes any Interfaces that
have the Custom Attribute Role and that Role value is LAN Connection to Oracle
Server:

(1fDesc like VLAN OR NOT EXISTS ((customAttrName=Role AND
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Additional Filters Editor Buttons, continued

Button Description

customAttrValue=LAN Connection to Oracle Server)))

Note: View the expression displayed under Filter String to see the logic of the
expression as it is created.

Delete | Deletes the selected expression.

Note: If the Boolean Operator is selected, the Additional Filters Editor deletes all
expressions associated with the Boolean Operator.

Interface Groups of IPv4 or IPv6 Addresses

Use the Interface Group form's Additional Filters Editor to create Interface Groups based on the
following criteria ("Specify Interface Group Additional Filters" on page 323):

o Allinterfaces that have only IPv4 addresses
[click here for details of this filter.]

Both of the following example interface Group's Additional Filters provide the same results. The
first example uses IPv4 address notation. The second example uses |IPv6 address notation:

((ipAddress between 0.0.0.0 AND 255.255.255.255) AND NOT (ipAddress
not between 0.0.0.0 AND 255.255.255.255))

or (NNMi Advanced with IPv6 enabled)

((ipAddress between 0.0.0.0 AND 255.255.255.255) AND NOT (ipAddress
not between ::ffff:0:0 AND ::ffff:ffff:ffff))

o Allinterfaces that have any IPv4 addresses (could also have IPv6)
[click here for details of this filter.]

The following example interface Group's Additional Filter finds any interface that has at least one
IPv4 address:

(ipAddress between 0.0.0.0 AND 255.255.255.255)

o (NNMi Advanced with IPv6 enabled) All interfaces that have only IPv6 addresses
[click here for details of this filter.]

IPv6 addresses extend the number of possible IP addresses. The old IPv4 address range is
within the new IPv6 range. Valid IPv6 address values can be less than or greater than the old
IPv4 range of addresses. NNMi Advanced converts the IPv4 addresses to the new IPv6
notation, then stores and filters the IPv4 addresses as IPv6 addresses (: : ffff:a.b.c.d).

Both of the following example interface Group's Additional Filters provide the same results. The
first example uses IPv4 address notation. The second example uses IPv6 address notation:

((ipAddress not between 0.0.0.0 AND 255.255.255.255) AND NOT
(ipAddress between 0.0.0.0 AND 255.255.255.255))
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or

((ipAddress not between ::ffff:0:0 AND ::ffff:ffff:ffff) AND NOT
(ipAddress between 0.0.0.0 AND 255.255.255.255))

o (NNMi Advanced with IPv6 enabled) All interfaces that have any IPv6 addresses (could also
have IPv4)
[click here for details of this filter.]

The following example interface Group's Additional Filter finds any interface that has at least one
IPv6 address:

((ipAddress between ::0 AND ::fffe:ffff:ffff) OR (ipAddress
::1:0:0:0 AND ffff:ffff:ffff:ffff:ffff:ffff:££££:£££F))

o (NNMi Advanced with IPv6 enabled) All interfaces that have both IPv4 and IPv6 addresses
(also known as dual-stack interfaces)
[click here for details of this filter.]

The following example interface Group's Additional Filter finds any interface that has at least one
IPv4 address and at least one IPv6 address:

((ipAddress between 0.0.0.0 AND 255.255.255.255) AND (ipAddress not
between 0.0.0.0 AND 255.255.255.255))

Note: To maximize the performance of Additional Filters based on an IP Address range, avoid
multiple filter expressions. For example, use the between operator instead of the greater than
or equal to (>=) and less than or equal to (<=) operators that cause NNMi to use multiple
queries for finding all addresses that match the filter.

Guidelines for Creating Additional Filters for Interface Groups

The Additional Filters Editor enables you to create expressions to further define the interfaces to be
included in an Interface Group. Make sure to design any complex Additional Filters offline as a
Boolean expression first. This method can help to minimize errors when entering your expressions
using the Additional Filters Editor.

When creating any Additional Filters for an Interface Group, note the following:

o Each set of expressions associated with a Boolean Operator is treated as if it were enclosed in
parentheses and evaluated together. View the expression displayed under Filter String to see
the logic of the expression as it is created.

¢ When using the AND operator to combine expressions that include Custom Attributes, include
only one customAttrName/customAttrValue pair in a sub-expression.

e The AND and OR Boolean Operators must contain at least two expressions as shown in the
example below.

AND
ifName like ATMS*
ifName != ATMS/0/A
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OR
ifSpeed = 10000000
100000000

ifSpeed
Note: As shown in the example above, you must use the actual ifSpeed number.

NNMi evaluates the expression above as follows:

(i1fName like ATMS* AND ifName != ATMS/0/A) AND (ifSpeed = 10000000
OR ifSpeed = 100000000)

= NNMifinds all interfaces with an (interface name) ifName that begins with ATMS, but does
not include ATMS/0/A.

= Of these interfaces, NNM then finds all interfaces with an (interface speed) ifSpeed of 10
Mbps or 100 Mbps.

o The placement of your cursor and the subsequent text that is selected is important when
performing operations using the Additional Filters Editor. For example, you append to or replace,
the expression that is selected.

o The placement of your cursor and the subsequent text that is selected is especially important
when adding your Boolean operators. See "Add Boolean Operators in the Additional Filters
Editor" on page 310 for more information.

¢ You candrag any of the following items to a new location in the Filter String:
= Filter Editor Options: AND, OR, NOT, EXISTS, NOT EXISTS

» Filter Expression (Attribute, Operator and Value)
o When moving items in the Filter String, note the following:
= Click the item you want to move before dragging it to a new location.
= As you drag a selected item, an underline indicates the target location.
= If you are moving the selection up, NNMi places the item above the target location.
= If you are moving the selection down, NNMi places the item below the target location.

= If you attempt to move the selection to an invalid target location, NNMi displays an error
message.

Add New ifType Values (Interface Types) to the
List

Interface Type definitions cover all known industry-standard IANA ifType-MIB values at the time of
the release of NNMi. Interface Groups can be built using i £ Type filters. See "Create Interface
Groups" on page 321

Occasionally new industry-standard i f Type values are announced between releases of NNMi. If
your team acquires new devices configured with new i fType values, you can add the new
ifType values to NNMi's list of definitions.

When NNMi discovers an Interface that responds to an SNMP i £ Type query with a new value,
NNMi automatically adds a new ifType using the IANA ifType-MIB Number value. NNMi uses that
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number for both the 1 £ Type attribute and the Number attribute values. You can provide a more
meaningful i f Type text string and optional description.

To configure an IANA ifType-MIB definition:
1. Navigate to the ifTypes view:

a. From the workspace navigation panel, select the Configuration workspace.
b. Expand MIBs.
c. Select the ifTypes view.

2. Do one of the following:
= Tocreate an i fType definition, click the = New icon, and continue.

= Toeditan i £Type definition, click the E Openicon in the row representing the
configuration you want to edit, and continue.

s Todelete an i £Type definition, select arrow and click the # Delete icon.

3. IntheifType form, provide the i £Type text string, number, and description.

4. Click il Save and Close.

In a CSV File, Define Interface Groups

Interface Groups are used for a variety of purposes in NNMi. See "Creating Groups of Nodes or
Interfaces" on page 294 for more information.

You can create any number of Interface Groups in addition to the ones that NNMi provides (see
"Interface Groups Provided by NNMi" on page 338).

You can create an Interface Group by either using the NNMi console or a comma separated values
(CSV)file. For example, if you have Interface Group information in a Microsoft Excel spreadsheet,
you can save this information as a .csv file and use the nnmloadinterfacegroups.ovpl
command to add this interface group information to NNMi.

To create an Interface Group using a comma separated values (CSV) text file, use the
nnmloadinterfacegroups.ovpl command:

Tip: See the nnmloadinterfacegroups.ovpl Reference Page for more information about the
nnmloadinterfacegroups.ovpl command, including requirements for the CSV file. You
must provide a CSYV file with a specific syntax and order. Each column in the CSV file has a
pre-defined meaning as described in the nnmloadinterfacegroups.ovpl Reference Page.

Here is an example syntax:

nnmloadinterfacegroups.ovpl -r [true|false] -u <NNMiadminUsername> -p
<NNMiadminPassword> —-f <CSV file name>

CSV file name is the name of the CSV file that contains the Interface Group information.

-r true means all the settings for any existing Interface Group with the same Name are
overwritten with the values in your CSV file.

Note: This is not a merge. It is a complete replacement of that Interface Group configuration.
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-r false (defautl) means if the Interface Group Name already exists, the
nnmloadinterfacegroups.ovpl command does not change the previous settings.

To create Node Groups using a CSV file, see "Ina CSV File, Define Node Groups" on page 316

Troubleshooting Interface Changes

If your Interface Group definition results in unexpected membership or the membership changes,
consider the strategy NNMi uses to detect Interfaces during Spiral Discovery.

During each Spiral Discovery cycle, NNMi responds to Interface changes as follows:

1. NNMi updates the attribute value of the current Interface object if one (and only one) of the
following attributes change:

m ifIndex orIfAlias orifSpeed

2. NNMi creates a new Interface object and deletes the old Interface object if any of the following
criteria are met:

a. At least one of these attributes change: i fName, i fDescriptions, i fType, Or
Physical Address (Mac address, Media Access Control address).

b. More than one of these attributes change: i fIndexor IfAlias orifSpeed.

c. One or more attributes from the list of both criteria 1 & 2 change.

Note: If using nnmconnedit.ovpl configuration files, any connection settings configured for
the deleted Interface would be evaluated for the new Interface object’s current attribute
settings.

Node Groups Provided by NNMi

NNMi Provides the following kinds of Node Groups:

o Node Groups as Predefined View Filters. These Node Groups can also be used for Monitoring
Configuration if you find them useful.

¢ "Island Node Groups" on page 337. NNMi automatically creates Island Node Groups whenever
it detects changes in Layer 2 Connections. An Island Node Group is a group of fully-connected
nodes that NNMi displays in a group that is not connected to the rest of the topology.

Node Groups As Predefined View Filters

NNMi provides the following Node Groups. You can configure these Node Groups with specific
information about your management domain and change them to meet your needs.

Node Groups can be used to filter table views and map views, used for multiple configuration tasks,
and exported to HP Network Node Manager iSPI Performance for Metrics Software and HP
Network Node Manager iSPI Performance for Traffic Software.
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Node Groups Provided by NNMi

Important
Nodes

Caution: Do not delete this Node Group.

This Node Group is used by the Causal Engine. Any devices in this group receive
special treatment. When a current member of this group stops responding, the
Causal Engine generates a "Node Down" incident and sets the device status to
Critical. For example, when a WAN Edge Device is in the shadow of another
problem (and, therefore, NNMi would normally not generate an incident about that
WAN edge router), NNMi generates a "Node Down" incident because the router
is listed in this Important Nodes group.

This Node Group is empty by default. Consider populating this group with critical
servers that run important applications and critical WAN routers.

(NNM iSPI Performance) This group automatically becomes a filter for
Performance Reports (unless the group has no members). The NNMi
administrator can change this default behavior. See "Create Node Groups Using
Filters or Hostname Lists (Configuration: Node Groups)" on page 296.

Microsoft
Windows
Systems

This Node Group includes any device manufactured by Microsoft. The Node
Group definition is populated with one vendor entry. Any Microsoft devices within
your management domain are automatically included in this Node Group.

Networking
Infrastructure
Devices

This Node Group is populated with a list of categories for network devices. Any
devices within your management domain that match these categories are
automatically included in this Node Group.

Devices in this group are automatically monitored for Node Component fault
metrics.

(NNM iSPI Performance) This group automatically becomes a filter for
Performance Reports (unless the group has no members). The NNMi
administrator can change this default behavior. See "Create Node Groups Using
Filters or Hostname Lists (Configuration: Node Groups)" on page 296.

(HP Network Node Manager iSPI Network Engineering Toolset Software) By
default, NNMi automatically uses NNM iSPI NET diagnostic flows to monitor
devices in this group.

Non-SNMP
Devices

This Node Group includes any device that does not respond to SNMP. The Node
Group definition is populated with one entry for a null MIB-Il sysObjectID
value. Any device within your management domain that fails to respond to SNMP
queries is automatically included in this Node Group.

Routers

This Node Group is populated with a list of categories for network devices that
represent routers. Any router, switch-router, or gateway within your management
domain is included in this Node Group. See Node Capabilities Provided by NNMi
for more information.

This filter is used to create the Routers Node Group map that NNMi provides by
default in the Topology Maps workspace.
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Node Groups Provided by NNMi, continued

Devices in this group are automatically monitored for Node Component fault
metrics

(NNM iSPI Performance) Devices in this group are automatically monitored for
performance, including Node Component performance metrics . This group
automatically becomes a filter for Performance Reports.

The NNMi administrator can change this default behavior. See "Default Settings
for Monitoring" on page 345, "Node Group Settings for Monitoring" on page 391,
and "Create Node Groups Using Filters or Hostname Lists (Configuration: Node
Groups)" on page 296 for more information.

Switches

This Node Group is populated with a list of categories for network devices that
represent switches. Any switch, ATM switch, or switch-router within your
management domain is included in this Node Group. See Node Capabilities
Provided by NNMi for more information.

This filter is used to create the Switches Node Group map that NNMi provides by
default in the Topology Maps workspace.

Node Groups Provided by NNMi Advanced

Name Purpose

Virtual NNMi Advanced. Virtual machines being hosted on a VMware ESX/ESXi server.
Machines | These servers are identified by a com.hp.nnm. capability.node.VM capability.

VMware | NNMi Advanced. AVMware ESX/ESXi server that is hosting virtual machines.
ESX These servers are identified by a
Hosts com.hp.nnm.capability.node.hypervisor.vmware.ESX capability.

Related Topics

"Island Node Groups" below (dynamically generated Node Groups)

Island Node Groups

An Island Group is a group of fully-connected nodes discovered by NNMi, and NNMi determines
this group is not connected to the rest of the topology.

An example of an environment with multiple Island Node Groups is a financial institution or retail
store with many branches or stores. Each branch or store might be connected to other branches or
stores with a WAN (Wide Area Network) connection. Each branch or store appears as an isolated
island of nodes in the NNMi topology.

NNMi automatically updates Island Node Group discovery information whenever it detects
changes in Layer 2 Connections. NNMi begins rediscovery of the Island Node Group within a range
of 10 seconds to 10 minutes, depending on current network traffic volume. NNMi uses the
Discovery Interval to determine when the updates occur.

Note the following about Island Node Groups:
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« NNMi selects a representative node in each Island Node Group as the Source Node associated
with an Island Node Group incident. The representative node is selected using the following

criteria:

= Sort all routers in the Node Group alphabetically by name and choose the first one in the list

= If norouters are in the Node Group, sort all nodes in the Node Group alphabetically by name
and choose the first one in the list.

o Island Node Groups are identified using "Island" in the Node Group Name. NNMi also assigns
each Island Node Group name a number to ensure the name is unique.

o Island Node Groups are manage internally. Therefore, NNMi administrators should not modify
Island Node Group configurations. NNMi overrides any user changes the next time NNMi
updates the Island Node Group discovery information.

o Island Node Groups must have at least two nodes.

o How the Status of Island Node Groups is calculated cannot be changed.

The only possible Status values for Island Node Groups are Unknown and Normal. Unknown
indicates that NNMi cannot reach any nodes in the group. Normal indicates that NNMi can reach at
least one node in the group.

Related Topics

"Node Groups As Predefined View Filters" on page 335

Interface Groups Provided by NNMi

NNMi Provides the following Interface Groups as predefined view filters. These Interface Groups
can also be used for Monitoring Configuration if you find them useful.

Feel free to populate these Interface Groups with specific information about your management
domain and change them to meet your needs.

Interface Groups Provided by NNMi

ATM This Interface Group includes all Interfaces identified as Asynchronous Transfer

Interfaces Mode (ATM) links. These Interfaces use a cell-based switching technique using
asynchronous time division multiplexing.

DSx This Interface Group includes all Interfaces identified as Digital signal 1 (DS1, also

Interfaces known as T1) links. These Interfaces use a T-carrier signaling scheme to transmit
voice and data between devices. Digital Signal 3 (DS3, also known as T3) links
use a digital signal level 3 T-carrier.

Frame This Interface Group includes all Interfaces identified as Frame Relay links. These

Relay Interfaces use a standardized wide area networking technology that specifies the

Interfaces physical and logical link layers of digital telecommunications channels using a
packet switching methodology.

ISDN This Interface Group includes multiple Interface types known to be commonly

Interfaces used for ISDN purposes. Any Interface within your management domain that
meets the defined criteria is automatically included in this Interface Group.
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Interface Groups Provided by NNMi, continued

Link NNMi Advanced. Link Aggregation1 protocols: This Interface Group includes all
Aggregation | Aggregator Interfaces. Network administrators can configure multiple Aggregation
Interfaces Member Interfaces on a switch to behave as one, the Aggregator Interface. This
technique uses multiple interfaces in parallel to increase bandwidth, increase the
speed at which data travels, and increase redundancy.

See the Interface Form: Link Aggregation tab's Help topic for more information
about Interfaces with Capability set to Aggregator Interface.

Point to This Interface Group includes multiple Interface types known to be commonly
Point used for point-to-point purposes. Any Interface within your management domain
Interfaces that meets the defined criteria is automatically included in this Interface Group.

SONET This Interface Group includes all Interfaces identified as Synchronous Optical
Interfaces Networking (SONET) or Synchronous Digital Hierarchy (SDH) links. These
Interfaces use a standardized multiplexing protocol that transfers multiple digital
bit streams over optical fiber using lasers or light-emitting diodes (LEDs).

Software This Interface Group includes any Interface with an i £ TypeNumber value of 24,
Loopback software loopback from the IANA ifType-MIB. Any Interface within your
Interfaces management domain that meets this loopback address? criteria is automatically
included in this Interface Group.

VLAN This Interface Group includes Interfaces of i £ TypeNumber value of 135. The
Interfaces NNMi default Monitoring Configuration settings enable fault monitoring for these
Interfaces, but disable performance monitoring (because collection of performance
data for VLAN Interfaces tends to be problematic).

Voice This Interface Group includes multiple interface types known to be commonly
Interfaces used for voice purposes. Any Interface within your management domain that
meets the defined criteria is automatically included in this Interface Group.

WLAN This Interface Group includes all Interfaces identified as Wireless Local Area
Interfaces Network (WLAN) links. These Interfaces connect two or more devices using some
wireless distribution method, and might provide a connection through an access
point to the wider Internet.

TProtocols used on Switches to configure multiple Interfaces (Aggregation Member Interfaces) to
function as if they were one (an Aggregator Interface). When two Aggregator Interfaces establish a
connection, that connection is an Aggregator Layer 2 Connection. The Aggregator Layer 2
Connection appears on Layer 2 Neighbor View maps as a thick line with an Interface icon at each
end (representing the Aggregator Interface). When you double-click the thick line, it converts into
multiple thin lines representing the participating Aggregation Member Layer 2 Connections with their
Aggregation Member Interfaces at each end of the lines.

2The address associated with the loopback interface. The loopback interface is a virtual interface
on a device that provides a route for interal communication. Many vendors provide a specially
configured loopback for management purposes. Exact details of how loopbacks are configured
varies by vendor and model. See each device's documentation for details. NNMi identifies these
loopback addresses by using ifType Number 24, softwareloopback from the IANA ifType-MIB.
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NNMi administrators control which network devices NNMi monitors. By monitoring only the
devices that are important within your network environment, the amount of traffic generated by
NNM is kept to a minimum. NNMi administrators can configure NNMi to check devices with status
other than critical less frequently (if at all) to prevent unimportant incidents from showing up in the
Incident views.

Before configuring NNMi monitoring behavior, the following tasks must be completed:
¢ "Configuring Communication Protocol" on page 119

o "Discovering Your Network" on page 175

For the most flexibility, also complete these tasks:

o Review the "Interface Groups Provided by NNMi" on page 338 and "Node Groups Provided by
NNMi" on page 335.

o Create your own groups by "Creating Groups of Nodes or Interfaces" on page 294.
NNMi administrators configure NNMi monitoring behavior to meet your team's needs:

1. Start by establishing the appropriate settings for the monitoring tools provided by NNMi. See
"Configure NNMi Monitoring Behavior" below.

The State Poller and the Causal Engine work together to monitor the health of your network.
Many of the tasks your team normally does to troubleshoot network problems can be
automated. To learn more about how this works, see the following topics:

= "About the State Poller" on page 342
= "The NNMi Causal Engine and Monitoring" on page 343

2. Then write your own custom monitoring tools to meet any special requirements for your team.
See "Create Custom Polling Configurations" on page 419.

Configure NNMi Monitoring Behavior

Certain devices in your network are the most important ones. You and your team must keep those
devices up and running at all times. Adjust NNMi monitoring behavior to focus on the important
devices and to check devices with status other than critical less frequently (if at all).

Note: NNMi does not poll any private interface, IPv4 Anycast Rendezvous Point
IP Address’ or IPv6 Anycast address.

TRendezvous Point addresses are loopback addresses used for routers in multi-cast network
configurations.
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Based on your individual situation, adjust the NNMi behavior to meet your needs. NNMi applies
your Monitoring Configuration settings in the following sequence:

1. Interface Group Settings: NNMi monitors each of the Node's Interfaces and IP Addresses
based on the first matching Interface Group Settings definition. The first match is the Interface
Group Settings definition with the lowest Ordering number, then Baseline Settings.

2. Node Group Settings: NNMi monitors each Node and each previously unmatched Interface
or IP Address based on the first matching Node Group Settings definition. The first match is
the Node Group Settings definition with the lowest Ordering number, then Baseline Settings.

Note: Child node groups are included in the Ordering hierarchy. This means that if the
parent node group has a lower Ordering number (for example, parent=10, child=20), then
the monitoring configuration specified for the parent node group also applies to the nodes
in the child node group. To override a parent node group monitoring configuration, set the
Ordering number for the child node group to a number that is lower than the parent (for
example, parent=20, child=10).

3. Default Settings: If no match is found for a Node, Interface, or IP Address in 1 or 2, NNMi
applies the default Monitoring Configuration settings.
Tasks for Configuring the Monitoring Behavior

Task How

"Global Control Settings for Optional. Use the Global Control group.
Monitoring" on page 343.

"Default Settings for Use the Default Settings tab to establish monitoring behavior
Monitoring" on page 345. for any devices that are discovered, but not included in any
Node Group Settings or Interface Group Settings definitions.

"Interface Group Settings for Optional. Use the Interface Group Settings tab. Configure

Monitoring (NNM iSPI settings based on Interface Groups to customize the way
Performance for Metrics)" on NNMi monitors certain groups of interfaces in your
page 374. environment.

Prerequisite: "Create Interface Groups" on page 321.

"Node Group Settings for Optional. Use the Node Group Settings tab. Configure settings
Monitoring" on page 391. based on Node Groups to customize the way NNMi monitors
certain groups of devices in your environment.

Prerequisite: "Create Node Groups" on page 295.

"Detect Interface Changes" on | Optional. Use Device Profiles to configure how NNMi detects
page 280. interface changes.

"Monitor Router Redundancy | Optional. Use additional settings to fine tune the way NNMi
Groups (NNMi Advanced)" on | monitors Router Redundancy Groups.
page 415.
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About the State Poller

The State Poller Service monitors each discovered interface, address, card, and SNMP agent that
is designated to be actively monitored in your management domain. State Poller can also be
configured to provide Node Component monitoring and Router Redundancy Group monitoring.

State Poller gathers information in the following area and updates the State field on each object's
form:

o Verifies that each monitored IP Address is responding to ICMP ping.
o Verifies that each monitored SNMP Agent is responding to SNMP queries.
o Issues SNMP queries for the following:

= Each monitored interface, requesting the current value for MIB-Il 1 fAdminStatus and
ifOperStatus. (1fAdminStatus is set by the device administrator. 1 fOperStatus
indicates the operational status of interface health.)

= Router Redundancy Groups.
= Node Component data.

o By default, State Poller monitors interfaces connected to another known interface through a
Layer 2 Connection.

¢ You can extend monitoring to include the following:
= Unconnected interfaces

= Interfaces that have an IP address (for example a router interface that services mobile laptop
machines)

= (NNM iSPI Performance for Metrics). The State Poller also collects performance data and
monitors thresholds. See "Purchase an HP Network Node Manager i Smart Plug-in" on page
1486.

The State Poller stores the State changes resulting from the queries in the NNMi database and
notifies the Causal Engine of any changes. When notifying the Causal Engine of any changes, the
State Poller sends only those State values that have changed.

Tip: Toforce the State Poller to send the Causal Engine all of the State information it can
collect regardless of changes, use Actions — Status Poll orthe nnmstatuspoll.ovpl
command. See Verify the Current Status for a Device for more information about Status Poll.

The Causal Engine gathers additional information about the overall health of each interface and
SNMP agent. Using the State information collected from the State Poller as well as this additional
information the Causal Engine calculates the Status of each node, interface, and SNMP agent.

Note: Any time the State Poller sends updated State values for a selected object, the Causal
Engine reanalyzes Status, Conclusions, and Incidents, and updates this information if needed.

See "The NNMi Causal Engine and Monitoring" on the next page for more information.

To configure the behavior of the State Poller, see:
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o "Default Settings for Monitoring" on page 345
¢ "Global Control Settings for Monitoring" below

o "Configure Default SNMP, Management Address, and ICMP Settings" on page 120

The NNMi Causal Engine and Monitoring

The Causal Engine actively gathers information about your network devices from incoming
incidents and traps. The Causal Engine also uses the data gathered by State Poller and by Spiral
Discovery to calculate the current health status of each managed object.

The health status is dynamic (based on the current reality of your network environment). Any time
the State Poller sends updated State values for an object, the Causal Engine reanalyzes Status,
Conclusions, and Incidents, and updates this information if needed.

Note: The Causal Engine performs a Status Poll of each node every 24 hours and updates
Status, Conclusion, and Incident information as needed. This Status Poll does not affect the
timing of the Polling interval configured for the device.

The NNMi Causal Engine communicates device health information in the following ways:

o Inthe database, the Causal Engine stores a multitude of information about each device. You can
access this information in the Node, Interface, IP Address, SNMP Agent, and connection forms.

« On the maps, the color of the background shape for each map icon changes to the color that
represents the currently calculated health status, based on Causal Engine calculations for that
node, interface, address, or connection (click here for information about status colors).

o Onforms for Nodes, Interfaces, IP addresses, SNMP Agents, and connections, the Causal

Engine updates the Status attribute to show the current status: 2 Normal, Y Warning, =
Minor, ¥ Major, € cCritical, @ Unknown, or ' No Status.

o The Status column in table views is updated.

The Causal Engine also uses health status information to determine root cause. See "The NNMi
Causal Engine and Incidents" on page 592 for more information about the Causal Engine, incidents,
and root cause analysis.

Global Control Settings for Monitoring

Note: To suspend all SNMP traffic generated by NNMi, rather than only the State Poller
Service SNMP traffic, see "Communication Region Form" on page 137 and "Specific Node
Settings Form (Communication Settings)" on page 155.

To temporarily turn off all NNMi monitoring activity without tampering with your
customized monitoring configuration settings:

1. Navigate to the Monitoring Configuration form.

a. From the workspace navigation panel, select the Configuration workspace.

b. Expand the Monitoring folder.
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c. Select the Monitoring Configuration.

2. Locate the Global Control group box and for each setting do the following (see table):

= disable

| = enable

3. Click ‘21 Save and Close. NNMi applies your changes. The next regularly scheduled
monitoring cycle uses the new settings.

Global Control

Name Description

Enable
State Polling

If =< enabled, State Poller monitors all managed objects (for example, interfaces,
IP addresses, and SNMP agents) by issuing ICMP pings and SNMP read-only
queries for MIB-Il ifAdminStatus and ifOperStatus. (ifAdminStatus is set by the
device administrator. ifOperStatus indicates the overall health of the device and is
supplied by the SNMP Agent.) You can also configure NNMi so that State Poller
gathers additional information about Node Components and Router Redundancy
Groups.

If . disabled:
¢ Previously discovered devices remain with the last calculated state/status.

o Newly discovered devices are set to "No Status" with map-symbol
background shape color set to beige.

Enable Card
Polling

If < enabled, State Poller monitors all managed cards. See Card Form for more
information about card metrics.

Note: Card monitoring is enabled by default.

If | disabled:

o Previously discovered cards are assigned a State of Not Polled and a Status
of No Status for Card metrics.

o Newly discovered cards are assigned a State of Not Polled and a Status of
No Status.

Enable
Chassis
Polling

If </ enabled, State Poller monitors all managed chassis. See Chassis Form for
more information about chassis metrics.

Note: Chassis monitoring is enabled by default.

If | disabled:

o Previously discovered chassis are assigned a State of Not Polled and a
Status of No Status for chassis metrics.

o Newly discovered chassis are assigned a State of Not Polled and a Status of
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Global Control , continued

Name Description

No Status.
Enable If </ enabled, State Poller monitors Node Component metrics for all managed
Node nodes. See Node Form: Node Component Tab for more information about Node
Component | Component metrics.
Polling
Note: Node Component monitoring is enabled by default. Only the health of
Fan and Power Supply Node Components are propagated to the Node level.
If|_|disabled:
o Previously discovered devices are assigned a State of Not Polled and a
Status of No Status for Node Component metrics.
e Node Component metrics for newly discovered devices are assigned a State
of Not Polled and a Status of No Status.
Enable If .4 enabled, NNMi monitors all managed Router Redundancy Groups. See
Router Router Redundancy Group View (NNMi Advanced) for more information about
Redundancy | Router Redundancy Groups.
Group
I(:)I\(I)ll\llllr\]/? Note: Router Redundancy Group monitoring is enabled by default.
i
Advanced)
If|_|disabled:
e Previously discovered Router Redundancy Groups are assigned a State of
Not Polled and a Status of No Status.
« Newly discovered Router Redundancy Groups are assigned a State of Not
Polled and a Status of No Status.

Default Settings for Monitoring

The choices you make for "defaults" apply only to devices with interfaces, IP addresses, cards,
SNMP agents (Management Addresses), Tracked Objects, Router Redundancy Groups, or Node
Components that are not covered by any monitoring Interface Group Settings or Node Group
Settings.

To establish default NNMi monitoring behavior:

1. Navigate to the Defaults Settings tab.

a. From the workspace navigation panel, select the Configuration workspace.
b. Expand the Monitoring folder.
c. Select Monitoring Configuration.

d. Locate the Defaults Settings tab.
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. To prevent NNMi from generating any SNMP traffic to Nodes that are not covered by
Monitoring Configuration's Node Group Settings. See Enable SNMP Polling on Node.

Locate the Default Fault Monitoring group box.

a. Configure the Default Fault Monitoring behavior for ICMP traffic (see Default Fault
Monitoring: ICMP Fault Monitoring table).

b. Configure the Default Fault Monitoring behavior for SNMP traffic (see Default Fault
Monitoring: SNMP Fault Monitoring table).

c. Configure the Default Fault Monitoring: interval (see Default Fault Monitoring: interval
table).

(NNM iSPI Performance for Metrics) If the HP Network Node Manager iSPI Performance for
Metrics Software is installed, locate the Default Performance Monitoring group box.

Configure the Default Performance Monitoring behavior (see and Default SNMP Performance
Monitoring table).

By default, NNMi monitors only interfaces that are connected to other interfaces. When SNMP
polling is enabled, NNMi automatically detects most connections. See "Add or Delete a Layer
2 Connection" on page 284 for information about manual overrides.

Optional. If you want to expand default monitoring behavior to include unconnected Interfaces,
indicate your choices in the Default Extend the Scope of Polling Beyond Connected Interfaces
group box

Optional. Configure the Default Change Detection Monitoring (see Default Change Detection

Monitoring table).

7. Optional. To establish custom monitoring behavior for one or more groups of interfaces,
configure Interface Group Settings, see "Interface Group Settings for Monitoring (NNM iSPI
Performance for Metrics)" on page 374.

8. Optional. To establish custom monitoring behavior for one or more groups of nodes, configure
Node Group Settings, see "Node Group Settings for Monitoring" on page 391.

9. Click ‘21 save and Close. NNMi applies your changes. The next regularly scheduled
monitoring cycle uses the new settings.

Caution: When you establish monitoring configuration settings, NNMi must recalculate
the settings for all affected objects. This can take some time and slow down your system.
Consider making this change during a slow time in your network environment.

Enable
SNMP
Polling
on Node

Default Monitoring

Attribute Description

If =< enabled, NNMi contacts the SNMP Agent on each node in your network to
gather SNMP data for monitoring purposes (unless the Monitoring Configuration's
Node Group Settings specifically disables SNMP for monitoring purposes).

If | disabled, NNMi does not contact the SNMP Agent on this node for monitoring
purposes (does not generate SNMP traffic to the node).
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Default Monitoring, continued

Attribute Description

received about them,

Note: If you use Auto-Discovery, NNMi might detect Nodes and add them to the
NNMi database as non-SNMP nodes. To configure Auto-Discovery to not add
specified |P addresses to the NNMi database, not acknowledge any Hints

is a discovery seed, see "Set Outside Limits for Auto-Discovery" on page 228.

nor gather Discovery Hints from them unless the address

Default Fault Monitoring: ICM
Attribute

Enable Management Address
Polling

P Fault Monitoring

Description

If =</ enabled, State Poller only issues ICMP (ping) requests to
the management address for a node.

Note: In the Global Control section of the Monitoring
Configuration form, the Enable State Polling attribute
must be enabled, too.

If || disabled, State Poller does one of the following:

o If neither this attribute nor Enable ICMP Fault Polling is
selected, State Poller does not use ICMP to monitor nodes
covered by this configuration setting.

o If Enable ICMP Fault Polling is selected, State Poller uses
ICMP to monitor ALL IP addresses covered by this
configuration setting.

Changing the default monitoring settings for the management
addresses takes effect immediately. To verify the change, see
"Verify the Monitoring Settings" on page 416.

Enable IP Address Fault Polling

Note: This monitoring
option is useful for devices
that do not support SNMP.
By default, this feature is
enabled for the "Non-
SNMP Devices" Node
Group.

If 4| enabled, State Poller issues ICMP (ping) requests to
verify the availability of discovered IP address.

Note: In the Global Control section of this form, the
Enable State Polling attribute must be enabled, too.

If | disabled, State Poller does the following:

o If neither this attribute nor Management IP Address Polling
is selected, State Poller does not use ICMP to monitor
nodes covered by this configuration setting.

o |IP addresses (both previously discovered and newly
discovered) have a State attribute value of "Not Polled" and
a Status attribute value of "No Status" with the color of the
IP address map-symbol set to beige. See Layer 3 Neighbor
View.
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Default Fault Monitoring: ICMP Fault Monitoring, continued
Attribute Description

o |f both ICMP and SNMP are disabled for a Node, the Node
has a Status attribute value of "No Status" and the color of
the Node map-symbol background shape is set to beige.

Tip: To turn off ICMP polling within a subset of your
network environment, use the Communication
Configuration workspace Region definitions. You can
define your own Regions that identify any unreachable
addresses in your management domain (for example, the
private IP addresses' ).

Default Fault Monitoring: SNMP Fault Monitoring

Attribute Description
Enable Interface If .4 enabled, State Poller monitors all interfaces by issuing SNMP read-
Fault Polling only queries to devices assigned to this level of the monitoring hierarchy.

By default, any connected interface is monitored for MIB-II ifAdminStatus
and ifOperStatus. (ifAdminStatus is set by the device administrator.
ifOperStatus indicates the operational status of interface health.) If you
have unconnected interfaces that you want to monitor, expand NNMi
monitoring behavior with the Poll Unconnected Interfaces and the Poll
Interfaces Hosting IP Addresses attributes.

Note: The following attributes must also be enabled:

¢ Inthe Global Control section of this form, the Enable State Polling
attribute must be enabled, too. See Layer 2 Neighbor View. (See
"Global Control Settings for Monitoring" on page 343 for more
information.)

¢ Inthe Communication Configuration view, enable State Poller queries
with the applicable Enable SNMP Communication attributes (see
"Configuring Communication Protocol" on page 119 for more
information).

If || disabled, for devices assigned to this level of the monitoring
hierarchy:

e Causal Engine calculates Status based only on IP address State.

o The Interface objects previously discovered change to a State attribute
value of "Not Polled" and a Status attribute value of "No Status" (plus

1These are IPv4 addresses that can be reused in home and office local area networks (LANS).
Following the standards set by RFC 1918 and RFC 4193 (10.*.*.*, 169.254.*.*, 172.16-31.*.*, and
192.168.*.%)
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Default Fault Monitoring: SNMP Fault Monitoring, continued

Attribute Description

any related map-symbol changes to a beige color).
Enable Card Fault | Use this attribute to poll fault metrics for cards. Card fault metrics include
Polling Administrative State, Operational State, and Standby State.
Note: Card Fault Polling is enabled by default.
If =< enabled, NNMi gathers fault data related to the card fault metrics in
devices assigned to this level of the monitoring hierarchy.
If . disabled, NNMi does not extend data collection behavior to include
card fault data about devices assigned to this level of the monitoring
hierarchy.
Tip: NNMi uses the same polling interval set for the Fault Polling
Interval.
Enable Node Use this attribute to poll Node Component fault metrics. Node Component
Component Fault fault metrics include the following: Fan, Power Supply, Temperature, and
Polling Voltage.
Note: By Note: Node Component Fault Polling is disabled by default. Only the
default, this health of the Power Supply and Fan Node Components are
feature is propagated to the Node level.
enabled for the
"Routers®and | 11 gnapled, NNMi gathers fault data related to the Node Component
Networking fault metrics in devices assigned to this level of the monitoring hierarchy.
Infrastructure
Devices" Node If__ disabled, NNMi does not extend data collection behavior to include
Groups. Node Component fault data about devices assigned to this level of the
monitoring hierarchy.
Tip: NNMi uses the same polling interval set for the Fault Polling
Interval.

The default Fault Polling Interval is 5 minutes, except for the Node Group named
Microsoft Windows Systems which is 10 minutes.

Default Fault Monitoring: interval

Attribute Description

Fault The time that State Poller waits between issuing queries to gather information for any
Polling of the following that are enabled: ICMP Polling, SNMP Polling, Poll Unconnected
Interval | Interfaces, and Poll Interfaces Hosting IP addresses.

Page 349 of 1611

HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 10: Monitoring Network Health

Default Fault Monitoring: interval, continued

Attribute Description

Note: NNMi monitors SNMP agents (Management Addresses) according to this
Fault Polling Interval, even if ICMP Polling, SNMP Polling, Poll Unconnected
Interfaces, and Poll Interfaces Hosting IP addresses are all disabled. To prevent
an SNMP Agent's address from being monitored, one of the following must be
true: State Polling is disabled, current Communication Configuration settings
turn off SNMP for the SNMP agent's address, the parent Node is set to Not
Managed or Out of Service, or the parent node belongs to a Monitoring

Configuration's Node Group with

Enable SNMP Polling on Node disabled.

Default SNMP Performance Monitoring (NNM iSPI Performance for Metrics)

Attribute

LAN Performance
Monitoring:

Enable Interface
Performance
Polling

Description

(NNM iSPI Performance for Metrics) Use this attribute to extend the range
of polling data that NNMi collects. HP Network Node Manager iSPI
Performance for Metrics Software uses the additional data in a series of
performance reports. See "Purchase an HP Network Node Manager i
Smart Plug-in" on page 1486 for more information. When enabled, network
traffic increases on your network because NNMi gathers performance data
about each member of this group on a regular schedule.

If =< enabled, NNMi gathers basic Interface performance data from
Interfaces in devices assigned to this level of the monitoring hierarchy.

If | disabled, NNMi does not extend data collection behavior to include
performance data about Interfaces assigned to this level of the monitoring
hierarchy.

Note: The Enable State Polling field must be enabled, too. By default
the performance of connected interfaces and addresses is monitored.
If you have unconnected interfaces that you want to monitor, expand
NNMi monitoring behavior by enabling Poll Unconnected Interfaces.

WAN Performance

(NNM iSPI Performance for Metrics) Use this attribute to extend the range

Monitoring: of polling data that NNMi collects. HP Network Node Manager iSPI
Enable DS Performance for Metrics Software uses the additional data in a series of
| Tarf eLsx performance reports. When enabled, network traffic increases on your
F? ff ace network because NNMi gathers performance data about each member of
Pe”.ormance the DSx Interfaces interface group on a regular schedule. See "Interface
olling Groups Provided by NNMi" on page 338 for more information.
If =< enabled, NNMi gathers DSx performance data from DSx Interfaces
assigned to this level of the monitoring hierarchy.
If | disabled, NNMi does not gather DSx performance data from DSx
Interfaces assigned to this level of the monitoring hierarchy.
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Default SNMP Performance Monitoring (NNM iSPI Performance for Metrics),

continued

Attribute Description

WAN Performance
Monitoring:

Enable SONET
Interface
Performance
Polling

(NNM iSPI Performance for Metrics) Use this attribute to extend the range
of polling data that NNMi collects. HP Network Node Manager iSPI
Performance for Metrics Software uses the additional data in a series of
performance reports. When enabled, network traffic increases on your
network because NNMi gathers performance data about each member of
the SONET Interfaces interface group on a regular schedule. See
"Interface Groups Provided by NNMi" on page 338 for more information.

If =</ enabled, NNMi gathers SONET performance data from SONET
Interfaces assigned to this level of the monitoring hierarchy.

If | disabled, NNMi does not gather SONET performance data from
SONET Interfaces assigned to this level of the monitoring hierarchy.

WAN Performance
Monitoring:

Enable ATM
Interface
Performance
Polling

(NNM iSPI Performance for Metrics) Use this attribute to extend the range
of polling data that NNMi collects. HP Network Node Manager iSPI
Performance for Metrics Software uses the additional data in a series of
performance reports. When enabled, network traffic increases on your
network because NNMi gathers performance data for each ATM Interface.

If =< enabled, NNMi gathers ATM performance data from ATM Interfaces
assigned to this level of the monitoring hierarchy.

If | disabled, NNMi does not gather ATM performance data from ATM
Interfaces assigned to this level of the monitoring hierarchy.

Note:

e This option gathers metrics from ATM-MIB and CISCO-AAL5-MIB.

e See also "Configure Discovery of ATM/Frame Relay Interfaces" on
page 201.

WAN Performance
Monitoring:

Enable Frame
Relay Interface
Performance
Polling

(NNM iSPI Performance for Metrics) Use this attribute to extend the range
of polling data that NNMi collects. HP Network Node Manager iSPI
Performance for Metrics Software uses the additional data in a series of
performance reports. When enabled, network traffic increases on your
network because NNMi gathers performance data for each Frame Relay
Interface.

If =</ enabled, NNMi gathers Frame Relay performance data from Frame
Relay Interfaces assigned to this level of the monitoring hierarchy.

If | disabled, NNMi does not gather Frame Relay performance data from
Frame Relay Interfaces assigned to this level of the monitoring hierarchy.

This option gathers the following types of metrics:

o Circuit in and out octets, errors, and discards
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Default SNMP Performance Monitoring (NNM iSPI Performance for Metrics),

continued

Attribute Description

o Committed Information Rate (CIR) and Extended Information Rate
(EIR) utilization

o Forward Error Congestion Notification (FECN) and Backward Error
Congestion Notification (BECN) counts

See also "Configure Discovery of ATM/Frame Relay Interfaces" on page
201.

Enable Node
Component
Performance
Polling

Note: By
default, this
feature is
enabled for
the Routers
Node Group if

(NNM iSPI Performance for Metrics) Use this attribute to poll Node
Component performance. An NNMi administrator can set the threshold for
node components related to the following performance metrics: CPU
utilization, memory utilization, buffer utilization, buffer miss rate, and buffer
failure rate.

Note: Node Component Performance Polling is disabled by default.

If =< enabled, NNMi gathers performance data related to the Node
Component performance metrics in devices assigned to this level of the
monitoring hierarchy.

Polling Interval

NNM iSPI
Performance If | disabled, NNMi does not extend data collection behavior to include
for Metrics is Node Component performance data about devices assigned to this level of
installed. the monitoring hierarchy.
Tip: NNMi uses the same polling interval set for the Performance
Polling Interval.
Performance (NNM iSPI Performance for Metrics) Use this field to set the time period

that NNMi waits between issuing network traffic to gather performance
data for the HP Network Node Manager iSPI Performance for Metrics
Software.

The default Performance Polling Interval is 5 minutes, except for the Node
Group named Microsoft Windows Systems which is 10 minutes.

Default Extend the Scope of Polling Beyond Connected Interfaces

Attribute Description

Poll Unconnected
Interfaces

If =4/ enabled, NNMi monitors all interfaces within discovered
devices (both connected and unconnected). All interfaces are
monitored for MIB-II ifAdminStatus and ifOperStatus. (ifAdminStatus
is set by the device administrator. ifOperStatus indicates the
operational status of interface health.)

Note: The Enable State Polling field must be enabled, and
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Default Extend the Scope of Polling Beyond Connected Interfaces , continued

Attribute Description

SNMP polling of some type must be enabled (for example,
Enable SNMP Fault Monitoring and Enable SNMP Performance
Polling).

If || disabled, State Poller polls according to other configuration
settings.

Tip: Your discovery configuration choices might need to be
adjusted to get the results you want. For example, to meet the
“connected” criteria for interfaces in switches that do not have an
IP address you must add the device to which the interface is
connected as a discovery seed. See"Specify Discovery Seeds"
on page 256.

Poll Interfaces Hosting
IP Addresses

Note: This
monitoring option is
useful for Router
interfaces. By
default, this feature
is enabled for the
"Routers" Node
Group.

If =< enabled, any unconnected interface that has one or more
addresses associated with it is monitored for MIB-Il ifAdminStatus
and ifOperStatus. (ifAdminStatus is set by the device administrator.
ifOperStatus indicates the operational status of interface health.)

Note: The Enable State Polling field must be enabled, and
SNMP polling of some type must be enabled (for example,
Enable SNMP Fault Monitoring and Enable SNMP Performance
Polling).

By monitoring the Interface (in addition to the IP address), NNMi can
make more informed decisions about the health of each IP address
associated with an unconnected interface.

If . disabled, State Poller polls according to other configuration
settings.

Tip: The Communication Configuration workspace provides a
method of overriding this setting for specific Regions. You can
define your own Region to easily turn off polling to any
unreachable addresses in your management domain (for
example, the private IP addresses' ).

1These are IPv4 addresses that can be reused in home and office local area networks (LANS).
Following the standards set by RFC 1918 and RFC 4193 (10.*.*.*, 169.254.*.*, 172.16-31.*.*, and

192.168.*.%)
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Default Change Detection Monitoring

Attribute Description

Enable Number of
Interfaces (ifNumber)

Tip: For more information, see "Detect Interface Changes" on page
280.

Polling
When enabled =4/, NNMi polls for the number of interfaces using the
ifNumber value for the node. If the number of interfaces has changed,
NNMi initiates a rediscovery of the node. Polling is suspended until the
discovery is complete.
When disabled | |, NNMi does not actively poll for a change in the
number of interfaces. The change is detected the next time the node is
rediscovered.
Enable Entity Change | When enabled <, NNMi polls for the last change time from the ENTITY-
Time MIB entLastChangeTime value. If the time has changed, NNMi
(entLastChangeTime) | initiates a rediscovery of the node. Polling is suspended until the
Polling discovery is complete.

When disabled | |, NNMi does not actively poll the
entLastChangeTime MIB value. The change is detected the next
time the node is rediscovered.

Change Detection
Polling Interval

The time that State Poller waits between issuing queries to gather
information for the Number of Interfaces (1 £Number) and Entity Change
Time (entLastChangeTime) settings enabled for Change Detection
Monitoring.

The default Change Detection Polling Interval is 4 hours.

About Threshold Settings Provided by NNMi

Instruct NNMi to monitor thresholds for devices throughout your network (for example, Interface
Input Utilization).You can also do the following when any of these thresholds are enabled:

« Configure incidents related to these thresholds, for more information:

o Configure custom incident attributes for these thresholds,for more information:

o There are many benefits to using these thresholds provided by NNMi:

a. NNMi provides all the complex logic required to conduct the threshold evaluations,
accessing the appropriate MIB to provide the most accurate data for each specific device.
For more information:

o Inthe NNMi console, click Help — NNMi Documentation Library — Release Notes.

o Click the link to HP Network Node Manager i Software System and Device Support

Matrix.

o Click the link at the top of the file "For the latest additions to the system requirements and
device support".
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o Click the link to the device support matrix. Review the list of MIB files that NNMi is

configured to use when appropriate.

b. NNMi gathers Monitored Attribute data, evaluates any established thresholds to determine
State values for the devices you are monitoring.

Tip: If these thresholds do not meet all of your team's needs, write your own. See "Configure
Threshold Information for a Custom Poller Collection" on page 441 (your Custom Poller
thresholds affect the Custom Polled Instance State, and can be configured to affect Node
Status and generate associated incidents).

Available Threshold Attributes for Monitoring Configuration

Relevant for:

Interface  Interface Node Node
Group: Group: Group: Group:

NNNMi Attributes available Threshold Baseline Threshold Baseline

for Thresholds Settings  Settings Settings  Settings

1st Group 2nd Group 3rd Group 4th Group

Order applied (low to high Order #s  Order #s Order#s Order#s Controlled

Time elapsed (in
milliseconds) before receiving
areply to NNMi's Internet
Control Message Protocol
(ICMP) echo request. NNMi
issues the ICMP echo
request to the Node's
management address.

#: 1-x 1-x 1-x 1-x by:
Management Address ICMP X X Fault
Response Time Polling

Prerequisite for ICMP monitoring:
1. Navigate to the Node Group Settings form.
a.
b.
C.
d.
e.

2. Scroll down to the Fault Monitoring section, locate the ICMP Fault Monitoring
settings. The =< Enable Management Address Polling must be enabled.

From the workspace navigation panel, select the # Configuration workspace.
Expand the & Monitoring folder.

Select Monitoring Configuration.

Locate the Node Group Settings tab.

Open the appropriate Node Group Settings form.
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Available Threshold Attributes for Monitoring Configuration, continued

Relevant for:

Interface  Interface Node Node
Group: Group: Group: Group:

NNNMi Attributes available Threshold Baseline Threshold Baseline

for Thresholds Settings  Settings Settings  Settings

1st Group 2nd Group 3rd Group 4th Group

Order applied (low to high Order#s  Order #s Order#s Order#s Controlled

#: 1-x 1-x 1-x 1-x by:

Tip: NNMi administrators can check network latency for a Node Group or Interface Group
by adjusting the following for the management addresses associated with the specified
group of nodes or interfaces:

o ICMP polling frequency
o ICMP echo request packet data payload size

See "Maintaining NNMi" chapter in the HP Network Node Manager i Software Deployment
Reference for more information.

Threshold Settings for NNM iSPI Performance for Metrics

The rest of the NNMi-provided threshold settings require that HP Network Node Manager iSPI
Performance for Metrics Software be installed. See "Purchase an HP Network Node Manager i
Smart Plug-in" on page 1486 for more information. NNM iSPI Performance for Metrics provides
exception reports to track the frequency of threshold breaches. You can open these reports with
Actions — HP NNM iSPI Performance — Reporting - Report Menu in the incident, node, or
interface views and forms. (See NNM iSPI Performance for Metrics Actions.)

The following thresholds apply to Nodes (see "Node Group Settings for Monitoring" on page 391):

Prerequisite for these Node Group Thresholds:

1. Navigate to the Node Group Settings form.

a
b.
c.
d.

e.

From the workspace navigation panel, select the #* Configuration workspace.
Expand the Monitoring folder.

Select the Monitoring Configuration form.

Locate the Node Group Settings tab.

Open the appropriate Node Group Settings form.

2. Scroll down to the SNMP Performance Monitoring section, locate the Component

Performance Monitoring settings. The »<| Enable Node Component Performance Polling
must be enabled.
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Available Node Group Threshold Attributes for Monitoring Configuration

Relevant for:

NNM iSPI Performance Interface  Interface Node Node
for Metrics Monitored Group: Group: Group: Group:
Attributes available for Threshold Baseline Threshold Baseline

Thresholds Settings  Settings Settings  Settings

1st Group 2nd Group 3rd Group 4th Group
Order applied (low to high Order#s  Order #s Order#s Order#s Controlled

#: 1-x 1-x 1-x 1-x by:
Backplane Utilization X X Performance
Threshold based on the Polling

percentage of backplane
usage compared to the total
amount of available
backplane resources.

Buffer Failure Rate X Performance

Threshold based on the Polling
percentage of a node's
buffer failures compared to
the total number of attempts
to create new buffers.
These failures are caused
by insufficient memory
when the device tried to
create new buffers.

Buffer Miss Rate X Performance

Threshold based on the Polling
percentage of a Node's
buffer misses compared to
the total attempts at buffer
access. Crossing this
threshold indicates the
number of available buffers
are dropping below a
minimum level required for
successful operation.

Buffer Utilization X X Performance

Threshold based on the Polling
percentage of a Node's
buffers that are currently in
use, compared to the total
number of available buffers.

CPU 1Min Utilization X X Performance
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Available Node Group Threshold Attributes for Monitoring Configuration,
continued

Relevant for:
NNM iSPI Performance Interface  Interface Node Node

for Metrics Monitored Group: Group: Group: Group:
Attributes available for Threshold Baseline  Threshold Baseline

Thresholds Settings  Settings Settings  Settings

1st Group 2nd Group 3rd Group 4th Group
Order applied (low to high Order#s  Order #s Order#s Order#s Controlled
#: 1-x 1-x 1-x 1-x by:

Threshold based on the Polling
percentage of a node's CPU
usage compared to the total
amount of available CPU
capacity. This percentage is
the average CPU utilization
over the prior 1-minute.

CPU 5Min Utilization X X Performance

Threshold based on the Polling
percentage of a node's CPU
usage compared to the total
amount of available CPU
capacity. This percentage is
the average CPU utilization
over the prior 5-minutes.

CPU 5Sec Utilization X X Performance

Threshold based on the Polling
percentage of a node's CPU
usage compared to the total
amount of available CPU

capacity. This percentage is
the average CPU utilization
over the prior 5-seconds.

Disk Space Utilization X X Performance

Threshold based on the Polling
percentage of a node's disk
space usage compared to

the total amount of available

disk space.
Memory Utilization X X Performance
Threshold based on the Polling

percentage of a node's
memory usage compared to
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Available Node Group Threshold Attributes for Monitoring Configuration,
continued

Relevant for:
NNM iSPI Performance Interface  Interface Node Node

for Metrics Monitored Group: Group: Group: Group:
Attributes available for Threshold Baseline  Threshold Baseline

Thresholds Settings  Settings Settings  Settings

1st Group 2nd Group 3rd Group 4th Group
Order applied (low to high Order#s  Order #s Order#s Order#s Controlled
#: 1-x 1-x 1-x 1-x by:

the total amount of available
memory.

The Monitored attributes in the following table are available as Interface Group thresholds and Node
Group thresholds. For each monitored Interface, NNMi applies any relevant Interface Group
threshold configurations first. If none are available, NNMi applies any relevant Node Group
threshold configurations.

The following thresholds apply to Interfaces (see "Interface Group Settings for Monitoring (NNM
iSPI Performance for Metrics)" on page 374):

Prerequisite for these Interface Group thresholds:
1. Navigate to the Interface Group Settings form.
a. From the workspace navigation panel, select the # Configuration workspace.
b. Expand the Monitoring folder.
c. Select the Monitoring Configuration form.
d. Locate the Interface Group Settings tab.
e. Open the appropriate Interface Group Settings form.

2. Scroll down to the SNMP Performance Monitoring section, locate the Component

Performance Monitoring settings. The | Enable Interface Performance Polling must be
enabled.
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Available Interface Group Threshold Attributes for Monitoring Configuration

Relevant for:

NNM iSPI Performance Interface  Interface Node Node
for Metrics Monitored Group: Group: Group: Group:
Attributes available for Threshold Baseline Threshold Baseline

Thresholds Settings  Settings Settings  Settings

1st Group 2nd Group 3rd Group 4th Group
Order applied (low to high Order#s  Order #s Order#s Order#s Controlled

#: 1-x 1-x 1-x 1-x by:
FCS LAN Error Rate X X Performance
Local Area Polling

Network interfaces
only.Threshold based on the
percentage of incoming
frames with a bad
checksum (CRC value)
compared to the total
number of incoming frames.
Possible causes include
collisions at half-duplex, a
duplex mismatch, bad
hardware (NIC, cable, or
port), or a connected device
generating frames with bad
Frame Check Sequence.

FCS WLAN Error Rate X X Performance

Wireless Local Area Polling

Network Interfaces only.
Threshold based on the
percentage of incoming
frames with a bad
checksum (CRC value)
compared to the total
number of incoming frames.
Possible causes include
wireless communication
interference, bad hardware
(NIC, cable or port), ora
connected device
generating frames with bad
Frame Check Sequence.

Input Discard Rate X X Performance

Threshold based on the Polling
percentage of the interface's
discarded input packet
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Available Interface Group Threshold Attributes for Monitoring Configuration,
continued

Relevant for:
NNM iSPI Performance Interface  Interface Node Node

for Metrics Monitored Group: Group: Group: Group:
Attributes available for Threshold Baseline  Threshold Baseline

Thresholds Settings  Settings Settings  Settings

1st Group 2nd Group 3rd Group 4th Group
Order applied (low to high Order#s  Order #s Order#s Order#s Controlled
#: 1-x 1-x 1-x 1-x by:

count compared to the total
number of packets received.
Packets might be discarded
because of a variety of
issues, including receive-
buffer overflows,
congestion, or system
specific issues.

Input Error Rate X X Performance

Threshold based on the Polling
percentage of the interface's
input packet error count
compared to the total
number of packets received.
What constitutes an error is
system specific, but likely
includes such issues as bad
packet checksums,
incorrect header
information, and packets
that are too small.

Input Queue Drops Rate X X Performance

Threshold based on the Polling
percentage of the interface's
dropped input packets
compared to the total
number of packets received.
Possible causes include the
input queue being full.

Input Utilization X X X X Performance

Threshold based on the Polling
percentage of the interface's
total incoming octets
compared to the maximum
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Available Interface Group Threshold Attributes for Monitoring Configuration,
continued

Relevant for:
NNM iSPI Performance Interface  Interface Node Node

for Metrics Monitored Group: Group: Group: Group:
Attributes available for Threshold Baseline  Threshold Baseline

Thresholds Settings  Settings Settings  Settings

1st Group 2nd Group 3rd Group 4th Group
Order applied (low to high Order#s  Order #s Order#s Order#s Controlled
#: 1-x 1-x 1-x 1-x by:

number of octets possible
(determined by the MIB
being used to query
ifSpeed of the device and
whether the host system
supports high-speed
counters for interfaces).

Tip: Sometimes the
ifSpeed value
returned by the device's
SNMP agent is not
accurate and causes
problems with
thresholds. If your
NNMi role allows, you
can override the
ifSpeed reported by

the SNMP agent:
1. Open the problem
interface's
Interface form.

2. Select the General
Tab.

3. Locate the
Input/Output
Speed section.

4. Change the Input

Speed or Output

Speed setting.
Output Discard Rate X X Performance
Threshold based on the Polling

percentage of the interface's
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Available Interface Group Threshold Attributes for Monitoring Configuration,
continued

Relevant for:
NNM iSPI Performance Interface  Interface Node Node

for Metrics Monitored Group: Group: Group: Group:
Attributes available for Threshold Baseline  Threshold Baseline

Thresholds Settings  Settings Settings  Settings

1st Group 2nd Group 3rd Group 4th Group
Order applied (low to high Order#s  Order #s Order#s Order#s Controlled
#: 1-x 1-x 1-x 1-x by:

discarded output packet
count compared to the total
number of outgoing packets.
Packets might be discarded
because of a variety of
issues, including
transmission buffer
overflows, congestion, or
system specific issues.

Output Error Rate X X Performance

Threshold based on the Polling
percentage of the interface's
output packet error count
compared to the total
number of outgoing packets.
What constitutes an error is
system specific, but likely
includes such issues as as
collisions and buffer errors.

Output Queue Drops Rate X X Performance
Threshold based on the Polling
percentage of the interface's

dropped output packets

compared to the total
number of outgoing packets.
Possible causes include all
buffers allocated to the
interface being full.

Output Utilization X X X X Performance

Threshold based on the Polling
percentage of the interface's
total outgoing octets
compared to the maximum
number of octets possible

Page 363 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 10: Monitoring Network Health

Available Interface Group Threshold Attributes for Monitoring Configuration,
continued

Relevant for:
NNM iSPI Performance Interface  Interface Node Node

for Metrics Monitored Group: Group: Group: Group:
Attributes available for Threshold Baseline  Threshold Baseline

Thresholds Settings  Settings Settings  Settings

1st Group 2nd Group 3rd Group 4th Group
Order applied (low to high Order#s  Order #s Order#s Order#s Controlled
#: 1-x 1-x 1-x 1-x by:

(determined by the MIB
being used to query
ifSpeed of the device and
whether the host system
supports high-speed
counters for interfaces).

Tip: Sometimes the
ifSpeed value
returned by the device's
SNMP agent is not
accurate and causes
problems with
thresholds. If your
NNMi role allows, you
can override the
ifSpeed reported by

the SNMP agent:
1. Open the problem
interface's
Interface form.

2. Select the General
Tab.

3. Locate the
Input/Output
Speed section.

4. Change the Input
Speed or Output
Speed setting.

Examples of Count-Based Threshold Monitoring

You can configure these example interface and node component thresholds if the HP Network
Node Manager iSP| Performance for Metrics Software is installed. See "Purchase an HP Network
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Node Manager i Smart Plug-in" on page 1486 for more information.

Several examples of Count-Based Threshold Settings are presented. These examples are not
intended to be recommendations. Consider all aspects of your network environment and set
performance thresholds that are meaningful in your environment:

Example 1: Monitor Utilization on WAN Connections

You want to monitor the connections between two sites to verify that your service provider is
meeting their guaranteed throughput volume. You pay a fixed cost for a specific bandwidth over this
WAN interface.

¢ Monitor for under-utilization which wastes money (less than 10%).
Tip: If you do not care about under-utilization, set Low Value and Low Value Rearm to 0%

as shown in Example 2. The Low Value threshold is then disabled because it cannot be
crossed.

« Monitor for over-utilization (greater than 80%), which might result in performance bottlenecks or
service provider surcharges.

100.00%

High Value = 80%
High Value Rearm = 70%
High Trigger Count = 1

Acceptable
Range of r
Performance

Low Value = 10%
Low Value Rearm= 15%
Low Trigger Count = 2

0.00%

Note: Sometimes an Interface's MIB-Il ifspeed value is not reported accurately.

This might result in threshold calculations outside the 0.00 - 100.00 range. If this happens, the
Interface threshold State set to "Unavailable." To correct the problem:

1. Access the Inventory workspace

2. Open Interface view.

3. Open the form for the Interface that is reporting a threshold state of "Unavailable."
4. Navigate to the General tab.
5

Enter a valid entry in Input Speed or Output Speed (this overrides the value returned by
the device's SNMP agent so that NNMi can accurately calculate utilization thresholds).
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Example 2: Monitor Utilization on Important Interfaces
You want to monitor an important Ethemet interface and be notified if it is getting overloaded.
An Ethernet interface configured for full-duplex operation has an acceptable operating range of O-

60%. When average utilization is greater than 60%, you want NNM to generate a High Threshold
incident.

100.00%

High Value = 60%
High Value Rearm = 50%
High Trigger Count = 1

Acceptable .
Range of Neominal |

Parformance ¥

Low Value = 0%
Low Value Rearm= 0%
.................. F Low Trigger Count = 1

Example 3: Monitor Utilization on Important Interfaces for States (High, Nominal, None)

You want to monitor an important Ethemnet interface and be notified if it is getting overloaded or if no
data has passed through the interface during the polling interval. This might indicate a problem with
the interface or its connection. If a formerly connected interface is Administratively Down, NNMi
honors that and does not generate a fault condition.

This example monitors for the following:

o When the average utilization is greater than 60%

o When zero data is passing through the interface
Tip: The Low Value of 0.000000000000001 used in this example because it is the smallest
value greater than zero available in NNMi. When you configure a Threshold, to use this

value, simply type 1E-15 and press Enter. NNMi converts that Scientific Notation to the
text string 0.000000000000001 (with 1 entered in the 15th position after the decimal).
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100.00%

High Value = 0%
High Value Rearm = 50%
High Trigger Count = 1

Acceptable
Range of
Performance

Low Value = 0.000000000000001 {1E-14)
Low Value Rearm = 0.000000000000001 {(1E-15)
Low Trigger Count = 1

Example 4: Monitor Important Interfaces for Discards

You want to know any time an interface is dropping data. The acceptable limit for interface discards
is 10%. A High Threshold situation occurs when the discard rate exceeds 10% and retumns to
Nominal when the discard rate drops below 5%.

100.00%

High Value = 10%
High Value Rearm= 5%

High Trigger Count= 1

Low Value= 0%
Low Value Rearm= 0%

Acceptable
Range of
Low Trigger Count= 1

Performance

Example 5: Monitor Important Interfaces for Errors

You want to know if packet errors occur. The acceptable limit for packet errors is 2%.A High
Threshold situation occurs when the error rate exceeds 2% and returns to normal when the error
rate drops below 1%.

Tip: To monitor for any errors greater than zero, set the High Value, High Value Rearm, Low
Value, and Low Value Rearm to: 0.0
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100.00%

High Value = 2%
High Value Rearm = 1%
High Trigger Count = 1

Acceptable Low Value = 0%
Range of Low Value Rearm= 0%
Low Trigger Count = 1

Performance

0.00%

Examples of Time-Based Threshold Monitoring

You can configure these example interface and node component thresholds if the HP Network
Node Manager iSPI Performance for Metrics Software is installed. See "Purchase an HP Network
Node Manager i Smart Plug-in" on page 1486 for more information.

Several Time-Based Threshold Settings examples are presented. These examples are not intended
to be recommendations. Consider all aspects of your network environment and set performance
thresholds that are meaningful in your environment:

Example 1: Monitor CPU Utilization for an Important Node

You want to know when the CPU Utilization is above 75% for 20 out of 30 minutes. A High
Threshold situation occurs when the CPU Utilization exceeds 75% for 20 out of 30 minutes and
returns to normal when the Utilization drops below 70%.

High Value: 75%

High Value Rearm: 70%

High Duration: 20 minutes

High Duration Window: 30 minutes

Note: The influencing Performance Polling Interval is set to 5 minutes, which instructs NNMi
to poll the value every 5 minutes.
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CPU 5Min Utilization above 75%
for 20 out of 30 minutes
with a 5 minute Performance Polling Interval

Start polling here

5 minutes

State Poller's Response
() Nominal State (15 minutes above 75%)

i High State (20 minutes above 75%)
(J Nominal State (15 minutes above 75%)

Example 2: Monitor Important Interfaces for Interface Input Utilization

You want to know when the Bandwidth Utilization is above 90% for 30 out of 30 minutes. A High
Threshold situation occurs when the bandwidth utilization exceeds 90% for 30 out of 30 minutes
and returns to normal when the utilization drops below 80%.

High Value: 90%

High Value Rearm: 80%

High Duration: 30 minutes

High Duration Window: 30 minutes

Note: The influencing Performance Polling Interval is set to 5 minutes, which instructs NNMi
to poll the value every 5 minutes.
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Bandwidth Utilization above 90%
for 30 out of 30 minutes
with 5 minute Performance Polling Interval

Start polling here

- 90%
~ B0%

S minutez

State Poller's Response
iJ Nominal State (20 minutes above 10%)
[J Mominal State (26 minutes above 90%)
il High State (30 minutes above 90%)

Example 3: Monitor Using Rearm Values

You want to reduce the frequency of interface State changes when the polled value is close to the
threshold.

The first example shows the Performance Polling results with High Value Rearm set to 80%
(same percentage as the threshold).

High Value: 80%

High Value Rearm: 80%

High Duration: 10 minutes

High Duration Window: 15 minutes
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Interface Input Utilization Greater than 80%
for 10 out of 15 minutes
with 5 minute Performance Polling Interval

with High Value Rearm of B0%

Start polling here

S minutes

State Poller's Response
| Mominal State (5 minutes above 80%)
i High State (10 minutes above B0%)
i High State (10 minutes above 809%)
I Mominal State (5 minutes above 80%)
I Mominal State (5 minutes above 80%)

i High State (10 minutes above 80%)

The second example shows the same set of Performance Polling results with High Value Rearm
set to 50%.

High Value: 80%

High Value Rearm: 50%

High Duration: 10 minutes

High Duration Window: 15 minutes
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Interface Input Utilization Greater than 80%
for 10 out of 15 minutes
with 5 minute Performance Polling Interval

with High Value Rearm of 50%

Start polling here

B0% - |- -~ - L

5 minutes

State Poller's Response
| Mominal State (5 minutes above 80%)
i/ High State (10 minutes above 80%)
il High State (10 minutes above B0%)
kil High State (no rearm)
l High State (no rearm)

i High State (10 minutes above 80%)

Example 4: Monitor Important Interfaces for Interface Errors

You want to know when the Interface Errors are above 10% for 15 out of 20 minutes. A High
Threshold situation occurs when the interface errors exceed 10% for 15 out of 20 minutes and
returns to normal when the interface errors drops below 5%.

High Value: 10%

High Value Rearm: 5%

High Duration: 15 minutes

High Duration Window: 20 minutes

Note: The influencing Performance Polling Interval is set to 5 minutes, which instructs NNMi
to poll the value every 5 minutes.
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Interface Errors above 10%
for 15 out of 20 minutes
with & minute Performance Polling Interval

Start polling here

5 minutes |

State Poller's Response
iJ Mominal State (5 minutes above 10%)
iJ Mominal State (10 minutes above 10%)
(J Nominal State (10 minutes above 10%)

High State(15 minutes above 10%)
High State (above High Value Rearm)

Example 5: Monitor Important Interfaces for Interface Discards

You want to know when the Interface Discards are above 10% for 30 out of 45 minutes. A High
Threshold situation occurs when the interface discards exceed 10% for 30 out of 45 minutes and
returns to nomral when the interface discards drop below 5%.

High Value: 10%

High Value Rearm: 5 %

High Duration: 30 minutes

High Duration Window: 45 minutes

Note: The influencing Performance Polling Interval is set to 5 minutes, which instructs NNMi
to poll the value every 5 minutes.

LAN Interface Discards are above 10%
for 30 out of 45 minutes
with 5 minute Performance Polling Interval

Start polling here

R YT T L T e seadlbs e ac e c e S| - 5c B ac | S . 1[]%
= e i e it SRV U A | 594

S minutes

State Poller's Response
iJ Mominal State (26 minutes above 10%)

il High State (30 minutes above 10%)
i High State (35 minutes above 10%)
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Interface Group Settings for Monitoring (NNM iSPI
Performance for Metrics)

Before you start, you must establish one or more Interface Group definitions that identify the
interface types to which these monitoring settings will apply. NNMi provides nearly 250 interface
types to choose from. Interface monitoring applies to matching interfaces and the IP addresses that
are hosted on those interfaces. See also, "Interface Groups Provided by NNMi" on page 338.

Tip: NNMi administrators can check network latency for an Interface Group by adjusting the
following for the management addresses associated with the specified group of interfaces:

e |ICMP polling frequency
e ICMP echo request packet data payload size

See the "Maintaining NNMi" chapter in the HP Network Node Manager i Software Deployment
Reference for more information.

Tip: (NNMi Advanced) Global Network Management feature - When viewing maps on the
Global Manager, if you want to monitor important WAN interface connections between
Regional Managers, then within each Regional Manager's Monitoring Configuration settings,
enable NNMi's Poll Unconnected Interfaces for each of those WAN interfaces.

To establish monitoring behavior for one or more predefined Interface Groups:

1. Navigate to the Interface Group Settings form.

a. From the workspace navigation panel, select the Configuration workspace.
b. Expand the Monitoring folder.

c. Select Monitoring Configuration.

o

Locate the Interface Group Settings tab.

e. Do one of the following:
o To create an Interface Group Settings definition, click the = New icon.
o To edit an Interface Group Settings definition, select a row and click the = Openicon.

o To delete an Interface Group Settings definition, select a row and click the ¥ Delete
button

2. Establish the appropriate settings to identify this Interface Group Setting definition (see Basics
table).

3. Optional. Configure the Fault Monitoring behavior for this Interface Group Setting definition
(see Fault Monitoring table).

4. (NNM iSPI Performance for Metrics) If the HP Network Node Manager iSPI Performance for
Metrics Software is installed:
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= Configure the Performance Monitoring behavior for this Interface Group Setting definition.
See Performance Monitoring table.

= Configure the Baseline Settings. Navigate to the Baseline Settings tab. See "Configure
Baseline Settings for Interface Groups" on page 389.

5. Optional. Configure thresholds. Navigate to the Threshold Settings tab. See "Configure
Threshold Monitoring for Interface Groups" on page 381 for more information.

6. By default, NNMi monitors only interfaces that are connected to other interfaces. When SNMP
polling is enabled, NNMi automatically detects most connections. See "Add or Delete a Layer
2 Connection" on page 284 for information about manual overrides.

Optional. If you want to expand monitoring behavior for this group to include unconnected
Interfaces, indicate your choices in the Extend the Scope of Polling Beyond Connected
Interfaces group box.

7. Click ‘C1Save and Close to return to the Monitoring Configuration form.

8. Click ‘Zlsave and Close. NNMi applies your changes. The next regularly scheduled
monitoring cycle uses the new settings.

Caution: When you establish monitoring configuration settings, NNMi must recalculate
the settings for all affected objects. This can take some time and slow down your system.
Consider making this change during a slow time in your network environment.

To verify that State Poller is working as expected, see Help — System Information and
select the the State Poller tab. NNMi displays a report with current details about the State
Poller process.

Optional. Customize the node monitoring behavior. See "Node Group Settings for Monitoring" on
page 391. Also see "Detect Interface Changes" on page 280.

Basics

Attribute Description

Ordering | Enter a unique string (any length), characters 0 through 9. Consider using increments
of 100 for the flexibility to insert additional items between existing items over time.

NNMi decides which monitoring configurations apply to a node or interface based on
the ordering number assigned to the configuration definitions. NNMi monitors the
device according to the first match (checked from lowest number to highest number
within each category). Categories are read in sequence. Click here for a description of
the sequence.

1. Interface Group Settings: NNMi monitors each of the Node's Interfaces and IP
Addresses based on the first matching Interface Group Settings definition. The
first match is the Interface Group Settings definition with the lowest Ordering
number, then Baseline Settings.

2. Node Group Settings: NNMi monitors each Node and each previously
unmatched Interface or IP Address based on the first matching Node Group
Settings definition. The first match is the Node Group Settings definition with the
lowest Ordering number, then Baseline Settings.
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Basics, continued

Attribute Description

Note: Child node groups are included in the Ordering hierarchy. This means
that if the parent node group has a lower Ordering number (for example,
parent=10, child=20), then the monitoring configuration specified for the
parent node group also applies to the nodes in the child node group. To
override a parent node group monitoring configuration, set the Ordering
number for the child node group to a number that is lower than the parent (for
example, parent=20, child=10).

3. Default Settings: If no match is found for a Node, Interface, or IP Address in 1 or
2, NNMi applies the default Monitoring Configuration settings.

No duplicate Ordering numbers are permitted. Each Interface Setting ordering number
must be unique.

Interface | Choose one predefined Interface Group from the list. See "Create Interface Groups"
Group on page 321 for more information.

(NNMi Advanced with IPv6 enabled) See also "Interface Groups of IPv4 or IPv6
Addresses" on page 331.

Fault Monitoring

Attribute Description

Enable If =</ enabled, State Pollerissues ICMP (ping) requests to verify the availability of
ICMP discovered IP address.

Monitoring:

Enable IP Note: In the Global Control section of this form, the Enable State Polling
Address attribute must be enabled, too.

Fault Polling

fl_ldisabled, State Poller does the following:

Note: o If neither this attribute nor Management IP Address Polling is selected, State
ThIS. Poller does not use ICMP to monitor nodes covered by this configuration
monitor :

. setting.

ing

option ¢ |IP addresses (both previously discovered and newly discovered) have a State
is attribute value of "Not Polled" and a Status attribute value of "No Status" with
useful the color of the IP address map-symbol set to beige. See Layer 3 Neighbor
for View.

devices .

that d o If both ICMP and SNMP are disabled for a Node, the Node has a Status

noz: ° attribute value of "No Status" and the color of the Node map-symbol

background shape is set to beige.

Page 376 of 1611 HP Network Node Manager i Software (9.23)



Online Help: Help for Administrators
Chapter 10: Monitoring Network Health

Fault Monitoring , continued

Attribute Description

support
SNMP.

Tip: To turn off ICMP polling within a subset of your network environment,
use the Communication Configuration workspace Region definitions. You
can define your own Regions that identify any unreachable addresses in your
management domain (for example, the private IP addresses' ).

SNMP Fault
Monitoring:

Enable
Interface
Fault Polling

If =] enabled, State Poller monitors all interfaces by issuing SNMP read-only
queries to devices assigned to this level of the monitoring hierarchy.

By default, any connected interface is monitored for MIB-Il ifAdminStatus and
ifOperStatus. (ifAdminStatus is set by the device administrator. ifOperStatus
indicates the operational status of interface health.) If you have unconnected
interfaces that you want to monitor, expand NNMi monitoring behavior with the
Poll Unconnected Interfaces and the Poll Interfaces Hosting IP Addresses
attributes.

Note: The following attributes must also be enabled:

¢ Inthe Global Control section of this form, the Enable State Polling attribute
must be enabled, too. See Layer 2 Neighbor View. (See "Global Control
Settings for Monitoring" on page 343 for more information.)

¢ Inthe Communication Configuration view, enable State Poller queries with the
applicable Enable SNMP Communication attributes (see "Configuring
Communication Protocol" on page 119 for more information).

If . disabled, for devices assigned to this level of the monitoring hierarchy:
o Causal Engine calculates Status based only on IP address State.

e The Interface objects previously discovered change to a State attribute value
of "Not Polled" and a Status attribute value of "No Status" (plus any related
map-symbol changes to a beige color).

Fault Polling
Interval

The time that State Poller waits between issuing queries to gather information for
any of the following that are enabled: ICMP Polling, SNMP Polling, Poll
Unconnected Interfaces, and Poll Interfaces Hosting IP addresses.

The default Fault Polling Interval is 5 minutes, except for the Node Group named
Microsoft Windows Systems which is 10 minutes.

Note: NNMi monitors SNMP agents (Management Addresses) according to
this Fault Polling Interval, even if ICMP Polling, SNMP Polling, Poll
Unconnected Interfaces, and Poll Interfaces Hosting IP addresses are all

1These are IPv4 addresses that can be reused in home and office local area networks (LANS).
Following the standards set by RFC 1918 and RFC 4193 (10.*.*.*, 169.254.*.*, 172.16-31.*.*, and

192.168.*.%)
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Fault Monitoring , continued

Attribute Description

disabled. To prevent an SNMP Agent's address from being monitored, one of
the following must be true: State Polling is disabled, current Communication
Configuration settings turn off SNMP for the SNMP agent's address, the
parent Node is set to Not Managed or Out of Service, or the parent node

belongs to a Monitoring Configuration's Node Group with
Polling on Node disabled.

Enable SNMP

SNMP Performance Monitoring (NNM iSPI Performance for Metrics)

Attribute

LAN Performance
Monitoring:

Enable Interface
Performance
Polling

Description

(NNM iSPI Performance for Metrics) Use this attribute to extend the range
of polling data that NNMi collects. HP Network Node Manager iSPI
Performance for Metrics Software uses the additional data in a series of
performance reports. See "Purchase an HP Network Node Manager i
Smart Plug-in" on page 1486 for more information. When enabled, network
traffic increases on your network because NNMi gathers performance data
about each member of this group on a regular schedule.

If =</ enabled, NNMi gathers basic Interface performance data from
Interfaces in devices assigned to this level of the monitoring hierarchy.

If|__ disabled, NNMi does not extend data collection behavior to include
performance data about Interfaces assigned to this level of the monitoring
hierarchy.

Note: The Enable State Polling field must be enabled, too. By default
the performance of connected interfaces and addresses is monitored.
If you have unconnected interfaces that you want to monitor, expand
NNMi monitoring behavior by enabling Poll Unconnected Interfaces.

WAN Performance
Monitoring:

Enable DSx
Interface
Performance
Polling

(NNM iSPI Performance for Metrics) Use this attribute to extend the range
of polling data that NNMi collects. HP Network Node Manager iSPI
Performance for Metrics Software uses the additional data in a series of
performance reports. When enabled, network traffic increases on your
network because NNMi gathers performance data about each member of
the DSx Interfaces interface group on a regular schedule. See "Interface
Groups Provided by NNMi" on page 338 for more information.

If =< enabled, NNMi gathers DSx performance data from DSx Interfaces
assigned to this level of the monitoring hierarchy.

If | disabled, NNMi does not gather DSx performance data from DSx
Interfaces assigned to this level of the monitoring hierarchy.

WAN Performance
Monitoring:

(NNM iSPI Performance for Metrics) Use this attribute to extend the range
of polling data that NNMi collects. HP Network Node Manager iSPI
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SNMP Performance Monitoring (NNM iSPI Performance for Metrics), continued

Attribute Description

Enable SONET Performance for Metrics Software uses the additional data in a series of
Interface performance reports. When enabled, network traffic increases on your
Performance network because NNMi gathers performance data about each member of
Polling the SONET Interfaces interface group on a regular schedule. See

"Interface Groups Provided by NNMi" on page 338 for more information.

If =< enabled, NNMi gathers SONET performance data from SONET
Interfaces assigned to this level of the monitoring hierarchy.

If | disabled, NNMi does not gather SONET performance data from
SONET Interfaces assigned to this level of the monitoring hierarchy.

WAN Performance | (NNM iSPI Performance for Metrics) Use this attribute to extend the range
Monitoring: of polling data that NNMi collects. HP Network Node Manager iSPI
Performance for Metrics Software uses the additional data in a series of

:ETa:)er ATM performance reports. When enabled, network traffic increases on your
ntertace network because NNMi gathers performance data for each ATM Interface.
Performance

Polling If .4 enabled, NNMi gathers ATM performance data from ATM Interfaces

assigned to this level of the monitoring hierarchy.
If | disabled, NNMi does not gather ATM performance data from ATM
Interfaces assigned to this level of the monitoring hierarchy.

Note:

o This option gathers metrics from ATM-MIB and CISCO-AALS5-MIB.

e See also "Configure Discovery of ATM/Frame Relay Interfaces" on
page 201.

WAN Performance | (NNM iSPI Performance for Metrics) Use this attribute to extend the range
Monitoring: of polling data that NNMi collects. HP Network Node Manager iSPI
Performance for Metrics Software uses the additional data in a series of
performance reports. When enabled, network traffic increases on your
network because NNMi gathers performance data for each Frame Relay
Interface.

Enable Frame
Relay Interface
Performance
Polling

If =</ enabled, NNMi gathers Frame Relay performance data from Frame
Relay Interfaces assigned to this level of the monitoring hierarchy.

If | disabled, NNMi does not gather Frame Relay performance data from
Frame Relay Interfaces assigned to this level of the monitoring hierarchy.

This option gathers the following types of metrics:
o Circuit in and out octets, errors, and discards

o Committed Information Rate (CIR) and Extended Information Rate
(EIR) utilization
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SNMP Performance Monitoring (NNM iSPI Performance for Metrics), continued

Attribute Description

o Forward Error Congestion Notification (FECN) and Backward Error
Congestion Notification (BECN) counts

See also "Configure Discovery of ATM/Frame Relay Interfaces" on page

201.
Performance (NNM iSPI Performance for Metrics) Use this field to set the time period
Polling Interval that NNMi waits between issuing network traffic to gather performance
data for the HP Network Node Manager iSPI Performance for Metrics
Software.

The default Performance Polling Interval is 5 minutes, except for the Node
Group named Microsoft Windows Systems which is 10 minutes.

Extend the Scope of Polling Beyond Connected Interfaces

Attribute Description

Poll If .4 enabled, NNMi monitors all interfaces within discovered devices (both
Unconnected | connected and unconnected). All interfaces are monitored for MIB-I

Interfaces ifAdminStatus and ifOperStatus. (ifAdminStatus is set by the device
administrator. ifOperStatus indicates the operational status of interface health.)

Note: The Enable State Polling field must be enabled, and SNMP polling of
some type must be enabled (for example, Enable SNMP Fault Monitoring
and Enable SNMP Performance Polling).

If | disabled, State Poller polls according to other configuration settings.

Tip: Your discovery configuration choices might need to be adjusted to get
the results you want. For example, to meet the “connected” criteria for
interfaces in switches that do not have an IP address you must add the
device to which the interface is connected as a discovery seed. See"Specify
Discovery Seeds" on page 256.

Poll If =</ enabled, any unconnected interface that has one or more addresses
Interfaces associated with it is monitored for MIB-II ifAdminStatus and ifOperStatus.
Hosting IP (ifAdminStatus is set by the device administrator. ifOperStatus indicates the
Addresses operational status of interface health.)

Note: Note: The Enable State Polling field must be enabled, and SNMP polling of
This some type must be enabled (for example, Enable SNMP Fault Monitoring
monitori and Enable SNMP Performance Polling).

ng

option is By monitoring the Interface (in addition to the IP address), NNMi can make more
useful informed decisions about the health of each IP address associated with an

for unconnected interface.
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Extend the Scope of Polling Beyond Connected Interfaces, continued

Attribute Description

Router If | disabled, State Poller polls according to other configuration settings.

interface . o i ) i
s Tip: The Communication Configuration workspace provides a method of

overriding this setting for specific Regions. You can define your own Region
to easily turn off polling to any unreachable addresses in your management
domain (for example, the private IP addresses )-

Related Topics

"Threshold Monitoring Behavior After a System Restart or Configuration Change" on page 415

Configure Threshold Monitoring for Interface Groups

You can set interface thresholds using either of the following methods:

o "Configure Count-Based Threshold Monitoring for Interface Groups" below

o "Configure Time-Based Threshold Monitoring for Interface Groups" on page 385

Related Topics

"About Threshold Settings Provided by NNMi" on page 354

"Threshold Monitoring Behavior After a System Restart or Configuration Change" on page 415

Configure Count-Based Threshold Monitoring for Interface Groups

Count-Based Threshold Settings enable you to determine as soon as a threshold is reached (for
example, an interface is dropping data or an Ethernet interface is getting overloaded).

To establish count-based threshold monitoring behavior for interfaces:

1. Prerequisite. Before setting thresholds, analyze performance data over time to determine wise
threshold settings for each Interface group. For more information, see the following topics:

= "Determine Reasonable Threshold Settings" on page 413.
= "Examples of Count-Based Threshold Monitoring" on page 364.
2. Navigate to the Interface Group Settings form.
a. From the workspace navigation panel, select the Configuration workspace.

b. Expand the Monitoring folder.

c. Select Monitoring Configuration.

1These are IPv4 addresses that can be reused in home and office local area networks (LANS).
Following the standards set by RFC 1918 and RFC 4193 (10.*.*.*, 169.254.*.*, 172.16-31.*.*, and
192.168.*.%)
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d. Navigate to the Interface Group Settings tab.
e. Do one of the following:
o To create an Interface Group Settings definition, click the = New icon.
o To edit an Interface Group Settings definition, select a row and click the = Openicon.
3. Inthe Interface Group Settings form, navigate to the Threshold Settings tab.

4. Do one of the following:

= Tocreate a threshold definition, click the = New icon and select Count-Based Threshold
Settings.

= To edit a threshold definition, select a row and click the = Openicon.

= Todelete a threshold definition, select a row and click the ¥ Delete icon.

5. Select the Monitored Attribute you want to monitor and establish the threshold values for that
attribute (see Basic Count-Based Threshold Settings table).

When you configure thresholds using this technique, NNMi uses the assigned Interface Group
as afilter (only monitoring the threshold for devices with at least one interface belonging to the
specified Interface Group).

6. Click ‘1 Save and Close to return to the Interface Group Settings form.
7. Click 'C] Save and Close to return to the Monitoring Configuration form.

8. Click ‘21 Save and Close. NNMi applies your changes during the next regularly scheduled
monitoring cycle.

Note: Threshold Incidents are disabled by default within NNMi to prevent Incident storms.
If you are ready to generate Threshold Incidents, see "Generate Performance Threshold
Incidents (NNM iSPI Performance for Metrics)" on page 764. See also "Custom Incident
Attributes Provided by NNMi (Information for Administrators)" on page 647 fora
description of the special custom incident attributes available in Threshold Incidents.

9. Seealso "Find Threshold Results" on page 414.
Basic Count-Based Threshold Settings

Attribute  Description

Monitored | In the Monitored Attribute drop-down list, select the attribute for which you want to
Attribute establish a threshold configuration.

Tip: Some of the choices in the Monitored Attribute selection list do not apply
in this context.

See the tables in "About Threshold Settings Provided by NNMi" on page 354
for information about which Monitored Attributes are available for Interface
Groups.

A High Threshold situation occurs when:
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Basic Count-Based Threshold Settings, continued

Attribute  Description

The Monitored Attribute is greater than the High Value for High Trigger Count cycles.

When these criteria are met, NNMi does the following:

o Updates the Threshold's state value to & High for the appropriate Interface.

o Generates the related incident (if one is Enabled /). If an incident is generated, NNMi closes
that incident when the Threshold criteria are no longer met.

High Value | Designate the percentage between 0.00 and 100.00 above which becomes a
threshold situation.

For special situations, the following values can be used:

« 0.000000000000001 (or 1E-15in Scientific Notation) for the smallest value
greater than zero.

o 99.99999999999999 for the highest value less than one hundred.
The High Value must be greater than or equal to the designated Low Value.

Note: If you use the highest possible value, the High threshold is disabled
because it cannot be crossed.

High Value | The High Value Rearm designates the lower boundary of the High Threshold range
Rearm of values.

After entering a High threshold situation, when a returned value is below the
specified High Value Rearm, the High Threshold situation ends (for Count-Based
Thresholds).

Note: The High Value Rearm must be less than or equal to the High Value and
greater than or equal to the Low Value Rearm.

High Designate the number of consecutive polling intervals the returned value must be
Trigger greater than the specified High Value to meet the High Threshold criteria. The
Count default value is 1.

The polled value represents an average over the configured polling interval, so a
trigger count of 1 is often appropriate. See the currently configured Fault Polling
Interval or Performance Polling Interval setting that is influencing the Monitored
Attribute you chose, because that is how often NNMi provides a data point. See the
tables in "About Threshold Settings Provided by NNMi" on page 354 for details. See
the following topics for instructions about finding the current polling interval setting:

o "Default Settings for Monitoring" on page 345

¢ "Interface Group Settings for Monitoring (NNM iSPI Performance for Metrics)"
on page 374

¢ "Node Group Settings for Monitoring" on page 391
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Basic Count-Based Threshold Settings, continued

Attribute  Description

A Low Threshold situation occurs when:
The Monitored Attribute is less than the Low Value for Low Trigger Count cycles.

When these criteria are met, NNMi does the following:

o Updates the Threshold's state value to L/ Low for the appropriate Interface.

o Generates the related incident (if one is Enabled /). If an incident is generated, NNMi closes
that incident when the Threshold criteria are no longer met.

Low Value | Designate the percentage between 0.00 and 100.00 below which becomes a
threshold situation.

For special situations, the following values can be used:

« 0.000000000000001 (or 1E-15in Scientific Notation) for the smallest value
greater than zero.

o 99.99999999999999 for the highest value less than one hundred.
The Low Value must be less than or equal to the designated High Value.

Note: If you use zero (the minimum possible value), the Low threshold is
disabled because it cannot be crossed.

Low Value | The Low Value Rearm designates the upper boundary of the Low Threshold range
Rearm of values.

After entering a Low threshold situation, when a returned value is above the
specified Low Value Rearm, the Low Threshold situation ends (for Count-Based
Thresholds).

Note: The Low Value Rearm must be greater than or equal to the Low Value
and less than or equal to the High Value Rearm.

Low Designate the number of consecutive polling interval the returned value must be
Trigger less than the specified Low Value to meet the Low Threshold criteria. The default
Count valueis 1.

The polled value represents an average over the configured polling interval, so a
trigger count of 1 is often appropriate. See the currently configured Fault Polling
Interval or Performance Polling Interval setting that is influencing the Monitored
Attribute you chose, because that is how often NNMi provides a data point. See the
tables in "About Threshold Settings Provided by NNMi" on page 354 for details. See
the following topics for instructions about finding the current polling interval setting:

o "Default Settings for Monitoring" on page 345

¢ "Interface Group Settings for Monitoring (NNM iSPI Performance for Metrics)"
on page 374

¢ "Node Group Settings for Monitoring" on page 391
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