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Overview

This chapter covers the following topics:

¢ PI and network flow data

¢ Role of the NetFlow Preprocessor; role of the NetFlow Datapipe
e Folders and reports

e  Ways to customize reports

e Sources for additional information

Pl and Network Flow Data

HP Performance Insight is a performance management and reporting application. Long-term
data collection, in-depth analysis, and automated web-based reporting are this application’s
primary strengths. If desired, PI can be integrated with network and system management
applications, including NNM and HP Operations/OM. Integration enhances fault isolation,
problem diagnosis, and capacity planning.

The NetFlow Interface Report Pack installs on PI. The reports in the NetFlow Interface
Report Pack analyze network flow data collected by flow collector applications. We recommend
running the NetFlow Interface Report Pack with the Interface Reporting Report Pack. If you
run Interface Reporting and NetFlow Interface concurrently, you will know which interfaces
are experiencing high utilization and you will also know which clients, servers, applications,
and TOS values are contributing to high utilization.

The output file produced by the flow collector application is not compatible with PI. Making
the output compatible with PI is the function of the NetFlow Preprocessor. Once
pre-processing produces a compatible file, the NetFlow Datapipe reads the file and imports
the contents. Before discussing the reports, let’s look at the NetFlow Preprocessor and the
NetFlow Datapipe in more detail.

The Role of the NetFlow Preprocessor

A flow is a sequence of packets moving in the same direction between two devices. Routers
and switches that are configured to track flow data can also be configured to send data about
flows to a flow collector application. The flow collector application aggregates data from
multiple devices and produces an output file containing ample detail about IP traffic. This file
is available for filtering and further processing.

The NetFlow Preprocessor performs the following tasks:
¢ Identifies well-known applications
¢ Allows you to specify non-standard or custom applications

e Identifies the client and server for each flow
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¢  Groups multiple IP addresses into a single domain

¢ Filters out unwanted data produced by the flow collection application

e Aggregates data produced by the flow collection application

e Creates bi-directional records by matching flows from clients to flows from servers
e Reformats data for the NetFlow Interface Datapipe

Filtering is crucial. Filtering reduces the processing load on the PI server and eliminates a
vast quantity of unnecessary data pertaining to flows you do not care about. The NetFlow
Preprocessor must be configured for filtering. As explained in more detail in the NetFlow
Preprocessor User Guide, the filtering you implement can take place before aggregation, after
aggregation, or before and after aggregation. The following types of filtering take place before
aggregation:

¢ (Client/server filtering

e Application filtering

The following types of filtering take place after aggregation:
e Top x flows

¢ Inclusion percentile

e  Minimum bytes per second

The NetFlow Interface Datapipe and the NetFlow Interface Report Pack can function only if
the data produced by the flow collection application is in Cisco DetailCallRecord format. No
other format is acceptable.

The Role of the NetFlow Interface Datapipe

The NetFlow Interface Datapipe is a separate package, and installing it is mandatory. The
NetFlow Interface Datapipe performs three tasks:

e (Calls the PI import process (ee_collect)
e Normalizes data into an internal database format required by the report pack
e Populates report pack base tables every 15 minutes (the default)

The NetFlow Interface Datapipe includes an optional translation utility. The purpose of the
translation utility is to map IP addresses to node names and prevent data from being lost
when a device changes its IP address. By default, the translation utility is disabled. If you
enable it, you must make sure that the SourceDirectory directive for the NetFlow Interface
Datapipe matches the output directory for the translation utility.

For more information about modifying path directives, see Chapter 5, Package Configuration.
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Folders and Reports

When you view NetFlow Interface from the web, you will see five report folders. The contents
of each folder are listed below.

Folder

Folder Contents

Top Ten

Hourly Summary
Daily Summary
Monthly Summary

Server

Hourly Server Summary

Daily Server Summary

Monthly Server Summary

Hourly Server Detail

Daily Server Detail

Monthly Server Detail

Hourly Server Detail w/0 Graphs
Daily Server Detail w/o Graphs
Monthly Server Detail w/o Graphs

Client

Hourly Client Summary

Daily Client Summary

Monthly Client Summary

Hourly Client Detail

Daily Client Detail

Monthly Client Detail

Hourly Client Detail w/0 Graphs
Daily Client Detail w/o Graphs
Monthly Client Detail w/o Graphs

Application

Hourly Application Summary

Daily Application Summary

Monthly Application Summary

Hourly Application Detail

Daily Application Detail

Monthly Application Detail

Hourly Application Detail w/o Graphs
Daily Application Detail w/o Graphs
Monthly Application Detail w/o Graphs

Overview

i
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Folder Folder Contents

TOS e Hourly TOS Summary

¢ Daily TOS Summary

e Monthly TOS Summary

e Hourly TOS Detail

e Daily TOS Detail

e Monthly TOS Detail

e Hourly TOS Detail w/o Graphs
¢ Daily TOS Detail w/o Graphs

e Monthly TOS Detail w/o Graphs

Generic Reports

These are the generic reports in NetFlow Interface:

Top Ten

Summary

Detail

Detail Without Graphics

Top Ten Report

Rank clients, servers, applications, and TOS values by constituent utilization.

Compare current activity to historic trends.

Summary Reports

Rank elements according to constituent utilization.
Monitor the following statistics over time:

— Constituent utilization

— Percentage of traffic

— Bytes per hour

— Packets per hour

Detail Reports

Investigate congestion in detail by analyzing performance at the flow level.
Rank server/application pairs associated with each client.

Rank client/application pairs associated with each server.

Rank client/server pairs associated with each application.

Monitor the following statistics over time:

— Constituent utilization

Chapfer 1



— Percentage of traffic
— Bytes per hour

— Packets per hour

Detail Reports Without Graphics

e Same as Detail reports, without graphics.

e Designed for rapid launching.

Integration with NNM

If you have NNM, you have the option of integrating PI with NNM. If NNM and PI are
integrated, the NNM operator can access the reports in NetFlow Interface from the Report
Launchpad window. If the operator needs to see a report as quickly as possible, the operator
can select the “without graphics” version.

Unlike the majority of report packs, NetFlow Interface does not include a thresholds
sub-package. Even if NNM and PI are integrated, PI will not monitor the database for
threshold breaches pertaining to NetFlow data or send threshold traps to NNM.

Options for Customizing Reports

Overview

The contents of a report can be customized by applying group filters, importing interface
properties, editing parameters, and editing tables and graphs. While group filters are
normally used by service providers, or any organization that wants to share reports with
customers, any user can apply a constraint to a report or edit tables and graphs. For details
about view options for tables and graphs, see Appendix B, Editing Tables and Graphs.

Group Filters

If you want to share reports with customers, you must configure PI to produce
customer-specific reports. Here is an overview of the steps involved:

e Use Common Property Tables to import customer names and device locations
e (Create a group account for all the users affiliated with each customer
e Create a group filter for each group account

For more information about group filters, refer to the PI Administration Guide.

Importing Property Data

The reports in NetFlow Interface will display node-level property data as well as
interface-level property data. Node-level properties are inherited from Common Property
Tables, while interface-level properties are inherited from Interface Reporting. If you want to
update node-level properties, use the update forms that come with Common Property Tables.
If you want to update interface-level properties, you can either import a file that contains your
updates, or you can use the property update forms that come with Interface Reporting.
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Applying Constraints

A constraint filters out data you are not interested in. If you edit the Customer Name
parameter, data for every customer except the customer you typed in the Customer Name
field drops from the report. If you edit the Location Name, data for all locations except the
location you typed in the Location Name field drops from the report.

NetFlow Interface supports the following parameters:
e (Customer ID

¢ (Customer Name

e Device

¢ Location Name

e Interface

e Start-Time

e End-Time

e (Client Name

e Server Name

e Application Name

If you are using the Web Access Server, edit parameters by clicking the Edit Parameters icon
at the bottom right-hand corner of the report. When the Edit Parameters window opens, enter
the constraint in the field and click Submit.

If you are using Report Viewer, select Edit > Parameter Values from the menu bar. When the
Modify Parameter Values window opens, click the Current Value field. Type a new value and
click OK.

Sources for Additional Information

This user guide includes samples of some of the reports in the package. The demo package
that comes with NetFlow Interface contains a sample of every report in the package. If you
have access to the demo package and you want to know what fully-populated reports look like,
install it. Like real reports, demo reports are interactive. Unlike real reports, demo reports
are static.

For information regarding the latest enhancements to NetFlow Interface and any known
issues affecting this package, refer to the NetFlow Interface Report Pack Release Notes. You
may also be interested in the following documents:

e NetFlow Interface Datapipe Release Notes

e NetFlow Preprocessor User Guide

e Interface Reporting Report Pack User Guide

e [Interface Discovery Datapipe User Guide

e Interface Reporting ifEntry Datapipe User Guide
e Thresholds Module User Guide
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Overview

e NNM/PI Integration User Guide
e PI Report Packs, CD-ROM Release Notes, February 2009
Manuals for PI and manuals for the reporting solutions that run on PI are posted to the
following web site:
http:/h20230.www2.hp.com/selfsolve/manuals

The user guides for PI are listed under Performance Insight. The user guides for report packs

and datapipes are listed under Performance Insight Report Packs. The entries include the date.
If a manual is revised and reposted, the date will change. Since we post revised manuals on a
regular basis, you should compare your PDF to the PDF posted to the web and download the

web edition if it is newer.

5
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2 Upgrading the Report Pack

This chapter covers the following topics:
¢  Guidelines for a smooth upgrade
e Using Package Manager to install upgrade packages

e Package removal

Guidelines for a Smooth Upgrade

The report pack CD includes report packs, datapipes, and several shared packages. When you
insert the CD in the drive and launch the package extraction program, the install script on
the CD extracts every package from the CD and copies the results to the Packages directory
on your system. When the extract finishes, the install script prompts you to launch PI and
start Package Manager.

If the extract has already taken place, you can upgrade NetFlow Interface by starting Package
Manager and following the familiar on-screen instructions. Before using Package Manager,
review the following guidelines:

e Prerequisites for NetFlow Interface
e Upgrading Common Property Tables
e Datapipes and remote pollers

e Custom table view

e Distributed environments

Prerequisites for NetFlow Interface 3.30

Verify that the following software is already installed:
¢ Performance Insight 5.40

e Any and all Service Packs available for PI 5.40

e NetFlow Interface Report Pack 3.10

If you need help installing a Service Pack for PI, refer to the release notes issued with the
Service Pack.
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Upgrading Common Property Tables

If you are running an earlier version of Common Property Tables, version 3.70 or earlier,
upgrade to the latest version 3.90. Observe these guidelines:

e Upgrade Common Property Tables before upgrading NetFlow Interface.
¢ Do not upgrade Common Property Tables and other packages at the same time.

If you need help upgrading Common Property Tables, refer to the Common Property Tables
User Guide.

Datapipes and Remote Pollers

The NetFlow Interface Datapipe version 2.10 cannot be upgraded. You must uninstall version
2.10 and then install version 2.20. When you uninstall an existing datapipe, the following
information is lost:

e Single polling policy for a remote poller
¢ (Cloned polling policies for multiple remote pollers
e (Customized polling groups

To prevent this information from being lost, you can export existing polling policy
configurations and customized polling groups by using the following commands:

e collection_manager

® group_manager

Exporting Polling Policy Configurations
If your environment contains polling policies for remote pollers, use the collection_manager
command to export existing policy configurations to a file.
UNIX: As user trendadm, run the following command:
cd $DPIPE_HOME
./bin/collection_manager -export -file /tmp/savePollingPolicy.lst

Windows: As Administrator, launch a command window. Navigate to the PI install directory
and run the following command:

bin\collection manager -export -file \temp\savePollingPolicy.lst

Exporting Polling Group Configurations

If your environment contains customized polling groups, use the group_manager command to
export groups to individual .xml files.

UNIX: As user trendadm, run the following command:
cd $DPIPE_HOME
./bin/group_manager -export_all -outfile /tmp/savePollingGroups

Windows: As Administrator, launch a command window, then navigate to the PI install
directory and run the following command:

bin\group_manager -export_all -outfile \temp\savePollingGroups

Chapfer 2



Deleting Custom Table Views

If you created custom table views, the views you created may interfere with the report pack
upgrade, causing the upgrade to fail. Whether or not your custom table views interfere with
the upgrade depends on how you created them. If you created them using SQL, the upgrade
will succeed but your custom views will not be available once the upgrade is complete. If you
created them using Datapipe Manager, the upgrade is likely to fail. To prevent the upgrade
from failing, delete custom table views before you upgrade the report pack, then recreate
these views after the report pack is upgraded.

Distributed Environments
If you are currently running NetFlow Interface 3.0 in a distributed environment, upgrading is
more complicated. Keep the following rules in mind:

¢ The central server and every satellite server must be running PI 5.40 and all available
service packs.

e The NetFlow Interface Datapipe must be installed on any server that receives data from a
NetFlow Preprocessor. This includes the central server, if the central server receives data
from a NetFlow Preprocessor.

Here is an overview of the installation process for distributed environments:
1 Central server:

a Disable trendcopy.

b If necessary, upgrade Common Property Tables.

¢ Install NetFlow_Interface_Upgrade_to_33; deploy reports.
2 Satellite servers:

a Ifnecessary, upgrade Common Property Tables.

b Install NetFlow_Interface_Upgrade_to_33.

¢ Remove NetFlow Interface Datapipe 2.10.

d Install NetFlow Interface Datapipe 2.20.

Enable trendcopy on the central server.

4 Reconfigure your central server and the satellite servers for Location Independent
Reporting, LIR. For details, see Chapter 6, Setting Up a Distributed System.

Upgrading to NetFlow Interface 3.30

Perform the following tasks to upgrade NetFlow Interface:

e Task 1: Stop OVPI Timer and extract packages from the report pack CD
e Task 2: If necessary, upgrade to Common Property Tables 3.90

e Task 3: Install the upgrade package for NetFlow Interface

e Task 4: Remove NetFlow Interface Datapipe 2.10

e Task 5: Install NetFlow Interface Datapipe 2.20

e Task 6: Restart OVPI TImer

Upgrading the Report Pack 9
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Task 1:  Stop OVPI Timer and extract packages from the report pack CD
1 Login to the system. On UNIX systems, log in as root.
2 Stop OVPI Timer and wait for processes to terminate.
Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, type one of the following:
HP-UX: sh /sbin/init.d/ovpi_timer stop
Solaris: sh /etc/init.d/ovpi_timer stop

3 Insert the report pack CD in the CD-ROM drive. On Windows, a Main Menu displays
automatically; on UNIX, mount the CD if the CD does not mount automatically, navigate
to the top level directory on the CD, and run the . /setup command.

4 Type 1in the choice field and press Enter. The install script displays a percentage complete
bar. When the copy is complete, the install script starts Package Manager. The Package
Manager welcome window opens.

When the copy to the Packages directory is complete, you can see the results by navigating to
the Packages directory. The Packages directory contains a folder for NetFlow Interface and a
separate folder for NetFlow Interface Datapipe. These folders are under the NetFlow
Interface folder:

e NetFlow_Interface.ap

e NetFlow_Interface_Demo.ap

e UPGRADE_NetFlow_Interface_to_33.ap

Under NetFlow Interface Datapipe, you will see the following folder:

e NetFlow_Interface_Datapipe.ap

Installing the demo package is optional. You may install the demo package by itself, with no
other packages, or you may install the demo package along with everything else.

Task 2:  If necessary, upgrade to Common Property Tables 3.90

If you have not already upgraded Common Property Tables, upgrade now. Do not install other
packages at the same time. Install the upgrade package for Common Property Tables and only
the upgrade package for Common Property Tables. When Package Manager indicates that
installation of the upgrade package is complete, click Done to return to the Management
Console.

Task 3:  Install the upgrade package for NetFlow Interface

1 Start Package Manager. The Package Manager welcome window opens.

2 Click Next. The Package Location window opens.

3 Click Install. Approve the default installation directory or select a different directory if
necessary.

4 Click Next. The Report Deployment window opens. Accept the default for Deploy Reports;
accept the defaults for application server name and port; type your user name and
password for the PI Application Server.

5 Click Next. The Package Selection window opens.

Chapfer 2
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Click the check box next to:

NetFlow_Interface_Upgrade_to_33
Click Next. The Type Discovery window opens. Disable the default.
Click Next. The Selection Summary window opens.

Click Install. The Installation Progress window opens. When the install finishes, a package
install complete message appears.

Click Done.

) Do not be surprised if the upgrade package you just installed disappears from view. Package
Manager will display what you just installed as NetFlow Interface 3.30. This is not an error.

Task 4:  Remove NetFlow Interface Datapipe 2.10

1

2
3
4
5

10

Start Package Manager. The Package Manager welcome window opens.
Click Next. The Package Location window opens.

Click Uninstall.

Click Next. The Report Undeployment window opens.

Accept the defaults for Undeploy Reports, Application Server Name, and Port; type the
username and password for trendadm.

Click Next. The Package Selection window opens.

Click the check box next to the following package:
NetFlow Interface Datapipe 2.1

Click Next. The Selection Summary window opens.

Click Uninstall. The Progress window opens and the removal process begins. When
removal finishes, a removal complete message appears.

Click Done to return to the Management Console.

Task 5:  Install NetFlow Interface Datapipe 2.20

1

2
3
4

[6,]

Start Package Manager. The Package Manager welcome window opens.
Click Next. The Package Location window opens.
Click Install.

Click Next. The Report Deployment window opens. Disable the default for Deploy Reports;
accept the defaults for application server name and port. Type your user name and
password for the PI Application Server.

Click Next. The Package Selection window opens.
Click the check box next to the following package:
NetFlow Interface Datapipe 2.2
Click Next. The Type Discovery window opens. Disable the default.
Click Next. The Selection Summary window opens.

Click Install to begin the installation process. The Installation Progress window opens and
the install process begins. When the install finishes, an installation complete message
appears.

Upgrading the Report Pack 2]
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Click Done to return to the Management Console.

Task 6:  Restart OVPI Timer

Windows: Select Settings > Control Panel > Administrative Tools > Services.

UNIX: As root, type one of the following:

HP-UX: sh /sbin/init.d/ovpi_timer start
Solaris: sh /etc/init.d/ovpi_timer start

Package Removall

If you uninstall NetFlow Interface, Package Manager will automatically remove the NetFlow
Interface Datapipe. Follow these steps to uninstall NetFlow Interface:

1
2

N o0 o AW

(o]

10
n

Log in to the system. On UNIX systems, log in as root.
Stop OVPI Timer and wait for processes to terminate.
Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, type one of the following:
HP-UX: sh /sbin/init.d/ovpi_timer stop
Solaris: sh /etc/init.d/ovpi_timer stop
Start Package Manager. The Package Manager welcome window opens.
Click Next. The Package Location window opens.
Click Uninstall.
Click Next. The Report Undeployment window opens.
Click the check box next to the following packages:
NetFlow_Interface

Click Next. The Selection Summary window opens.

Click Uninstall. The Progress window opens. When the uninstall finishes, a package

removal complete message appears.
Click Done to return to the Management Console.
Restart OVPI Timer.
Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, type one of the following:
HP-UX: sh /sbin/init.d/ovpi_timer start
Solaris: sh /etc/init.d/ovpi_timer start
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3 Installing the Report Pack

This chapter covers the following topics:

¢ Guidelines for a smooth installation

e Using Package Manager to install NetFlow Interface
e Accessing deployed reports

e Package removal

Guidelines for a Smooth Installation

Each reporting solution that runs on PI consists of a report pack and one datapipe, or
sometimes a report pack and multiple datapipes. When you install a datapipe, you configure
PI to collect a specific type of performance data at a specific polling interval. When you install
the report pack, you configure PI to summarize and aggregate the data collected by the
datapipe.

The report pack CD contains report packs, datapipes, and several shared packages. When you
insert the CD in the drive and launch the package extraction program, the install script
extracts every package from the CD and copies the results to the Packages directory on your
system. After the extract finishes, the install script prompts you to launch PI and start
Package Manager. Before using Package Manager, review the following guidelines.

Prerequisites

Make sure the following software is already installed:
¢ Performance Insight 5.40
e Any and all Service Packs

If you need help installing a Service Pack, refer to the release notes for the Service Pack.

Common Property Tables

If you are running an older version of Common Property Tables, version 3.70 or earlier,
upgrade to version 3.90. If you are not running any version of Common Property Tables, let
Package Manager install Common Property Tables for you, automatically.
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If you upgrade Common Property Tables, do not install other packages at the same time.
Install the upgrade package for Common Property Tables and only the upgrade package for
Common Property Tables. For more information about installing and using Common Property
Tables, refer to the Common Property Tables User Guide.

) Common Property Tables includes forms. When you install the upgrade package for Common
Property Tables, enable the Deploy Reports option; otherwise, you have access to the forms.

Resolving Directory Issues

Resolve the following directory issues before proceeding with installation:

1 Select a directory where NetFlow Preprocessor will deposit data. (This information will
also be needed for proper configuration of the NetFlow Preprocessor.) If this directory does
not already exist, create it.

2 Decide whether you will use the optional IP-address-to-node-name conversion utility. If
you are going to use it, you must select or create a second directory.

3 Decide whether you will archive output from the NetFlow Preprocessor. If you are going to
archive this data, you must select or create a third directory.

None of these directories should be used for any other purpose. For details about how to
accomplish steps 1 through 3, see Chapter 5, Package Configuration.

Distributed Environments

If you intend to run NetFlow Interface as a distributed system across multiple servers,
installation is more complex. Keep these rules in mind:

e The central server and every satellite server must be running the same version of PI and
all the service packs available for that version.

e The NetFlow Interface Datapipe belongs on any server that receives data from a NetFlow
Preprocessor. This includes the central server, if the central server receives data from a
NetFlow Preprocessor.

Here is an overview of the installation procedure:
1 Disable trendcopy on the central server.
2 Install the NetFlow Interface on the central server; deploy reports.
3 For each satellite server, install:
¢ NetFlow Interface
e NetFlow Interface Datapipe
4  Enable trendcopy on the central server.

After completing the installation, register each satellite server, configure and enable LIR
(location independent reporting), and configure process files. For details, see Chapter 6,
Setting Up a Distributed System.
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Installing NetFlow Interface

Perform the following tasks to install NetFlow Interface:

e Task 1: Extract packages from the report pack CD.

e Task 2: If necessary, upgrade Common Property Tables.

e Task 3: Install NetFlow Interface and NetFlow Interface Datapipe.

Task 1:  Extract packages from the report pack CD
1 Login to the system. On UNIX systems, log in as root.
2 Stop OVPI Timer and wait for processes to terminate.
Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, do one of the following:
HP-UX: sh /sbin/init.d/ovpi_timer stop
Sun: sh /etc/init.d/ovpi_timer stop

3 Insert the report pack CD in the CD-ROM drive. On Windows, a Main Menu appears
automatically; on UNIX, mount the CD if the CD does not mount automatically, navigate
to the top level directory on the CD, and run the . /setup command.

4 Type 1in the choice field and press Enter. The install script displays a percentage complete
bar. When the copy is complete, the install script starts the Package Manager install
wizard. The Package Manager welcome window opens.

When the extraction of packages to the Package directory finishes, you can navigate to the
Packages directory to see the results. The Packages directory will include a folder for NetFlow
Interface and a separate folder for NetFlow Interface Datapipe. The following folders appear
under NetFlow Interface:

e NetFlow_Interface.ap

e NetFlow_Interface_Demo.ap

e UPGRADE_NetFlow_Interface_to_33.ap

The following folder appears under the NetFlow Interface Datapipe folder:

e NetFlow_Interface_Datapipe.ap

You can ignore the UPGRADE folders. Installing the demo package is optional. You can install

the demo package by itself, with no other packages, or you can install the demo package along
with everything else.
Task 2:  If necessary, upgrade to Common Property Tables 3.90

If necessary (if you are running an earlier version) upgrade Common Property Tables by
installing the “CommonPropertyTables_Upgrade_to_39” package. When you install this

package, enable the DeployReports option. If the Deploy Reports option is not enabled, the

forms will not deploy. When the install finishes, click Done to return to the Management Console.
Task 3:  Install NetFlow Interface and NetFlow Interface Datapipe

1 From the Management Console, select Tools > Package Manager. The Package Manager
welcome window opens.

2 Click Next. The Package Location window opens.
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Click Install. Approve the default installation directory or select a different directory if
necessary.

Click Next. The Report Deployment window opens. Accept the default for Deploy Reports;
accept the defaults for application server name and port; type your user name and
password for the PI Application Server.

Click Next. The Package Selection window opens.
Click the check box next to the following packages:
NetFlow_Interface 3.3
NetFlow_Interface_Datapipe 2.2
Click Next. The Type Discovery window opens. Disable the default.
Click Next. The Selection Summary window opens.

Click Install. The Installation Progress window opens and the install begins. When the
install finishes, a package install complete message appears.

Click Done.
Restart OVPI Timer.
Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, type one of the following:
HP-UX: sh /sbin/init.d/ovpi_timer start

Sun: sh /etc/init.d/ovpi_timer start

Accessing Deployed Reports

When you installed NetFlow Interface, you enabled the Deploy Reports option. As a result,
the reports in this package (as well as any forms that come with it) were deployed to the PI
Application Server. Once reports reside on the PI Application Server, you have two ways to
view them:

PI client applications

Web browser

If you have the client applications, you have access to Report Viewer, Report Builder, and the
Management Console. If you do not have the client applications, using a web browser to view
reports is the only way you can view reports.

For more information about the clients, refer to the PI Installation Guide. For details about
the Management Console, including how to use the Object/Property Management view to
launch reports specific to a selected object, refer to the PI Administration Guide.

Package Removal

If you uninstall the NetFlow Interface package, Package Manager will automatically
uninstall the NetFlow Interface Datapipe. Follow these steps to uninstall NetFlow Interface:

1

Log in to the system. On UNIX systems, log in as root.
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Stop OVPI Timer and wait for processes to terminate.
Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, type one of the following:
HP-UX: sh /sbin/init.d/ovpi_timer stop
Sun: sh /etc/init.d/ovpi_timer stop
Start Package Manager. The Package Manager welcome window opens.
Click Next. The Package Location window opens.
Click Uninstall.
Click Next. The Report Undeployment window opens.

a If NetFlow Interface reports were deployed from this server, accept the defaults for
Undeploy Reports, Application Server Name, and Port. If NetFlow Interface reports
were not deployed from this server, clear the check box and skip to step 9.

b Type the username and password for the PI Application Server.
Click Next. The Package Selection window opens.
Click the check box next to the following packages:
NetFlow Interface
NetFlow Interface Demo (if installed)
Click Next. The Selection Summary window opens.

Click Uninstall. The Progress window opens and the removal process begins. When
removal finishes, a package removal complete message appears.

Click Done.
Restart OVPI Timer.
Windows: Select Settings > Control Panel > Administrative Tools > Services.
UNIX: As root, type one of the following:
HP-UX: sh /sbin/init.d/ovpi_timer start

Sun: sh /etc/init.d/ovpi_timer start

Installing the Report Pack 7
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4 Performance Considerations

If a single interface can generate a staggering quantity of network flow data, consider for a
moment the amount of network flow data generated by a thousand interfaces. Well, that’s a
lot of network flow data, far more data than PI can handle. But what if a small subset of
interfaces is producing network flow data, but filtering is not implemented? Well, that’s still a
lot of network flow data, far more data than OPVI can handle.

Monitoring a Limited Number of Interfaces

Under normal circumstances, most of the interfaces in a network have light to moderate
loading, while just a few interfaces are congested. If the goal of analyzing network flow data is
to help troubleshoot network problems, then generating, collecting, and reporting a lot of
information about interfaces that are not congested might be unwise.

Since Interface Reporting focuses on interface utilization levels, you could let Interface
Reporting monitor interface performance, initiate network flow data for a particular interface
or router only when problems arise, and then turn to the NetFlow Interface Report Pack to
analyze those flows in detail. This approach is efficient, but not especially proactive.

If certain interfaces are critical and if they deserve constant monitoring, you could configure
those interfaces to generate network flow data continuously. However, if you are continuously
generating flow data from a limited number of interfaces, you still need to take advantage of
the filtering and aggregation performed by the NetFlow Preprocessor.

Preprocessor Filtering and Aggregation

If you intend to collect network flow data from a subset of interfaces, you must do something
about insignificant flows; otherwise, insignificant flows will cripple performance. To prevent
that from happening, configure the NetFlow Preprocessor to apply one or more of the filtering
and aggregation techniques described below. (For more detail about each technique, refer to
the NetFlow Preprocessor User Guide.)

Client/Server Filtering

The preprocessor can filter and aggregate based on the IP addresses of the clients and servers.
For example, you could configure the preprocessor to limit output to flows that originate or
terminate at one IP address within a specified set of IP addresses. The other flows would be
discarded or grouped into a DEFAULT flow.

29



In addition, you can group multiple IP addresses and/or address ranges together and treat
them as if they were a single device. For example, the flows from all devices in a single
location or sub-net could be grouped together and reported on as if they originated from a
single device. This would allow you to look at capacity between sites or sub-nets at a higher
level, without getting lost in all the individual clients and servers.

Application Filtering

The NetFlow Preprocessor determines the application associated with a flow by looking up
the protocol and port number from a list of “well-known” and registered applications. This list
can be expanded to include additional applications, and shortened so that it includes only the
applications that interest you. Flows for unknown applications can be discarded or grouped
together as a DEFAULT application. Although doing so is not recommended, the preprocessor
can also create arbitrary applications based on the protocol and port numbers for flows with
unknown applications. Create such applications only when absolutely necessary.

Top X Flows

The NetFlow Preprocessor can restrict the number of rows of output generated for each
reporting period for each router. If you configure this restriction, the preprocessor will order
the flows from largest to smallest and output only the number of rows specified. The
remaining flows are discarded. Since the majority of traffic through a router is generated by a
relatively small number of flows, this feature allows you to retain high-impact flows and
discard low-impact flows.

Include Percentile

This filter allows you to specify the percentage of the traffic to report on. Typically, the traffic
in a network consists of a small number of flows that account for a high percentage of traffic
and a large number of flows that constitute a small percentage of traffic. When this feature is
enabled, the preprocessor will output flows, starting with the largest and descending, until
the percentage of total traffic you specified has been reached. The remaining flows are
discarded.

Minimum Bps

This filter eliminates all flows that do not generate a minimum amount of traffic (bytes per
second) during the reporting period.
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5 Package Contiguration

This chapter will help you with the following tasks:

e Supplying SourceDirectory information to the NetFlow Interface Datapipe

¢  Supplying SourceDisposition information to the NetFlow Interface Datapipe
e Activating IP address-to-node name mapping

¢ Adding property information to reports

¢ Using change forms to update properties

Specitying a Source Directory and Source Disposition

Before it can begin to collect data, the NetFlow Interface Datapipe must know:
e  Where the NetFlow Preprocessor is storing its output
e  What to do with the output after data collection is complete

This information is contained in the NetF1owIFDP. teel file. The SourceDirectory directive
in this file indicates where the data files are located, while the SourceDisposition in this file
indicates what to do with the data files after they have been imported. The default for
SourceDirectory is not valid, you must change it. The default for SourceDisposition is to delete
source data files once they have been collected. This default is valid. If desired, instead of
deleting source data files, you can archive the files by moving them to another directory.

The scope of this task, changing directives, is affected by when you are doing it. If you are
changing directives before you install the NetFlow Interface package, you have less to do,
since the NetFlowIFDP. teel file is located in one place only:

{DPIPE HOME}/packages/NetFlow Interface Datapipe/
NetFlow Interface Datapipe.ap

If you are performing this task after you install the NetFlow Interface package, you have
more to do, since the TEEL file is now in two places:

NetFlow Interface Datapipe.ap
{DPIPE HOME}/1lib

If you are changing directives after installation, make sure that you modify both instances of
the TEEL file.

Specifying a Valid Source Directory

Follow these steps to change the SourceDirectory directive:

1 Navigate to the appropriate directory and open the directory.
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4

Locate the NetFlowIFDP. teel file.

Locate the SourceDirectory default path; look for the line beginning with
SourceDirectory =

Change the path; replace the existing path with the complete path name to the new
directory; begin the new path name just after the equals sign ( = ). For example:

Windows
SourceDirectory=C:\PreProcessorOutputDir\NETFLOW-PP*
UNIX

SourceDirectory=/home/OVPI/PreProcessorOutputDir/NETFLOW-PP*.

’ Leave the file filter as specified in the original SourceDirectory.

) If you enable the optional IP address-to-node name translation utility, the
SourceDisposition must point to the output directory for the translation
utility.

Source Disposition

Follow these steps to change the SourceDisposition directive:

1
2
3

Navigate to the appropriate directory and open the directory.
Locate the NetFlowIFDP.teel file.

Locate the SourceDisposition directive; look for the line beginning with
SourceDisposition = delete

Change this line to SourceDisposition = move, [archive path]

where archive path is the full path to the archive directory.

Activating IP Address to Node Name Mapping

Network flow data uses IP addresses to identify clients and servers. If an IP address for a
particular device changes, what happens? Unless some means of IP address-to-node-name
translation is available, the link between old performance data (linked to the old IP address)
and new performance data (linked to the new IP address) will be lost.

The NetFlow Interface Datapipe includes a mapping utility that translates IP addresses to
node names. Translation is accomplished by looking up the IP address in the HOSTS file (or a
mapping file you produce yourself) and replacing the IP address with the corresponding node
name, assuming the IP address is found.

By default, the mapping utility is disabled. Follow these steps to enable it:

1
2

Navigate to the {DPIPE HOME}/scripts directory.
Open the NetFlowIFDP addr2name.pro file. Locate this line:

{DPIPE HOME}/bin/perl {DPIPE HOME}/bin/addr2name.pl -m "" -i [Input
Directory] -o [Output Directory]

Change Input Directory to the full path of the directory where the NetFlow Preprocessor
writes its output.
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4 Change Output Directory to the full path to the SourceDirectory directive specified in the
preceding section.

5 Optional. If you are using a mapping file other than the HOSTS file, replace the "" after
the -m with the full path to the file to be used.

’ Your mapping file must adhere to the format of a standard HOSTS file.

6 Navigate to the {DPIPE HOME} /1ib directory. Locate the following line in the trendtimer
file:

#15 - - {DPIPE HOME}/bin/trend proc -f {DPIPE HOME}/scripts/
NetFlowIFDP addrZname.pro

7 Remove the # from the beginning of the line.

0 The addr2name translation utility supports a 1-to-1 mapping between IP
addresses and node names. If a node has more than one IP address, you must
(1) aggregate the IP addresses (using the IP domain feature of the NetFlow
Preprocessor) or (2) map each IP address to a different node name, for
example: SameNodel, SameNode 2. For more information about the IP
domain feature, refer to the NetFlow Preprocessor User Guide.

Adding Property Information to Reports

NetFlow Interface can calculate performance statistics only if it has access to special
information about monitored interfaces. This special information includes interface type
(full-/half-duplex) and speed. If the Interface Reporting package is installed, and if the devices
monitored by Interface Reporting are also producing network flow data, NetFlow Interface
will inherit this special information from Interface Reporting.

If Interface Reporting is not installed, or if the package is installed but the devices producing
network flow data are not being monitored by Interface Reporting, you will have to import the
missing information. If you do not provision the missing information by importing it, reports
will not display utilization and all interfaces will display as full duplex.

Before getting to this procedure, it is important to mention that NetFlow Interface reports
display owners and locations for clients and servers. Assigning owners and locations to clients
and servers is handled through the Common Property Tables package, not the procedure
described below. For information about the property import utility packaged with Common
Property Tables, refer to the Common Property Tables User Guide.

Creating the Property Data File
The first step is to generate a property file that contains the interface information you want to
import. There are three ways to generate this file:
1 Export data from a provisioning or network management system.

2 Create a tab-delimited property file yourself, using a text editor or a spreadsheet
application such as Excel.

3 Use the NetFlowIF_exportIFdata.pro process to export existing property data from PI.
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Method 1

The data you export must be formatted in accordance with the file format described below
under Property File Format. Use all the columns shown, and make sure that the sequence of
columns matches the sequence shown in the table. Do not use quotation marks. Name the file
Interface Property.dat and place the file here:

{DPIPE HOME}/data/PropertyData

Method 2

Create the file in accordance with the file format described below in the Property File Format
section. Use all the columns shown in the table, and make sure that the sequence of columns
is correct. Do not use quotation marks. Name the file Interface Property.dat and place

the file in the PropertyData directory. The full path is:

{DPIPE_HOME}/data/PropertyData

Method 3
To generate property files using the NetFlowIF_exportIFdata.pro process, run the following
command from the {DPIPE HOME}/scripts directory:
trend_proc -f NetFlowIF exportIFdata.pro

This command generates a tab-delimited property file, places the file in a directory, and
appends the file names with a timestamp. The appended file name is:

Interface Property.dat.<timestamp>.
and the directory is:
{DPIPE HOME}/data/PropertyData

The file you just generated can be edited by hand in a text editor or loaded into a spreadsheet
application such as Excel. If you use Excel, export the data into a tab-delimited file when you
finish.

The property data columns for node name and interface name must match the corresponding
values in the database, and each node name/interface combination should be listed only once
in the data file. If new values, that is, values not currently in the database, are introduced
into these columns, a new element will be created in the database.
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Property File Format

The following table describes the format of the property file. If you are creating this file

yourself, your file must adhere to this format. The sequence of fields left to right in your file
must follow this sequence of attributes top to bottom, and your attributes must be delimited

by tabs, not spaces. (If you export this information from PI, the contents of the file will be

correctly formatted.)

Column Name

Comments

Node Name

A text string equal to either the node name or, if no name has been
assigned, the node's IP address. This string should not be changed if it has
been exported from the database. If a row is being added to the interface
property file to pre-provision a new interface in the database, this string
should be equal to the node name (if available) or the node IP address
and, when combined with interface name, must be unique. If the node/
interface name combination is the same as an existing combination, the
property data for the existing record will be overwritten. The node name
and interface name should form a unique combination and should appear
only once in the property data file.

Interface Name

A text string equal to the MIB II ifIndex value for the interface.

NOTE: If Interface reporting is installed, interface name may be set to
something other than ifIndex. However, if Interface Reporting is installed,
interface provisioning should be handled by the Interface Reporting
Report Pack and this procedure should not be used.

Full/Half Duplex

An integer indicating whether the interface is full or half duplex:
1 - Half duplex
2 - Full duplex

Interface Type

Interface type as defined in the MIB II ifType field. Not used in the
NetFlow Interface Report Pack.

Interface Speed

Interface speed for a half-duplex interface in bits per second (bps).

Interface Speed In

Interface receive speed for a full-duplex interface (bps).

Interface Speed Out

Interface transmit speed for a full-duplex interface (bps).

Customer ID

Reference number of the assigned customer. (Default = -2)

Customer Name

Name of the assigned owner of the interface. (Default = “Unassigned
Customer”™)

Location ID

Reference number of the interface location. (Default = -2)

Location Name

Name of the interface location. (Default = “Unassigned Location”)

Importing the Property File

PI is configured to import property data every night at midnight. If desired, you can run the
import manually at any time. To run the import manually, type the following command from
the {DPIPE HOME}/scripts directory:

trend proc -f NetFlowIF importIFdata.pro

Package Configuration
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Changing the Defaults for Property Information

The NetFlow Interface Report Pack is configured to import interface property from, and
export interface property to, the following directory:

{DPIPE_HOME}/data/PropertyData

By default, the import takes place at midnight. In some situations, it may be wise to create a
new import directory, create a new export directory, or change the run time. To modify the
import directory, change the SourceDirectory directive; to modify the export directory, change
the export statement; to modify the run time, change the offset that determines when the
NetFlowIF_importIFdata.pro command runs.

Changing the Default Source Directory

The PI import utility uses the NetFlowIF Property.teel file to locate the directory where
the property import file resides. The TEEL file includes a SourceDirectory directive that
specifies the full path to the property import file.

Before the NetFlow Interface package is installed, the NetFlowIF Property.teel fileis
located in one place only:

{DPIPE_HOME} /packages/NetFlow Interface/NetFlow Interface.ap

After you install the NetFlow Interface package, the NetFlowIF Property.teel fileis
located in two places:

{DPIPE_HOME} /packages/NetFlow Interface/NetFlow Interface.ap
{DPIPE HOME}/1lib

If you are modifying the SourceDirectory after package installation, make sure you modify
both instances of this TEEL file.

Follow these steps to modify the SourceDirectory:
1 Navigate to the directory and open it.
2 Locate the NetFlowIF Property.teel file.

3 Locate the SourceDirectory default path; look for the line beginning with
SourceDirectory =

4  Change the path, replacing the existing path with the complete path name to the new
directory; begin the new path name just after the equals sign ( =).

) Leave the file filter as specified in the original SourceDirectory. The
SourceDisposition directive can be changed at this time as well. The default is
to keep the data file by leaving it in the source directory. To delete the file,
change the disposition to delete; to archive the file, change the disposition to
move.

Changing the Default Export Directory

The default export directory is specified in the NetFlowIF exportIFdata.pro file. Before
installation, this file exists in one place:

{DPIPE HOME}/packages/NetFlow Interface/NetFlow Interface.ap
Following installation, this file is located in two places:

{DPIPE HOME}/packages/NetFlow Interface/NetFlow Interface.ap
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{DPIPE HOME}/scripts

If you are modify the default after installation, make sure that you make the change to both
instances of the file.

Follow these steps to change the default export directory:

1
2
3

Navigate to the directory and open it.
Locate the NetFlowIF exportIFdata.pro file.

Locate the trend_export statement; replace the existing path after the -o with the
complete path to the new directory.

Changing the Default Run Time

The default run time for the automatic import process is 12:00 midnight. To change the
default setting, do the following:

1
2

In the {DPIPE HOME}/1lib directory, double-click the trendtimer.sched file.

Scroll down the file and locate the line that defines the interval and offset for the
trend_proc that executes the NetFlowIF_importIFdata.pro command. It should look like
this:

24:00+24:00 - {DPIPE HOME}/bin/trend proc -f {DPIPE HOME}/scripts/
NetFlowIF importIFdata.pro

Modify the offset indicator, the number immediately after the plus (+) sign. For example,
if you change 24:00 to 18:00, the import utility will run at 18 hours after midnight, or 6:00
p.m.

Using Change Forms to Modify Properties

NetFlow Interface 3.30 provides several forms for updating interface properties. Exporting
existing property data from PI, modifying that file, and then importing your modifications is
no longer necessary. Use the forms to:

Update the customer assigned to an interface
Update the location assigned to an interface

Update the description of an interface
Update the speed of an interface
’ Customers and locations are imported for the first time by using the forms or

the batch-mode property import that come with the Common Property Tables
package. For details, refer to the Common Property Tables 3.9 User Guide.

Update Interface Customer

Follow these steps to open the form and update the customer assigned to the interface:

1
2

Package Configuration

Select Start > HP Software > Performance Insight > Management Console.

Click Objects, navigate to the interface you want to update, and select it. (If you want to
update all of the interfaces on a device, navigate to a device and select it.) The Update
Interface Customer form appears in a list under Object Specific Tasks.

37



38

3 Double-click Update Interface Customer. The form opens.

H| Cowpihpackages'MetFlow Interface'.NetFlow = O] =]
NetFlow Interface @
Update Interface Customer ey

This form allows interface customer assignmentsto be updated. Select the Customer for the
interfacel=) from the drop-dowen list. Click the Apply button to =awe any changes. Click the Cancel
button to cancel any changes. Click the OK button to sawve any changes and close the form.

Customer Customer Unassigned

Warning: When you press OK or Apply, all the settings abowe will be applied to =all
selected interface=. § you opened this Form for 3 Dewice, the =ame walues will be applied

to all intefaces. Press Cancel if ywou do not want to =pply the ssme walues to =il

) | Aol Cancel

4 Update the customer assignment.
5  Click Apply to save changes, OK to save changes and close the form, or Cancel to close the
form without saving changes.

Update Interface Location

Follow these steps to open the form and update the location assignment:
1 Select Start > HP Software > Performance Insight > Management Console.

2 Click Objects, navigate to the interface you want to update, and select the interface. (If you
want to update all of the interfaces on a device, navigate to the device and select it.) The
Update Interface Location form appears in a list under Object Specific Tasks.
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3 Double-click Update Interface Location. The form opens.

El| Chovwpihpackages' MetFlow Interface’NetFlow ;lglil
NetFlow Interface [/}B
Update Interface Location ey

Thizs form allows interface location assignments to be updated. Select the Location for the
interfacels) from the drop-down list. Click the Apply button to =awve any changes. Click the Cancel
button to cancel any changes. Click the OK button to save any changes and close the form.

Location Location Unassigned v |

Wiarning: When wou press Ok or Apply, all the settings abowve will be applied to all selected
interfaces. If you opened this Form for a Dewice, the same walueswill be applied to all
interfaces. Press Cancel if you do notwantto apply the same valuesto all.

() 4 Appl Cancel

4 Update the location assignment using the selection list.

Click Apply to save changes, OK to save changes and close the form, or Cancel to close the
form without saving changes.

Update Interface Description

Follow these steps to open the form and update the description:
1 Select Start > HP Software > Performance Insight > Management Console.

2 Click Objects, navigate to the interface you want to update, and select the interface. The
Update Interface Description form is listed under Object Specific Tasks.
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3 Double-click Update Interface Description. The form opens.

H]| Choovpihpackages'MetFlow_InterfaceNetFlo ;|g|5|
NetFlow Interface @
Update Interface Description invoent

This form alloves the intedface Description to be updated. Click the Apply button to zawe any
changes. Click the Cancel button to cancel any changes. Click the OK button to zawve any
changes and close the form.

Target Hame InterfaceName Description

Description

wiarning: When wou press O or Apphy, all the settings abowe will be applied to all zelected
intefaces.

) I Apply I Cancel I

4 Ifyou selected a device, all the interfaces on the device will appear in the table. To update
the descriptions for multiple interfaces, select each interface, update the description, click
Apply, and then repeat these steps for each interface.

5 Click Apply to save changes, OK to save changes and close the form, or Cancel to close the
form without saving changes.

Update Interface Speed

Follow these steps to open the form and update the speed of the interface:
1 Select Start > HP Software > Performance Insight > Management Console.

2 Click Objects, navigate to the interface you want to update, and select the interface. (Or
navigate to a device and select the device if you want to update all interfaces on the
device.) The Update Interface Speed form is listed under Object Specific Tasks.
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Double-click Update Interface Speed. The form opens.

packagesiNetFlow_Interface’, NetFlows | =10l =l

NetFlow Interface [ﬁfn

Update Interface Speed

inwvent

This form allows interface information to be updated. Click the Apply button to save any
changes. Click the Cancel button to cancel any changes. Click the OK button to sawe any
changes and close the form.

Customer ICustDmer Unassigned - |

Location IL::u:atiu:un Unassigned - |

Interface Speed Speed {(hps) Speed In (bps) Speed Out (hps)
Interface speead initially I I I

=at from netword,

Duplex I - |

Warning: Vhen you press OR ar Apply, all the settings abowve will be applied 1o all
zelected interfaces. If you opened this Farm for a Device, the same values will be applied
to all interfaces. Press Cancel if you do nat want to apply the same values to all.

] 4 Aol Cancel

4

Update the speed of the interface.

5 Click Apply to save changes, OK to save changes and close the form, or Cancel to close the

Package Configuration

form without saving changes.
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6 Setting Up a Distributed System

These are the steps to follow when setting up a distributed system:
¢ Decide whether or not you want local reporting

e Install the right set of packages on each server (a central server that is not polling will not
need datapipes; the satellite servers will need datapipes)

e Verify that the system clocks in your environment are synchronized

e Register your satellite servers

e Ifyou are not copying rate data to the central server, enable LIR on the central server
e Ifyou enable LIR, add LIR mapping with the time type set to rate

e Verify that you have all the copy policies you need

e Configure the central server (manual edits to trendtimer.sched and .pro files)

¢ Configure each satellite server (manual edits to trendtimer.sched and .pro files)

If you want to set up a distributed system, you can implement local reporting or you can
implement centralized reporting. If you want local reporting, you need to deploy reports when
you install the report pack on each satellite server, and you need to allow summarizations to
run on each satellite server. If you do not want local reporting, then you do not need to deploy
reports when you install a report pack on a satellite server and you can disable the scripts
that run summarizations on each satellite server.

Before Location Independent Reporting (LIR) was available, our recommendation to anyone
setting up a distributed system was to deploy reports on satellite servers, keep rate data on
satellite servers, copy hourly data to the central server, and disable summarizations above the
hourly level on satellite servers. The advantage to this approach was that it kept a large
volume of rate data off the network and it decreased the processing load on the central server.
The disadvantage is that the central server could not display a Near Real Time (NRT) report.
The only NRT report was a local NRT report, on a satellite server. LIR overcomes this
disadvantage. If you enable LIR, you can open an NRT report on the central server and
drill-down on table selections. The selections you make cause the central server to query a
satellite server for locally aggregated data. Of course, if you would rather copy rate data to the
central server, you can. If you do that, then enabling LIR is not necessary.

Distributed Processing or Stand-Alone Systems?

If the amount of data generated is more than one PI server can handle (even though you
limited the number of monitored interfaces and followed our advice regarding the need to
apply at least one filtering technique), then your only option is to spread the data out over two
or more PI servers. If you decide that multiple PI servers are necessary, you have two options:

e Set up a distributed system consisting of a central server and satellite servers
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e Let stand-alone servers display reports covering a subset of interfaces

The text below describes how to set up a distributed system.

Configuring the Central Server

To configure the central server, perform the following tasks:

e Task 1: Register the satellite server by setting the database role

e Task 2: If you ar not copying rate data to the central server, enable LIR
e Task 3: If you enable LIR, add LIR mappings

e Task 4: Verify the automatically generated copy policies

e Task 5: Modify the trendtimer. sched file

e Task 6: Modify the NetFlowIF Hourly.pro file

Task 1:  Register the satellite server by setting the database role

1 Start the Management Console (log on with Administrator privileges).
Click the Systems icon in the navigation pane.

Navigate to the OVPI Databases folder and select the database system.
Click Database Properties.

From the Database Role list, select the Satellite Server role.

o 0 A W N

Enter any information necessary to configure the Satellite Server role.

’ To add a new database reference, you can use the Add Database Reference Wizard in the
System and Network Administration application.

Task 2: Enable LIR

1 Start the Management Console (log on with Administrator privileges).
2 Click the Systems icon in the navigation pane.

3 Navigate to the OVPI Databases folder and select the central server.
4 Click LIR Configuration.

5 Select the LIR enabled check box.

Task 3:  Add LIR mappings

1 Start the Management Console (log on with Administrator privileges).

Click the Systems icon in the navigation pane.

Navigate to the OVPI Databases folder and select the central server.

Click LIR Configuration.

Click Add Mapping.

From the Select Satellite Server list, select a satellite server to which to add a mapping.

Select the Category data table option.

o N o0 0 A W N

Select NetFlow_Interface from the drop down list.
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9 Select the rate data type.
10 Click Add to List.

N If you want to add additional LIR mappings, click Add to list and repeat step 6 through
step 10.

12 Click OK.
13 Click Apply.

A copy policy is automatically generated for the hourly data and for each LIR mapping that
you add. The data type selected when adding an LIR mapping (in step 9 above) determines
the type of data copied (defined in the generated copy policy). The type of data copied (defined
in the generated copy policy) is one summarization level greater than the data type selected in
the LIR mapping. For example, if you select an hourly data type, you will generate a daily
data copy policy.

Task 4:  Verity the automatically generated copy policies

Verify that a copy policy has been generated for the following tables and that the copy type is
set correctly (to Property and Data):

1 Start the Management Console (log on with Administrator privileges).
2  Click the Copy Policy icon in the navigation pane to start the Copy Policy Manager.

3 Find the following tables and verify the copy type is set to Property and Data for each
table:

e SHNetFlowIF
e SHNetFlowIF_IFTOS
e SHNetFlowIF_IFappl
e SHNetFlowlIF_IFclient
e SHNetFlowlF_server
e SHNetFlowIF_interface
If a copy policy has not been generated for a table, do the following:

1 Click the New Copy Policy icon or select File > New Copy Policy from the Copy Policy
Manager. The Copy Policy Wizard displays.

N

Click Next. The Satellite Server and Copy Policy Selection Page displays.

w

Select a satellite server from the pull down list. This is the satellite server from which
data is copied to the central server.

Select Single Table and select the table from the pull down list.
Click Next. The Copy Type Selection Page displays.

Select Property and Data.

Click Next. The Summary page displays.

0 N O O A

Verify the information in the summary window. If the information is not correct, you can
modify it by clicking Back.

9  Click Finish.
10 Repeat step 4 - step 9 for all missing tables.

Setting Up a Distribufed System 45



46

If the copy type is not set to Property and Data, do the following:
1  Double-click the copy policy.

2 Select the Property and Data copy type.

3 Click OK.

Task 5:  Modify the trendtimer.sched file

The trendtimer.sched file is found in the {DPIPE HOME}/1ib/ directory where
{DPIPE HOME} is the directory in which PI is installed.

Make the following change to this file:
¢ Find and comment out the following line:

1:00 - - {DPIPE HOME}/bin/trend proc -f {DPIPE HOME}/scripts/NetFlowIF Hourly.pro

Task 6:  Modify the NetFlowlF_Hourly.pro file

The NetFlowIF Hourly.pro fileis found in the {DPTPE HOME}/scripts/ directory where
{DPIPE HOME} is the directory in which PI is installed.

Make the following change to this file:

e Comment out blockl - block4 on non-collecting central servers.

Configuring a Satellite Server

Follow these steps to configure each satellite server.

1 Modify the {DPIPE HOME}/lib/trendtimer.sched file (Wwhere {DPIPE HOME} is the
directory in which PI is installed).

Make the following changes:

¢ Find and comment out the following line (only if the central server is not a polling
server):

24:0043:00430 - - {DPIPE HOME}/bin/trend proc -f
{DPIPE_HOME}/scripts/NetFlowIF Daily.pro

2 Modify the {DPIPE HOME}/scripts/NetFlowIF Hourly.pro file.
Make the following change:

¢ Uncomment the trendcopyblock section, including the begin and end lines.

System Clocks

Make sure that the system clock on each satellite server is synchronized with the system clock
on the central server.
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7/ Top 10 Reports

The NetFlow Interface contains three top ten reports:
e Hourly Top Ten

e Daily Top Ten

e  Monthly Top Ten

Top ten reports monitor interface traffic on an ongoing basis and provide an excellent starting
point for in-depth analysis of problem interfaces. If monitoring is important to you, you will be
interested in the figures for interface utilization and the breakdown of interface traffic. If you
are already dealing with congested interfaces, you can use these reports to find out what
might be causing the congestion.

Top ten reports allow you to select a specific time period—an hour, a day, or a month. Once the
time period is selected, you can see the clients, servers, applications, and TOS values that are
contributing the most to the load on an interface. Note that each time period provides some
additional information:

e Hourly — average utilization for that hour
¢ Daily — the busy hour average for that day
e Monthly — an average of 30 busy hours for that month

The average utilization for the hour is an average of four samples. Busy hour is the highest
hourly average among 24 hourly averages calculated each day. Busy hour reflects a relatively
persistent event (more persistent than peak). Actual utilization during the course of the busy
hour could have been far above or far below the average.

The four tables below the time period selection table look at total traffic by client, server,
application, and TOS value and identify the ten elements that generated the most traffic.
What you have in these tables is the “constituent usage.” For example, if interface utilization
is at 10%, the list of clients will account for approximately 100% of that 10%.

If you notice that one server accounts for a large percentage of the traffic on an overutilized
interface, you can probably reduce congestion by rerouting traffic from that server, as opposed
to adding capacity. On the other hand, if no single element stands out as a primary source of
congestion, the real problem may be a shortage of capacity, in which case the device may need
to be upgraded.

Samples of all three top ten reports follow.
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NetFlow Interface (ﬁﬂ

Hourly Top Ten Summary invent

The Top Ten Summary report lists the top contributers 1o the total traffic on an interface. Select an interface and a time period to see
the top ten clients, servers, applications and TOS values wwith the grestest impact on the interface wilizstion for the time period
zelected. Statistics for half-duplex interface are shown as a single value while those for full-duplex interfaces are dizplayed a=
“tranzmi" § "receive”.

Interface List Hourly Utilization
Router Interface Duplex Litilization Hour Litilization
Route T Full 5281322 9:00 AM, August B, 2002 5287322 -

Routerdd g Halt 1.55 2:00 AM, August &, 20032 FA474.40

Fouterdd u] Half 0.as F00 A, August 8, 2003 4315 2.21

G000 Ahd, August S, 2003 436 1 2.4

S:00 AM, August S, 2002 .40 /2,70

400 AM, August B8, 2002 4557283

200 A, August B, 20032 4335275

2:00 Ahd, August S, 2003 2857263

N0 &kd Auaust s FONG A0S 7 AN ﬂ
Top Ten Clients Top Tenh S5ervers

Client Kilization % of Traffic Server Kilization % of Traffic
1 Client105 0.91 7062 14,42 7 19.02 1 SanreriGd 1.96 7067 2T 2075
2 Clientfd 07234035 11.68 7 10.95 2 Client1d 0.92 /0.60 1468 7 13.61
3 Clientd7 0.58 7037 A7 1145 3 Client144 0.40 7 0.02 G 0247
4 Client132 0.55 70,10 g.8373.05 4 Sanrersdd 027 7021 50947661
5 Client12 0.55 022 2707690 5 Client155 0.258 7 0.04 444 7 1.09
[ Clientd& 0.54 00,03 8627254 6 Sener3at 0237014 367 432
T Clientds 047 70,28 FA4r874 T Client1:30 o7 F0A7 200522
H Clientd3 0.44 40,20 FOG G612 8 Clientad 0114016 17561494
9 Client5g oA7 017 200522 9 Sener!87 057003 2494 0 2.40
10 Client?a 016 70,02 2587243 10 Sanrerds 0157002 22351065

48 Chapfer 7



AANANUNAN NN NANNNA A

TOP Ten Applications TDP Ten TOS
Application /! TOS IHilization % of Traffic TOS LHilization % of Traffic
1 snmp d 0 3BE185 G1.88 /6733 1 1] G.285322 100.00  100.00
2 netbioszzn /0 030014 486 F4.36
3 hpidzagent /0 0.20 /0,00 328 /0.08
4 availant-mgri 0 0418016 1.8 1494
5 trrarb-p1 f 0 045 f0.00 24375011
[ allstorenz £ 0 0125000 247006
T winddz f 0 .07 0.0 1.08 /0.04
H payrauter £ 0 0.06 ¢ 0.00 102012
9 uma/fio 006 f 0.0 1.00 f0.04
10 bullant-srap £ 0 .05 f0.00 084 /004
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@ etFlow Interface (ﬁfn

Daily Top Ten Summary invent

The Top Ten Summary repott lists the top contributers to the total traffic on an interface. Select an interface and a tirme period to see
the top ten clierts, servers, applications and TOS values with the grestest impact an the interface Wilization for the tirme period
selected. Statistics for half-duplex interfaces are shown as a single value while those for full-duplex interfaces are displayed as
"transmit" f "receive".

Interface List Peak Hourly Utilization
Busy Hour Busy Hour
Router Interface Duplex uﬁf:: ation Day thii::: ation
Fouterd T Full 5.06 f9.65 FAugust T, 2003 7.az2 .
Fouterd B Half 742 FAugust G, 2003 044
Fouterd u] Half 5.99 FAugust s, 2003 519
FAugust 4, 2003 7.7
FAugust 3, 2003 F3.49
August 2, 2003 2.01
FAugust 1, 2003 .30
Juby 3. 2003 G .63 ;I
Tup Ten Clients Tup Ten Sarvers
Client Busy Hf:-ur % of Daily Server Busy Hf:-ur % of Daily
LHilization Traffic Litilization Traffic
1 Clientr3 3277 53.11 1 Client32 3277 53.11
2 Client154 0.51 1.02 2 Servars53 0.5 0.9s
3 Clienta1 0.36 14.76 3 ServeriGd 0.25 9.10
4 Client39 0.1z 1.87 : | Servard2f 0.1z 1.86
5 Clientan 0.1 0.2 5 Server!3S 0.04 1.54
[ Clientdd 0.0 1.36 [ Server!3Z 0.4 1.5
T Clientd? 0.05 267 T ServerS3s 0.4 1.34
] Client152 0.05 2.04 ] ServeriZd 0.03 1.47
L] Clientd3 0.05 1.83 9 Senrar3 0.0z 1.45
10 Client132 0.05 1.87 10 Servarl27 0.0z 1.449
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Tﬂp Ten Applicatiuns TOP Ten TOS
Application / TOS 3::2;:2: %T"rfaz_?:}' T0S fl::z::]"n' % of Daily Traffic
1 fip-data f0 3277 G3.10 1 1] 33.44 100.00
2 snmp /0 0.54 374
3 socks [0 0.51 098
4 netbiosssn /0 Q.05 1.74
5 rgtp /00 0.0z 0.04
6 hitp /00 0.01 0.16
i OTHER_AFFS 0 0.01 0.11
H wim - multi-uze £ 0 0.01 0.01
9 metagram /0 0.00 0.0z
10 v-one-zpp £ 0 0.o0 0.00
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NetFlow Interface
Monthly Top Ten Summary

[

inven

The Top Ten Summary repott lists the top contributers to the total traffic on an interface. Select an interface and a time period to zee
the top ten clients, servers, applications and TOS values with the greatest impact on the interface utilization far the time period
zelected. Statistics for half-duplex interfaces are shown az a single value while those for full-duplex interfaces are displayed as
“transmit" § "receive”.

Interface List Peak Hourly Utilization

Router Interface Duplex Bu_sf].rH!Jur Month Busy Hour Wilization
Liilization July, 2003 25 60 /33,11
R outard i Full 9560 /2211 June, 20032 59.69 f 2414
Routerd 4 Half 2014 bl 2y, 2002 56.45 f 19.55
Routerd u] Half 2087 Aopril, 2003 4415 1 1425
Top Ten Clients Top Ten Servers
Client Bus_t,r H!Jur % of Monthhyr Server Bus_t,r H!Jur % of Monthhyr
Ltilization Traffic Ltilization Traffic
1 Cliant142 848372813 17.96 /10,71 1 Serversaz? 24841 4 28.04 17.40 7 1054
2 Clientr2 2647 F 17 .62 26405327 2 Sanerds 2647 F 17 .62 21170232
3 Clientad 24257040 1.83 7001 3 Clients2 242518149 2457580
4 ClientrS 1267 F 4065 2781165 4 Client35 1267 F 4065 2071119
5 Client155 1242 /820 268253 L Cliant159 12341 12.85 4585 492
G Client150 17.98 7940 2731255 b Servedd 13284817 2547114
T Client145 12877976 1631 1.56 T Client13& 1705 9.00 1657143
8 Cliant2? 12285319 1005322 8 Cliant21 13877975 1651155
9 Cliantd 9.0z /262 27571329 9 Client120 9.0z /262 27230277
10 Client154 S.86 /505 1651240 10 Serverss2 S.86 /505 087 7 1.01
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Top Ten Applications

Application / TOS

nethioszzn /0
ftp-data s 0
OTHER_AFPS /0
vitstrapsenier S O
optima-wvnet S0
slinkysearch S0
visionpyramid £ 0
sochks 10
interhdl_elmd /0
zephyrzre F O

Top 10 Reports

Top Ten TOS

Busy H!:nur "o of Monthhy TOS Bus:-,r H!Jur % of Monthiy
Liilization Traffic LHilization Traffic
8561 f 28 65 275101973 1 ] 9560 73311 100.00 ¢ 400.00
24257219 2185615

1269 /2 62 482 1421

15897 /018 127002

1287 /276 1.6471.71

12417012 087 0.0z

02571088 0.04 7 1.44

286598 085238

018213 0.0z s 1.20

016 652 0.01 086
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8 Summary Reports

NetFlow Interface includes 12 summary reports:

¢ (Client Summary Report (Hourly / Daily / Monthly)

e Server Summary Report (Hourly / Daily / Monthly)

e Application Summary Report (Hourly / Daily / Monthly)
e TOS Summary Report (Hourly / Daily / Monthly)

Summary reports add depth to Top Ten Reports. They focus on a particular element type and
plot statistical changes over time. Use these reports to find out whether recent activity
appearing in a Top Ten report is a temporary condition, with no history behind it, or a longer
term trend that may require further investigation.

Select an interface and a time period to display a list of elements. Select an element to display
the following graphs:

e Utilization

e Percentage of traffic
e Bytes per hour

e Packets per hour

Summary Reports are useful initially in determining which element within a particular
element type (which client, server, application, or TOS value) is causing excess traffic on the
selected interface. After you select an element, the graphs will tell you whether the traffic
generated by the element represents a solitary spike, a sudden but persistent increase in
traffic, or steady growth over time.

See below for samples of the following reports:
e Hourly Server Summary

e Daily Application Summary

e Monthly Client Summary
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NetFlow Interface

Hourly Server Summary

[

invent

The Server Zummary Feport prezents a breakdown of the zerver devices which contribute to the total traffic on an interface. Select
ah interface and a time period to zee a list of servers that had the most impact on the interface wilization for the time period selected.
Select a zerver device to zee graphs of its historical traffic patterns. Statistics for half-duplex interfaces are shovwn a2 a single value
while those far full-duplex interfaces are displayed as "transmit" ! "receive”.

Router

Routerdd
Routerdd
Routerdd

Server

SenerlGd
Client14
Client1dd
SenerS3d
Client155
Sanrer3S6
Client130
Clienta<g
Sener!37
Sener35?

56

Interface List

Interface
T
Ll
u]

Litilization
186/ 0.67
0.8z /060
0.40 /s 0.08
037 /0.21
0.2z /004
0.2z/0.14
047 017
0.11 /0.6
0.15 r0.08
0.150.02

Duplex
Full
Half
Half

LHilization
5287322 9:00 Ahd,
1.85 2:00 Ahd,
0.8z F00 Ak,

G000 Ahd,
G000 A,
000 A,
2000 A,
2200 Ahd,

A0 &hd

Top Talking Servers

% of Traffic

12T 2075
14.69 /1261
G4 0247
5047661
444 71 4.09
3ET 432
270522
17574894
2440240
2251065

Average Bytes per

Bytes

452322 k2288 K
212528 k207382 K
Q2642 ki2TE T2k
B0 IS kSTIATAZ K
G182 k12111 k
HG30.81 ks421.82 k
3003 kSSE2 18K
2E2 T3 k55042 k
B2 I3 k26T 80 K
R0 LIT2AT K

Hourly Utilization

Hour

August 8, 2003
August 8, 2003
August 8, 2003
August 8, 2003
August 8, 2003
August 8, 2003
August 8, 2003
August 8, 2003
Suanst B OPONR

Packet
202.40 f 28962
836.72/814.54
1200.02 f480.35
240.53 7 338.44
1154 .47 [ 283 .64
28495 /395 25
24771 4 299.01
43351 /538.54
281.20 f 288 .68
238550 /377 .45

LHilization

G223 r322 o
T4 4.40
4215221
4326 524
4400270
4651283
42402745
2057263

A0NA 2 AN j

Humber of
Flows
24 A7
T4 T2

505
21 /18
15 /14
= =]
12 112
40 54
19 /14
25 14
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Server Owner
ACME
Compostte | Directional I
Utilization

Server164
Thu Aug 07 12:00 A - Fri Aug 08 09:00 2

1 f\/%’\'\/%'\/‘/\/\

Percent

Server Location

Landan

Corposite | Directional I

Percent of Traffic

Server 164
Thu Aug 07 12:00 A - Fri Aug 08 09:00 24

a0

Percent
(8 )
[

]
=

0+ :
Thu 12:00 Abt Thu 0600 P

0 }
Thu 12:00 Ak Thu 06:00 PM
— Transmit — Tran=mit
— Receive ~— Receive
Composite | Directiorna | Composite | Directiora |
E]ﬂ.’ES Packets
Server164 Server 164
Thu Aug OF 12:00 A - Fri 2ug 08 09:00 2 Thu 2ag OF 12:00 A - Fri Sug 03 09:00 28
o 20k
_ 4M = 16K
3 =}
=] I
T M = 12K
3 o
L & oK
= G
Jus] [
0.a5m Y 14
n- + n- +
Thu 12:00 Ahd Thu 06:00 P Thu 12:00 Anhd Thu 0600 P
— Transmit — Transmit
— Receive — Receive
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NetFlow Interface
Daily Application Summary

[

inwvent

The Application Summary Repoart presents a breakdown of the applications which contribute to the total traffic on an interface. Select
ah interface and & time period to see a list of applications that had the most impact on the interface wilization far the tifme period
selected. Select an application to zee graphs of its historical traffic patterns. Statistics for half-duplex interfaces are shown as a
single value while those for full-duplex interfaces are displayved as "transmit" § "receive".

Router

Fautedq
Fautedq
Fautedq

Application

sochks
snmp
netbios-z=n
=mip
symplex
fl-annun
telnet
amt-esd-prot
ansoft-lm-1
ftp-data

58

Interface

-
=)
w

o o o o o o o o o o

Interface List

7

Duplex

Full
Half
Half

Busy Hour

LHilization
0.17 #6.63
4394277
18924138
1.58 4001
1.456 001
1.31 40.05
1.29 004
010088
o.os 087
027014

Busy Hour
Liilization
2.05 r9.65
T2
5.99

Top Talking Applications

% of Daily
Traffic
0457794

F2.00 6622

10.22 71048
12567002
1451002
1.04 70065
1837017
045 s1.10
0.aG6 s 1.04
085017

Peak Hourly Utilization

Day Busy Hour Hilization
August 7, 2003 5.06 f9.65 .
August 6, 2003 2928 12556
August s, 2003 50358 /3516
August 4, 2003 106.22 # 36.79
August 3, 2003 4591877
August 2, 2003 3711245
August 1, 2003 33.06 ¢ 29.06
Juby 31, 2003 251869
dnhe 30 FNNG PR AR PR LI
Bytes Average Bytes Humber of
per Packet Flows
2259 kf 2295 M 4499 7 131375 G JG
20957 M S 191.53 M 32558 7321 .42 2947 JT395
276 M 53032 M 436,71 543212 Qa5 [ 1059
3642 29 ki S0.16 k 1426 .65 f 4062 202
333483 kid545 k 1497 .50 F 40,22 101
01444 kTG A5 k 542 89 fF32.00 101
533999 ks 42442 k 409.07 43849 36 £32
A5 88 kS 3MTA A0k Fa.E83 5E2.30 19 /18
17683 ks 301530k F2.00 0 53271 101

2948512 k49422 k

134241 7 51215

4 15
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Busy Hour Utilization

socks
ed Jul 09 2003 - Thu Aog 07 2003

107

Percent

== s
Fri12:00 A Fri12:00 A
— Transmit
~— Receive
Bytes
socks
Wied Jul 09 2003 - Thu Aag OF 2003
29M T
23MT
-
m
24T
'Y}
[m
]
%111M
jun]
Bhd
0 | e
Fri12:00 Ahd Fri12:00 Ahd
— Transmit
— Receive

Summary Reports

% of Daily Traffic

socks
Wifed Jul 09 2003 - Thu Aog 07 2003

]
Fri12:00 Ahd Fri12:00 Ahd
— Transmit
~— Receive
Packets
socks
ed Jul 09 2003 - Thu Aag OF 2003
28}
23K
-
m
[
5 18K
O
m
-0 brl’s
Li
[i]
o
Bk
0 : :
Fri12:00 A Fri12:00 Ahd
— Transmit
— Receive
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NetFlow Interftace
Monthly Client Summary

[

invent

The Cliert Summary Report presents a breakdowen of the client devices wwhich contribute to the total traffic on an interface. Select an
iterface and a time period to see a list of clients that had the most impact on the interface wilization for the time period selected.

Select a client device to zee graphs of itz historical traffic patterns. Statistics for half-duplex interfaces are shown az a single value
wehile those for full-duplex interfaces are displayved as "“tranzmit" ! "receive".

Interface List

Rourter Interface
Fouteiq T
Fouteiq

Fouteiq u]

) Busy Hour
Client Utilization
Client142 848312813
Clientr3 26497 117 .62
Client3< 2425 40.10
Clientrs 1867 #4.96
Client155 18.42 ¢ 2.20
Client150 17997949
Client1dG 1387 4976
Client27 12294819
Client5sd Q.03 362
Client154 8865598

60

Peak Hourly Utilization

Busy Hour Month
Duplex L
LHilization duly, 2003
Full 956043311 June, 2003
Half 3014 Ml 3y, 2003
Half 28.87 April, 2003
Top Talking Clients
% of Monthhy Average Bytes per
Traffic Bytes Packet
1785 7 10.71 1827 .25 M 98720 M 103421 F 63237
3641537 37048 M 793379 M T34 F994.03
182001 196 66 M F 123667 k 1405 .20 ¢ 40.00
2721166 28280 M 15325 M 1099 60 f 1121.89
36212453 37488 M 23385 M FI49.18 F612.29
2TR212.45 272149 M 22505 M 319.69 f 293.81
1621166 166.13 b S 1494.03 W 87497 /78572
1.00/)3.22 104.95 b f 29593 M 53537 f1212.79
27513249 28002 M 29855 M 347 569 f 365.75
15851210 15789 M S 19328 M 532 .14 f 554.90

Busy Hour Hilization

Q560 53311
G969 /2919
G645 F 19.55
4115 719425

Humber of
Flows
1953 42040
432 1451
g /3
141 899
5278 #7318
1623 41090
15 /15
19 f16
2621 2587
1656 #1773
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Client Owner
HF

Busy Hour Utilization

Client142
Tue Apr 01 2003 - Tue Jul 01 2003

Fercent

1]
Tue 12:00 Ak

Sun 12:00 AM

— Transmit
— Receive
Bytes
Client142
Tue Apr 01 2003 - Tue Jul 01 2003
2GT
1671
-
c
= 1Gt
o 1
=1
wOTaGT
2
]

0.37G1

|:| +
Tue 12:00 AmM Sun 12:00 A
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— Transmit
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9 Detail Reports

NetFlow Interface includes 12 detail reports:

¢ (Client Detail Report (Hourly, Daily, Monthly)

e Server Detail Report (Hourly, Daily, Monthly)

e Application Detail Report (Hourly, Daily, Monthly)
e TOS Detail Report (Hourly, Daily, Monthly)

Detail reports are available in two versions, one with graphs and one without graphs. The
graph-less version populates faster. If you are launching NetFlow reports from the Report
Launchpad, and if speed matters, you may want to launch the graph-less version.

Detail reports add depth to Summary Reports. Each report starts with the information in the
summary report—showing which elements (servers, clients, applications) are contributing the
most to interface utilization—then drills down from an individual element to the flow level,
for example, from a server to the various client/application pairs that were accessing the
server.

At the flow level you can view graphs that show how the following metrics have changed:
e Utilization

e Percentage of traffic

e Bytes per hour

e Packets per hour

Use the graphs to spot trends and compare current performance to past performance. In the
hourly detail, “past” performance means all of yesterday and part of today; in the daily detail,
past performance means the last thirty days; and in the monthly detail, past performance will
show every month that you have been collecting data.

See below for samples of the following reports:
e  Hourly Server Detail

e Daily Application Detail

e Monthly Client Detail
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NetFlow Interface
Hourly Server Detail

[/

invent

The Server Detail Report presents a breakdowen of the zervers, clientz and applications which contribute to the total traffic on an
interface. Select an interface and a time period to see a list of zervers that had the most impact on the interface Wilization for the time
period selected. Select a server device to zee a list of clients ! applications which acceszed the server through the selected
interface, Select a client § application combination to see graphs of its historical traffic patterns. Statistics for half-duplex interfaces
are shown as a single value while those for full-duplex interfaces are displayed as "tranzmit" ! "receive".

Router

Routend
Routend
Routend

Server

SaneriGid
Client14
Cliznt144
SanrerSdd
Client155
SanrerdSt
Client130
Clienta
Saner!S7
Sanrerds?

64

Interface List

Interface
T
3
u]

Liilization
1.896 067
0.8z /060
0.40 f0.08
037 r0.21
0.2z /004
023s0.14
A7 ra.1y7
041 s0.16
045 r0.08
045002

Duplex
Full
Half
Half

Liilization
528 13.22 2:00 Ahd,
1.55 .00 Ahd,
0.9z 700 Ahd,

G000 Abd,

500 Al

2:00 Al
A0 &hd

Top Talking Servers

% of Traffic

12T 2075
1469 51881
6.4 0247
594 5661
4447 1.09
IET 432
2700522
1.76 7494
2410240
2357065

Average Bytes per

Bytes

452328 k2288 kK
212528 k2072382 K
Q2642 k27572 k
25015 kAT AZ kK
G4 B2 k12111 k
3081 k42182 k
38002 krA2212 K
252 T2 k55042 k
34212 k267 20k
203G kIT2 ATk

Hourly Utilization

Hour

August 2, 2003
August 2, 2003
August 2, 2003
August 2, 2003

, August 8, 2003
400 A,
200 Ahd,

August 2, 2003
August 2, 2003

,August 8, 2003

Gunnst & PNN3

Packet
202.40 F 289 .62
236.72 7 214.54
1200.02 f 480 .36
24053 7 23844
1154.47 1 283 54
29495 7 209526
249771 5 299.01
43351 F638.54
281.20 F 288 .62
29550 7 277 .45

LHilization

G.28753.22 -
7140440
4315221
436 52
4400270
465 5283
424275
3957263

aN5 52 AN j

Humber of
Flows=
24 M7
T4 172

576
21 /18
15 M14
974
12 112
40 F 5
19 M14
26 14
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Server Owner

Server Location

Landon

Top Talking Client / Application Pairs

ACME
Client Application LKilization
Clientds SNmp 0.54 4 0.028
Clientdy SNmp 0534033
Client132 SNmp 0.50 40028
Clientd3z SNmp 0390417

Client Owner

HF

Composte | Directior |

Utilization

Thu Aag 07 12:00 2 - Fri Aog 08 09:00 2

%o of Traffic

86275259
540710356
Fo97259
G.26 7532

£
8
IF]
CL
This 12:00 AM Th 06:00 PM
— Transmit
— Recaive

Bytes Average Bytes Humber of
per Packet Flows
129686 kf 282.56 k 2657281 .44 G &5
129512 k! 115461 k 305.00 F 28931 4 04
G620 k28291 kK 28863 281.78 =R
a05.11 kf 592,80 K 30231 29729 5 i3

Client Lecation
Reston

Composte | Directional I

Percent of Traffic
Thu Aug 07 12:00 4 - Fri Aug 08 09:00 A

20
16
12
5
g g
4
0+ t
Thu 12:00 Ak Thu 06:00 P
— Transmit
~— Receive
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Compostte | Directiona | Camposite | Directiona |

Ey’tES Packets
Thu Aag 07 12:00 2k - Fri Sug 02 09:00 286 Thu Aug OF 12:00 2 - Fri Sug 08 09:00 2
2m ak
2m C 4K
5 :
=] I
T 1M 5 3K
I} o
e =
B 0.76NM TR 4
2 g
= o
0.38M 093K
n- + n- +
Thu 12:00 A Thu 0600 P Thu 12:00 Ak Thu 0600 P
— Transmit — Transmit
— Receive — Receive
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NetFlow Interface (ﬁB

Daily Application Detail invent

The Application Detail Report presents a breakdovwn of the applications, clients and servers which cortribute to the total traffic on an
interface. Select an interface and a time period to see a list of applications that had the most impact on the interface utilization far the
time period zelected. Select an application to zee a list of clients f zervers utilizing the application through the zelected interface.
Zelect a client f zerver cambination to zee graphs of itz historical traffic patterns. Statistics for half-duplex interfaces are shown as a
single value wwhile those for full-duplex interfaces are displayed az "transmit” § "receive".

Intetrface List Peak Hourly Utilizatioh
Busy Hour Busy Hour
Router Interface Duplex I.Itif:-:a‘tinn Diay I.Itii:-:a‘tiun
Routend 7 Full 206 7 9.65 August 7T, 2003 7.2 e
Routend 4 Half 7.2 August 6, 2003 .44
Routend u] Half G.99 August s, 2003 519
FAugust 4, 2003 747
August 3, 2003 F3.48
FAugust 2, 2003 201
FAugust 1, 2003 420
Julv 34, 2003 G .58 ;I

Top Talking Applications

o Busy Hour % of Dai Average es Humber of
Application 105 I.I’ti:]:atiun Trirf'ﬁnt:llIIIr Bytes per ﬁac?::t Flow=s
ftp-data a 5.3 9.93 24171 M 1280.34 11
ENMp a 2105 8253 200297 37178 G125k
sochs a 0.52 0.95 23.39 M 866.13 12
netbios-=s=n a 0.z0 2497 G005 b 43438 2065
OTHER_AFPFPS a 0.0s 0.4z 10,18 M 176.80 G520
=mtp a 0.0s 0.15 3692.45 k 1002.02 )
symples a 0.0s 0.14 F3380.38 k 1005 .97 Z
amt-esd-prot a 0.a7 0.15 351999 k 203 .64 e
ansoft-lm-1 a 0.a7 0.13 8222 k 287 .98
f-annunc a 0.a7 0.13 319059 k 288.32
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Client

Client3g
ClientSa
ClientSa
ClientSa
ClientSa
ClientSa

Client Owner
HF

Server Owner
awFl
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Server

SemrerdZb
SemerlZi
Senmrerlio
SemerlZY
SemrerlGh
Semrerifi

Top Talking Client / Server Pairs

Busy Hour
Litilization

0.3y
0.0
0.0
0.0
0.0
0.0

% of Daily Average Bytes Humber of

Traffic Bytes per Packet Flows
1493 36334 M 367 .06 3882k ﬂ
437 106,25 M 281.90 273
424 102.45 M 281.90 263
426 10362 M 391.94 266
434 10487 M 301.24 270
433 10521 M 281.90 271 ;I

Client Location
MNew ok

Server Location
Chicago
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Busy Hour Utilization
fed Jul 09 2003 - Thu Aag OF 2003

T
&
1]
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-
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e
] } }
Fri12:00 A Fri12:00 A
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i
£ 391K
[i]
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NetFlow Interface
Monthly Client Detail

[

invent

The Cliernt Detail Report prezents a breakdovwen of the clients, servers and applications swhich cortribiute to the total traffic on an
interface. Zelect an interface and a time period to see a list of clients that had the most impact on the interface wtilization for the time
period zelected. Select a client device to see a list of servers [applications accessed by the client through the selected interface.
Select a zerver Fapplication cormbination to zee graphs of its historical traffic patterns. Statistics for half-duplex interfaces are shown
a2 a single value whils thoze for full-duplex interfaces are displayed as "transmit" §F'receie".

Router

Foutendd
Foutendd
Foutendd

Client

Client142
Client?2
ClientSd
Client?S

Client155

Client150

Client146
Client27
Clientsd

Client154
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Interface List

Interface

7

Busy Hour
LHilization
51.84 7 20.50
19.29 7 12.85
1F .68 4007
13611362
1343 4598
1311 7 6.92
10113712
5865497
5.53 /264
546 ¢ 4.36

Busy Hour
Duples Utilization
Full Q5.60 7 3311
Half 20,14
Half 2037
Top Talking Clients
% of Month
Traffic v Bytes
18.34 01147 138462 M 77942 M
42915492 32378 M 40192 M
2.48 7002 18776 M 118070 k
2321140 1F5.16 M S 9492 b
446 1 2.58 HMIL5 M IATEZE M
2281214 AF227 M 14558 M
1.36 1 1.31 102.90 M 23921 M
1.04 1363 FE.51 hd S 246560 M
2300272 17349 M 13499 M
1371215 10378 M 194531 M

Peak Hourly Utilization

Day Busy Hour Hilization
July 1, 2003 95.60 /3311
June 1, 2003 59.69 /2414
hay 1, 2003 56 .45 7 19.55
April 1, 2003 .15 71425

Average Bytes per Humber of
Packet Flows
1029 .48 f §93.82 1464 ¢ 1530
Fa1.02 f936.49 200 §313
1405 .20 f 40.00 G /3
1099.60 f1181.89 88 rg62
FE5.87 f598.02 5133 75443
319.69 f 293 .81 1042 G675
B74.97 S785.T72 a./49
G462 § 1225.33 16 f13
34773 S 365.71 1626 § 1604
495,96 £ 554,13 1222 1307

Chapter 9



Clieant Owner

HF
Server Application
Client159 witstrapsenrer
Seprarddq slinkoysearch
Seprarddq wisionpyramid
Seprard30 interhdi_elmd
Client159 zephyrsnr

Server Owner
HF

Detail Reports

TOS

o o o o O

Top Talking Server / Application Pairs
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858300109
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014593
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Client Location

Fariz

% of

Monthhy Bytes
Traffic
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per Packet
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Busy Hour Utilization
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A Product History

Version Release Date Enhancements

1.00 May 2003 39 reports
Sybase support
NetFlow Interface Datapipe 1.00

2.00 October 2003 OVPI Object Manager support

new change forms:

e Update Interface Customer

e Update Interface Location

e Update Interface Speed

e Update Interface Description

new upgrade package:
UPGRADE_NetFlow_Interface 1.0 to_2.0

3.00 August 2004 Oracle support
UPGRADE_NetFlow_Interface 2.0 to_3.0
NetFlow Interface Datapipe 2.00

3.00 June 2005 UPGRADE_NetFlow_Interface_to_3.0
NetFlow Interface Datapipe 2.10

3.10 April 2007 new features:

¢ Location Independent Reporting (LIR)
e Copy Policies

e SQL modified for node delete
datapipe changes:

NetFlow Interface Datapipe 2.20

new upgrade package:
UPGRADE _ NetFlow_Interface to_31
defect fixes:

e QXCR1000338846

e QXCR1000379238
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Version

Release Date

Enhancements

3.10 October 2007 new prerequisites:

e PI5.30

e Common Property Tables 3.70
3.30 February 2009 new prerequisites:

e PI5.40

e Common Property Tables 3.90
new upgrade package:
NetFlow_Interface_Upgrade_to_33
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B Editing Tables and Graphs

Any table or graph can be viewed in several ways. Although the default view is usually
adequate, you can easily change to a different view. If you are using Report Viewer, right-click
the object to open a list of view options. If you are using the Web Access Server, follow these
steps to change the default view of a table or graph:

1 Click Preferences on the links bar.
Expand Reports in the navigation frame.
Click Viewing.

Select the Allow element editing box.

Click Apply.

o O AN

Click the Edit icon next to the table or graph.

View Options for Tables

Right-clicking a table, or selecting the Edit Table icon if you are using the Web Access Server,
opens a list of table view options.

Sek Time Period, ..
Change Constraint Yalues...

Select Modes/Interfaces, ..

Change Max FRows. .,
Ve in e Franme

Print Table. ..

Export Element as C3Y...
Delete Table

Select Set Time Period to alter the relative time period (relative to now) or set an absolute time
period. The Set Time Period window opens.

You may shorten the period of time covered by the table from, for example, 42 days to 30 days
or to 7 days. If you are interested in a specific period of time that starts in the past and stops
before yesterday, click Use Absolute Time and select a Start Time and an End Time.

Select Change Constraint Values to loosen or tighten a constraint, thereby raising or lowering
the number of elements that conform to the constraint. The Change Constraint Values
window opens. To loosen a constraint, set the value lower; to tighten a constraint, set the
value higher.

The Select Nodes/Interfaces allows you to change the scope of the table by limiting the table to
specific nodes, specific interfaces, or a specific group of nodes or interfaces. The Select Node
Selection Type window opens.
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Direction
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input
Input

Change Max Rows increases or decreases the number of rows in a table. The default is 50. If
you expand the default, the table may take more time to open. If you are trending a large
network, using the default ensures that the table opens as quickly as possible.

View in new Frame opens the table in a Table Viewer window, shown below. If necessary, make
the data in the table more legible by resizing the window.

ies Table ¥iewer

Polled IP QoS Statistics Data - Input

Cver Previous 6 Hours

IpPrecedence Switched Bytes
u] 105,688

o o o o0

GO0

02,234

O L o e L. | B (O T % B
]

Lo B R |

View Options for Graphs

Switched Plis

GYa

o th OO O O O

G622

L I Y o

=10l

Time Period
Tue Ot 29 0700 A
Tue Ot 29 0700 Ahd
Tue Oct 20 07:00 Ahd
Tue Ot 29 0700 A
Tue Oct29 0700 Ahd
Tue Oct 20 07:00 Ahd
Tue Oct 29 0700 A
Tue Oct 29 0700 Ah
Tue Ot 29 0645 Ahd
Tue Oct 29 0645 Al
Tue Ot 29 05495 A
Tue Ot 20 06495 Ahd
Tue Oct 29 0645 Al

Right-clicking a graph, or clicking the Edit Graph icon if you are using the Web Access Server,
opens the following list of view options.

40000 1

22720 7

29540 1

163 60 1

2180 1

0

Sap 17 Sep 21 Sap 25 Sep 28

add Cverlay. .
Remave Overlay

Set Time Period. .,

hange Constraint Yalues. ..

Select Modes)Interfaces, ..

Displayed Data

Grid
Legend
Skyle

. . .

—hange Max Rows. ..

Display Daka Table

Export Element as CSW. ..
Display: Gverlay Data Table
Excport Graph @verlay Data as C54

View in new Frame

Print Graph. ..

Delete Graph

Appendix B



The following table provides details about each option.

Option Function

Set Time Period Same as the table option shown above.

Change Constraint Values Same as the table option shown above.

Select Nodes/Interfaces Same as the table option shown above.

Displayed Data For every point on a graph, display data in a
spreadsheet.

Grid Add these to the graph:

X axis grid lines

Y axis grid lines

X and Y axis grid lines
Legend Delete or reposition the legend.
Style See the illustrations below.
Change Max Rows... Same as the table option shown above.
Display Data Table See below.
Export Element as CSV... Same as the table option shown above.
View in New Frame Opens graph in a Graph Viewer window.
Print Graph Same as the table option shown above.

Style Options

Select Style to display a list of seven view options for graphs.

Set Time Period. .. 43 s
Change Constraint Yalues. ..

Select Modes)Interfaces. ..

Displayed Data [ % !

Grid k

Legend J /\

Shyle Area

Change Max Rows. .. Stacking Area

Display Dakta Table Bar

Export Element as CSY... Stacking Bar

Display Gwerlay Data Table Pie

Export Graph Overlay Data as C5.., # Flot

Yiew in new Frame Scatter Plot

Prink Sraph. .. AL B S
e B Hi-Lo-Cpen-Close —

—roa  Candle
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Style > Area

The plot or bar chart changes to an area graph. While relative values and total values are
easy to view in this format, absolute values for smaller data types may be hard to see. Click
anywhere within a band of color to display the exact value for that location

T+

95 Ee0

olure

7170 ¢

Sat Feb 24 06:00 &M EST
Mormal Disconnect (107 j= 74.00

s

04 t L t + t t t t
04:00 0E:00 0300 10:00 12:00 1400 16:00 1800 20:00 2200

To shorten the time span of a graph, press SHIFT+ALT and use the left mouse button to
highlight the time span you want to focus on. Release the mouse button to display the selected

time span.

Style > Stacking Area

The area or plot graph changes to a stacking area graph. This view is suitable for displaying a
small number of variables.

% 200,00

180.00
120.00
20.00

40.00

Mon 01 Tue 02 iad 02

Ml 2:0q Utilization (H)
I td a3 Utilization (H)
B Ut Threshold
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Style > Bar

The graph changes to a bar chart. This view is suitable for displaying relatively equal values
for a small number of variables. There are three variables in the graph below.

14,924.00 -
9,539 .20
7,154.40

4,769 50

Forecast Minutes

2,364 80

Tho 01 Fri 0Z Sat 03 Sun 04 hon 05 Tue 06 ied OF
D=ys Of The Wieek

Style > Stacking Bar

The plot or area graph changes to a stacking bar chart. If you increase the width of the frame,
the time scale becomes hourly. If you increase the height of the frame, the call volume shows

in units of ten.

200.00
160.00
120.00

20.00

40.00

u]
bon 041 Tue 02 ed O3

M =g Utilization (H)
I 1 ax Utilization ¢H)
M Uil Threshald
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Style > Plot

Bands of color in an area graph change to lines. If you adjust the frame width, you can make
the data points align with hour; if you adjust the frame height, you can turn call volume into
whole numbers.

7850 1

6280 1 ﬂ
o)
av0 [E M K

3140 1
16.70 1
u} + t
Mon 01 Tue 02 Wed 03
— fuwrg WMilization (H)
— hax Utilization (H)
— Wtil Threshold
Style > Pie

An area graph becomes a pie chart. Bands in an area graph convert to slices of a pie and the
pie constitutes a 24-hour period. This view is helpful when a small number of data values are
represented and you are looking at data for one day.

W Under 1 minute

O between 1 and 5 minutes

O petween 5 and 30 minutes

O Betwesn 30 minutes and 2 hours
B Between 2 hours and 12 hours
M Cver 12 hours

If you are looking at data for more than one day, you will see multiple pie graphs, one for each
day.
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Display Data Table

This option changes a graph into a spreadsheet.

=1k
* Axis I Average I

Tue Feb 19... 0.509

Tue Feb 19... 0.621

Tue Feb 19... 1.026

Tue Feb 19... 0.362

Tue Feb 19... 1.171

Tue Feb 19... 1.051

Tue Feb 19... 0,254

Tue Feb 19... 0.526

Tue Feb 19... 1,433 %

Tue Feb 19... 0.967

Tue Feb 19... 1.471

Tue Feb 19... 1.308

Tue Feb 19... 1.123

Tue Feb 19... n.93

Tue Feb 19... 1.497

Tue Feb 19... 0.506

Tue Feb 19... 0.725

View in New Frame

The graph opens in a Graph Viewer window. Improve legibility by resizing the window.

=10l x|

Hetwork Response Time
Cizco_04
Tue Feb 19 12:00 &M - Tue Feb 19 11:00 P

Seconds

Tue 05:00 AM Tue 11:00 PM
— fwerage
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Index

A

addr2name translation utility, 33

aggregations
techniques, 29

application filtering, 30
application folder, 11

B
busy hour, 47

C

change max rows option, 77
client/server filtering, 29
client folder, 11

collection_manager (command), 18

Common Property Tables, 18
property import utility, 33

Copy Policy Manager, 45

custom table views, 19

D
Datapipe Manager, 19

defect fixes
QXCR1000338846, 73
QXCR1000379238, 73

demo package, 14, 20, 25
DetailCallRecord format, 10
detail reports, 63

Display Data Table, 77
displayed data option, 77
distributed systems, 24

E
exporting polling groups, 18
exporting polling policies, 18

F

filtering, 10
NetFlow Preprocessor, 29

forms for modifying properties, 37

G

grid options, 77
group_manager (command), 18
group accounts, 13

group filters, 13

|
Interface Reporting Report Pack, 13

IP address-to-node-name translation, 32

L
legend options, 77
LIR Configuration, 44, 73

M
mapping utility, 10, 32

minimum bps filtering, 30

N

NetFlow_Interface, 22
NetFlow_Interface_Upgrade_to_33, 21
NetFlowIFDP_addr2name.pro, 32

NetFlow Interface Datapipe, 10
mapping utility, 32

NetFlow Preprocessor, 9
filtering and aggregating data, 29

P

percentile filtering, 30
polling, 10
polling policies, 18
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preprocessor filtering, 29
property import utility, 33

property information, adding to reports, 33

R

remote pollers, 18
report parameters, 14

reports
adding property information, 33
detail, 63
summary, 55
top ten, 47

S

server folder, 11
SourceDirectory path, 32, 36
SQL modified for node delete, 73
style options for graphs, 77
summary reports, 55

system clocks, 33, 46

T

TEEL files, 31, 36

top ten folder, 11

top ten reports, 47

Top X Flows filtering, 30
TOS folder, 11

U

Update Interface Customer form, 38
Update Interface Location form, 39
Update Interface Speed form, 41
Use Absolute Time, 75

\'}

view in new frame, 76
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We appreciate your feedback!

If an email client is configured on this system, by default an email window opens when you
click on the bookmark “Comments”.

In case you do not have the email client configured, copy the information below to a web mail
client, and send this email to docfeedback@hp.com

Product name:
Document title:
Version number:
Feedback:
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