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Legal Notices

Warranty

The only warranties for HP products and services are set forth in the express warranty statements
accompanying such products and services. Nothing herein should be construed as constituting an additional
warranty. HP shall not be liable for technical or editorial errors or omissions contained herein.

The information contained herein is subject to change without notice.
Restricted Rights Legend

Confidential computer software. Valid license from HP required for possession, use or copying. Consistent
with FAR 12.211 and 12.212, Commercial Computer Software, Computer Software Documentation, and
Technical Data for Commercial Items are licensed to the U.S. Government under vendor's standard
commercial license.

Copyright Notices

©Copyright 1999-2008 Hewlett-Packard Development Company, L.P.

Trademark Notices

Adobe®, Acrobat®, and PostScript® are trademarks of Adobe Systems Incorporated.

AMD is a trademark of Advanced Micro Devices, Inc.

Intel®, Itanium®, and Pentium® are trademarks of Intel Corporation in the U.S. and other countries.
Java™ is a US trademark of Sun Microsystems, Inc.

Microsoft®, Windows®, Windows NT®, and Windows® XP are U.S. registered trademarks of Microsoft
Corporation.

Windows Vista™ is either a registered trademark or trademark of Microsoft Corporation in the United States
and/or other countries.

Oracle® is a registered US trademark of Oracle Corporation, Redwood City, California.

UNIX® is a registered trademark of The Open Group.
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HP Operations Manager for Windows Overview

HP Operations Manager for Windows (HPOM) is a distributed, client-server software solution designed to
provide service-driven event and performance management of business-critical enterprise systems,
applications, and services.

HPOM enables management of distributed, heterogeneous, e-business infrastructures and includes support
for a broad range of Windows and UNIX systems and applications, including e-commerce, web and
application servers, conferencing and emails, databases, ERP software, and more.

Using HPOM, administrators can maximize IT system performance, reduce downtime, delegate tasks to
operators, and reduce costs. HPOM constantly monitors thousands of events occurring on all your managed
nodes and presents just the information you want to know just when you need it.

To manage your enterprise environment, HPOM performs the following functions:

m Auto-discovers the managed environment and auto-deploys management policies.

m Monitors and detects events or potential performance problems arising from managed nodes and
services.

m Extends your management viewpoint beyond event and performance management to include a business
service perspective.

m Notifies you in one view when a problem occurs.
m Displays data graphically for in-depth problem diagnosis.

m Displays map views of selected services or nodes, showing relationships and dependencies, multi-level
views, and root cause and impact analysis.

m Solves problems automatically or manually to prevent downtime in your service environment.

m Integrates with other HP BTO Software components to provide breadth and perspective, as well as
specialty management solutions for specific disciplines.

m Manages key systems and applications with out-of-box intelligence using Smart Plug-in management
modules.

m Offers a web console view in addition to the MMC console for remote and mobile operational control.

m Collects network, managed node, and performance metrics to help you optimize performance and prevent
problems.

m Creates user roles to configure an operator's view of the environment to focus on specific assigned tasks
and responsibilities.

m Provides an industry-standard database, including clustered database support.
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Related Topics:
m Getting started with HP Operations Manager for Windows

m HP Operations Manager for Windows and the MMC
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HP Operations Manager for Windows and the MMC

When you install HP Operations Manager for Windows, you are installing both the MMC and HPOM for
Windows, which is a snap-in to the MMC. MMC is a framework that hosts snap-ins such as administrative
tools used to administer networks, nodes, services, and other system components. MMC does not perform
administrative functions. It hosts programs, called snap-ins, that do.

Together, the MMC and its snap-ins combine to form a console. You can save a console by adding snap-ins to
the MMC framework and saving the configuration. Console views are saved as files with an _.msc extension.

Any snap-in settings for administering specific components or nodes can be saved as a customized console.

All of the configuration settings for the tools and controls are saved with the console view and restored when
the customized console file is opened. As an administrator, you can create a console file, save it as an .msc
file, then distribute it to different computers across your environment for operators to use in performing their
tasks.

Typically, the _msc file is specific to one management server, which is named in the .msc file. If you
distribute the .msc file to a different management server, when you open the .msc file, it attempts to find
the server originally specified. If unable to locate that server, the program prompts you for a new server
name.

The components of an MMC console are contained in the MMC window, which has several menus and a
toolbar that provide the commands to open, create, and save MMC console views. The toolbar on the MMC
window is called the main toolbar.

MMC menu and toolbar

J fiction  Wisw  Faworites J = b | | | 2

HP Operations Manager for Windows menu and toolbar

J Action  Wiew  Eawvorites J<}=' = | | | E%
EEY TR Y Y ALY 0 B

Each console view has its own menus and toolbar, separate from those of the main MMC window, that help
the user perform tasks.

MMC and HPOM for Windows menu behavior

The MMC and HPOM for Windows make extensive use of context, or shortcut menus. These menus may
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contain commands provided by:

m The MMC console

m HP Operations Manager for Windows

Menus may display different commands depending on the context in which they are opened and the way
they are selected. For example, click services, nodes, or tools in the console tree to select the item, then
right-click to display a shortcut menu for that item that looks like this:

Configure Message Filkers., ..
Modes. ..

&l Tasks » =
SEFYEr. ..

Wigw 3 Service Types...

e Window From Here SErvices. ..

v Tools, ..

Mew Taskpad View. .. Lser Reles. ..

Properties

Help

If you right-click an item in the console tree without first selecting it with a left-click, a slightly different
menu displays.

Configure Message Filkers., ..
All Tasks y  Modes...
SErvEr. ..
Mews Window From Here Service Types...
i Setvices. ..
Properties Tacls...
Help User Roles. ..

Behavior of New Windows

In the console, when you can open a new window in the following ways:

1. Click one of the View toolbar buttons to view a message browser or map.

2. Choose a different view from the context menu in the map or message browser.

You can also request a new window from the console tree by selecting an item and then right-clicking to
open the console menu. From this menu, choose the option New Window from Here.

Related Topics:

m HP Operations Manager for Windows Overview
m First steps
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Software Support Online

The HP Software Support Online web site offers in-depth information on a variety of topics:
m Troubleshooting, knowledge base search, known problems

Problem reporting and support information

User manuals, software updates and patches, demos
Training and education

Discussion forum

Click Software Support Online to open the Support web site in a separate browser window.
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Online Help

Getting started with HP Operations Manager for Windows

HP Operations Manager for Windows helps you manage the increasing complexity of your IT service
environment from a single console view to increase productivity and prevent or correct downtime of critical

business services.

The illustration shows a typical HPOM for Windows view, as configured by the administrator, with the console
tree on the left, a map view in the details pane, and the active messages browser window open above the

map.
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HPOM for Windows provides a view of your environment configured by the administrator to:

m Display the status of managed nodes and services through color-coded icons and messages, as configured

by the administrator through deployed policies.

m Provide tools for further diagnosis and administration.
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m Launch corrective actions required to resolve problems before critical services are impacted, as configured
by the administrator through deployed policies .

Related Topics:

m HP Operations Manager for Windows Overview

m HP Operations Manager for Windows and the MMC
= About the map view

m About the message browser
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First steps

At installation, HP Operations Manager for Windows installs several default policies that can be used as-is to
manage your enterprise environment. Deploying the default policies to your managed nodes provides the
fastest, simplest way for you to begin receiving data and messages from your environment.

For more detailed, specific information from your managed services and nodes, you must configure your
environment by editing the existing policies or creating new policies to meet your special needs. After
configuring the policies, you deploy them to managed nodes and services.

In either case, you need to perform several steps to configure your console to report and display the
performance information and messages important to your enterprise operations.

Configuration overview

Configuring your enterprise environment requires several steps:
Select and configure managed nodes

Configure tools

Configure services

Create, manage, and deploy policies
Configuring event policies

Apply tools to nodes and services
Create a new policy

Create user roles

Create service types
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License HP Operations Manager for Windows

You must have a license key password to use HPOM for Windows. At installation, you are given a 60-day trial
license. Within this 60 day period, you must obtain a permanent license key password to continue to use
HPOM. To obtain your license key password at installation, follow the instructions in the message box that
appears on screen at product startup. It takes a minute or so for the licensing program to launch.

% NOTE:
You cannot request a license key password from a remote console. You must log on to the management
server to obtain a license key password.

If you do not obtain your permanent license key password on startup, you can obtain it from within the
program at a later time by launching the licensing program from the console tree.

HP Operations Manager for Windows Manager

The full management server license allows you to operate one HPOM for Windows management server,
including the management server node .

Additional licenses are required for the following items:

m Managed nodes: Any additional node managed by the HPOM for Windows management server requires
an additional HP Operations agent license.

m Monitored nodes: Target connector licenses are required for each remote system that is being
monitored by HPOM. Monitored nodes are systems that do not have an HP Operations agent installed, for
example, agentless nodes, systems that are monitored through proxy connections, or systems that send
messages to HPOM by way of external nodes. For nodes monitored through external nodes, target
connector licenses are only required if a message has been received for that node. Target connector
licenses are not required if the event-originating node is an L2/L3 networked device and the event is from
HP Network Node Manager, or if the event is from other HP monitoring software (for example, HP
SiteScope, HP Internet Services, HP Storage Essentials, HP Insight Manager, NonStop management,
Webjetadmin, Procurve monitoring).

m Smart Plug-ins: Additional licenses are required for the installation and use of HP Operations Smart
Plug-ins.

The HP Operations Manager for Windows Manager LTU entitles you to a license each for HP Reporter and HP
Performance Manager. The HP Reporter license allows you to install HP Reporter locally on the management
server or remotely on another system. A remote installation is recommended to balance the available
resources. HP Performance Manager can only be installed locally on the HPOM management server.
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HP Operations Manager for Windows Limited Edition

The HP Operations Manager for Windows Limited Edition LTU allows you to operate the HPOM for Windows
management server with 20 nodes. (You can extend the number of nodes to 30 by purchasing an extension
to the HP Operations Manager for Windows Limited Edition LTU.)

The number of licensed nodes includes:

m Management server node: The HP Operations agent running on the management server.
m Managed nodes: Nodes that have an HP Operations agent installed.

m Monitored nodes: Nodes that are monitored by HPOM but do not have an HP Operations agent installed.

The HP Operations Manager for Windows Limited Edition LTU includes the right to use one copy each of
selected SPIs, of HP Reporter, and of HP Performance Manager.

% NOTE:

With an HP Operations Manager for Windows Limited Edition, you will not be able to manage more than
the license-specified number of nodes, even if there are additional standard HP Operations agent licenses
being installed.

An HP Operations Manager for Windows Limited Edition license can be upgraded with an HP Operations
Manager for Windows Manager license at any time. However, in this case, you also need to buy the
appropriate amount of licenses for the HP Operations agents running on all the nodes managed by the
HPOM for Windows management server, for all remote nodes that are monitored by HPOM, and for the
HP Operations Smart Plug-ins to be used.

For details about the HP Operations Manager for Windows Limited Edition, its extension, and migration
possibilities, contact your sales representative or see the customer letter included with your media
bundle.

HPOM counts the number of available and used licenses at the following times:

m Each time the console starts

m Each time a policy or package is deployed
m Each time a node is added

m At least every 24 hours

For complete details about licensing HP Operations Manager for Windows, see the help files provided with
the HP AutoPass licensing program.

Related Topics:

m Obtain a license
m Create and view a license report
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Obtain a license

Use these instructions to obtain a permanent license number for HP Operations agents, HP Performance
Agent Software agents, target connectors, Smart Plug-ins, and other related HPOM for Windows products.

To obtain a license, you must provide the number of the HP Purchase Order that you received from your HP
Software authorized reseller when you bought the product that you want to license. If you have not yet
purchased the product, call 1-877-686-9637 (in the United States and Canada) or visit hp.com to locate an
HP Software authorized reseller.

To obtain a license

1. In the console tree, select Tools — HP Operations Manager Tools — Licensing .
2. Right-click Obtain License and select All Tasks —=Launch Tool... .
3. Select the product for which you want to purchase licenses from the window that appears.

4. When the HP AutoPass window appears, use the wizard to enter the required information and to
receive your license number.

Related Topics:

m License HP Operations Manager for Windows
m Create and view a license report
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Create and view a license report

To verify that you have purchased enough licenses for the HP Operations agents, HP Performance Agent
Software agents, target connectors, Smart Plug-ins, and other HP Operations Manager for Windows products
that you have installed, use the License Report tool. This report shows what products you have installed,
how many copies are installed, and how many licenses you have purchased for these products.

To create and view a license report

1. In the console tree, select Tools —= HP Operations Manager Tools — Licensing .
2. Right-click License Report and select All Tasks —Launch Tool....

3. Wait for the report to be generated. This takes about 20 seconds, or longer, depending on the speed of
your computer and the size of your managed environment.

4. When the report appears in your browser, select a product from the pull-down menu. For each product,
the following information appears:

Running with Instant On:
This field indicates whether the product is running under an Instant On license. The first time
you install a product, you get an Instant On license that allows you to use the product for 60

days.

Remaining days:
The number displayed here is the number of days for which the Instant On license will remain
valid.

Expiration Date:
The date the license expires.

License Capacity:
The number displayed here is the number of licenses that you have purchased for this product.

Number of installed nodes:
The number displayed here shows the number of nodes where this product is installed.

Available licenses:
The number displayed here shows the number of unused licenses that are available for this

product.

Number of unlicensed installations:
The number of product installations that are running without a valid license. If this number is not

zero (0), purchase the necessary licenses.
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¥ NOTE:

For target connector licenses, the report calculates an average value for all used licenses, based on the
license usage of the last 30 days. For HP Operations agent licenses, the report gives the number of
licenses used at the time the report is generated.

Related Topics:

m Obtain a license
m License HP Operations Manager for Windows
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High contrast option

If you want to use the high contrast mode for better readability, set the high contrast mode using the
following key sequence before you start the HPOM for Windows console. Press all keys simultaneously.

Left ALT, Left Shift key, and the Print Screen key

This opens a dialog box in which you can set your preferred high contrast options. Alternatively, if you set
the high contrast options by following the path Control Panel — Display — Appearances, you should still use
the key stroke sequence after setting your options in the dialog box to enable all the features of the high

contrast option.
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Keyboard navigation

Keyboard navigation in HP Operations Manager for Windows conforms to standard Microsoft behavior with
the following exceptions:

Tab key: The Tab key is not functional in the Configure Nodes and Configure Tools dialog boxes. To move
through the enabled controls in either of these dialog boxes, use these key combinations instead:

Ctrl + T (tabs through enabled controls)
Ctrl + Shift + T (tabs through enabled controls in reverse order). Press the Spacebar to choose what you
have selected in the dialog box. (For example, to select the OK or Cancel button.)

To move in and out of the dialog boxes using the keyboard, use the Application key (between the Windows
logo key and the Ctrl on the right side of the keyboard), or Shift + F10.

& NOTE:

Pressing the Tab key shifts the focus from the dialog box to one of the main windows in HP Operations
Manager for Windows. To tab back into the dialog box, press the Tab key (if necessary) to set focus on
either the console tree or details pane, then press Shift + F10 to open the context menu.

Press the letter o to return to the Configure Tools dialog box. Press the letter d to return to the Configure
Nodes dialog box.
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How to use help

HP Operations Manager for Windows provides help files to guide you through the tasks you want to perform.
Help is available from several locations:

= Help drop-down menu
m Any shortcut menu
m Help buttons in dialog boxes

Help files consist of overview, conceptual, and procedural topics and interactive demonstrations.

= @ Overview topics are associated with the book level icon in the table of contents. Procedural topics may
also contain some overview information, to explain concepts related to a particular task.

] @ Conceptual topics provide a high-level view of a task or a series of related tasks and are identified in
the table of contents with an icon that resembles a document page.

= Procedures are step-by-step instructions that describe a particular user task. These are identified in
the table of contents with an icon that illustrates numbered steps.

= @j Interactive demos illustrate complex concepts such as the flow of a process or the interrelationship of
rules and parameters. In some cases you can change information in a help demonstration to test the
results of an action before you implement the task. See the Basic Training for HP Operations interactive
tutorial in the help system table of contents for an example of an interactive demonstration.

Links to more information

Blue underlined text is linked to related topics that appear in various ways, depending on the content of the
linked information:

m Popup windows display acronym and glossary information.

m Links to other topics replace the existing text in the help window. Use the Back button to return to your
starting place.

n Links to hidden text expand to provide additional information without requiring you to leave your
current location. A small blue arrow indicates expandable information. When printing from help files,
expand the hidden text to print it.

Cautions and notes

= ﬁ. Cautions show important information that may significantly affect your work.

n @ Notes present helpful information.
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Printing help files

Print topics of interest by printing one topic page at a time or groups of topics by right-clicking the topic in
the contents pane and selecting Print . If you want to print the entire help, start from the top-level topic (HP
Operations Manager for Windows ). Note that, depending on the number of SPIs installed, the help may
contain more than 2500 printed pages.

You can also download the core help (which excludes help for SPIs) in PDF format from the HP Software
Product Manuals web site.

Copying help files

You may want to copy the help files from your management server to your local computer. This enables to
you to read HPOM documentation when you cannot access the management server. The help files are .chm
files, and are located on your management server at %OvInstalIDir%\help\en\ . Copy all the .chm files into
one directory on your local computer. Double-click console.chm to start the online help.
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For more information...

Additional information about HP Operations Manager for Windows is available in manual format as .pdf files.
Unless you specified a different directory, manuals are installed in the default installation directory:

C:\Program Files\HP\HP BTO Software\paperdocs\en .
Manuals are also available on the Documentation directory on the installation media in this location:
Documentation\HPOM Guides

Additional technical information is provided in the form of white papers, available on the installation media in
this location:

Documentation\White Papers
Basic Training for HP Operations Manager

Basic Training is an interactive tutorial that opens automatically after the first installation of HP Operations
Manager for Windows. To open the tutorial at any time after installation, go to the help system table of
contents and click the Basic Training for HP Operations contents entry. Look for the light bulb icon, the
symbol for an interactive demo.

HPOM for Windows Manuals

m HP Operations Manager for Windows Upgrade Guide

The interactive upgrade guide lets you choose options to indicate the type of upgrade that you want to
perform. The procedure changes according to your selection, creating an upgrade procedure that is
tailored to your individual situation. You can view the file from the Documentation directory on the
installation media.

m HP Operations Manager for Windows Installation Guide

The installation guide contains detailed installation information and an overview of how to use other HP
BTO Software products with HP Operations Manager. A printed guide comes with each set of installation
media. You can view the file from the Documentation directory on the installation media.

m HP Operations Manager for Windows Release Notes

The release notes file (HPOM_Release_Notes.htm) is also available in the Documentation directory on the
installation media.

To open and view or print a file, navigate to the directory where you have installed the manuals and double-
click the name of the file you want to view or print.
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Terminal Services support

HP Operations Manager for Windows supports remote operation using Microsoft Windows Terminal Services
and Citrix Metaframe XP on Windows 2000 and 2003 server. Both the Terminal Services Administration Mode
and the Terminal Services Application Mode are supported.

For detailed information on Microsoft Terminal Services and Citrix Metaframe, refer to the HPOM Support
Matrix .

© Copyright 1999 - 2009 Hewlett-Packard Development Company, L.P. Page 61



HP Operations Manager for Windows 8.16 Online Help

Administering your environment

The administrator of an enterprise IT environment has many responsibilities. Using HPOM, you can perform
all necessary configuration tasks for your operators on a single management console from one central
location.

As administrator, you will:

m Install HPOM and deploy to managed nodes .

m Define the environment for operators by managing installation and the configuration of nodes, tools , and
services.

m Configure policies for receiving messages or the collection of metrics and deploy them to managed nodes.

m Customize the automatic commands (scripts that are configured to run automatically when a specific
event occurs) and operator-initiated commands (the set of commands/executable scripts that are
available to an operator when a specific event occurs) required to complete a task.

m Provide specific message instructions to help with problem resolution.

m Extend the scope of HPOM by integrating additional tools and managed services and nodes.
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Set up an operator's view

As administrator, you determine the view of your enterprise environment that will be displayed in HP
Operations Manager for Windows by configuring the environment using policies . The view you create is used
by operators to perform these tasks:

Monitor performance and events.

Perform routine maintenance tasks.

Correct problems as they arise.

Prevent problems before they can impact your network.

HPOM provides predefined policies that you can use as-is or modify to meet your requirements. You can also
create your own new policies. After installing HPOM, you perform a number of configuration and deployment
tasks to create a view of the managed nodes and services in your environment, the status messages that
apply to them, and the corrective actions available to resolve problems.

By creating user roles and assigning users to these various roles, you configure an operator’s view of the
environment to focus on specific assigned tasks and responsibilities. By defining roles for specified operators
and administrators, you control the users view of your enterprise and the range of activities which that user
has permission to perform. By assigning users to well-defined, specific roles, you can distribute monitoring
and maintenance tasks across a group of individuals with their own particular areas of expertise and
experience and customize each users console view.

Configure the management server

m Configure managed nodes and deploy necessary policies to these nodes.
m Configure tools that operators use to resolve problem situations.

m Configure services by defining the service hierarchy and specifying the way status is calculated and
propagated for display in the message browser and map views.

m Configure service types that are used when an instance of a service is created.

Develop policies

m Create policies for messages or the collection of metrics and deploy them to managed nodes. You can use
the predefined default policies supplied with HPOM if you prefer.

e Specify the messages that result from events that occur in the environment.
o Customize the automatic actions (scripts that are configured to run automatically when a specific event

occurs) and operator-initiated actions (the set of commands/executable scripts that are available to an
operator when a specific event occurs) required to complete a task.
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e Configure measurement collections. Specify the data to be collected, the nodes from which it is
collected, and the thresholds, which when exceeded, trigger events that produce messages in the
console for operators to act upon.

e Provide specific message instructions to help with problem resolution.

Deploy policies

m Deploy appropriate policies to specified managed nodes

m Extend the scope of HPOM by integrating additional applications and managed services and nodes.

Assign operators and administrators to user roles

m Create user roles that focus the attention of operators or administrators on their primary tasks without
the distraction of information that is not relevant to their assigned responsibilities.

m Specify which users can view, create, modify, delete, deploy, and undeploy policies and packages.
m Specify which services, nodes, and tools will be available to specific user roles.

m Specify which Message Groups will be available to operators.

Related Topics:

Configuring Managed Nodes
Configuring Tools

Configuring Services

Configure Service Types

Policy Management and Deployment
Configure User Roles

Configuring event policies
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Using the configuration toolbar

Configuration tasks are grouped on the Configuration toolbar to provide quick access to all configuration
editors.

2 e o

Click the appropriate icon in the console view to open one of the editors to configure services, nodes, or
tools.
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HPOM security

Security is involved in many of the HPOM tasks performed by administrators and operators. As an
administrator, you need to consider your environment and plan your security needs before installing HPOM.

Users establishing security for HPOM should be:

m Experienced Windows administrators who understand Windows security concepts and terminology.

m Experienced with the Windows domain environment.

Related Topics:

= HPOM group accounts
= HPOM user accounts
m Update HPOM user accounts
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HPOM group accounts

HPOM uses Windows group accounts to identify valid users of the product. During the installation, HPOM
creates the following two groups, either locally on the management server (if you are performing a
workgroup installation), or in the domain for domain installation:

= HP-OVE-ADMINS (HPOM administrators)

m HP-OVE-OPERATORS (HPOM operators)

You can also specify different names during the installation, or, instead of having HPOM create them for you,
you can also create these groups yourself before or during the installation.

The purpose of these groups is to allow users to access the HPOM console and HPOM resources so that they
can perform HPOM administrator or operator tasks. For example, you can add Rosa Galvez, who is not a
Windows administrator, to the HP-OVE-ADMINS group so that she can perform HPOM administrator tasks, or
add Sean Payne, another HPOM user who is not a Windows administrator, to the HP-OVE-OPERATORS group
to perform operator tasks. Local or domain administrators by default cannot access HPOM.

3 NOTE:
No user should be part of both groups. An HPOM administrator should not be added to the HP-OVE-
OPERATORS group.

HP-OVE-ADMINS

The HP-OVE-ADMINS group by default contains the following members:

m HP-OVE-User
m HP-OVE-Deleg-User
m Installing user

After installing the management server, the installing user is always an HPOM administrator, even if you
remove the installing user from the HP-OVE-ADMINS group. You can remove the installing user's HPOM
administrator permissions as follows:

a. Configure an alternative HPOM administrator by adding at least one other user to the HP-OVE-ADMINS
group.
b. Log in to the management server with an account that is a member of the HP-OVE-ADMINS group.

c. In the console, launch the tool Tools — HP Operations Manager Tools — Cleanup rights of the
installing user .

d. Remove the installing user from the HP-OVE-ADMINS group.
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&) NOTE:
The installing user still has HPOM administrator permissions until they log out.

HPOM Administrator Tasks

Users classified as HP-OVE-ADMINS can perform the following HPOM administrator functions:

Add managed nodes

Configure managed nodes, tools, service types, and user roles

Deploy policies and packages Required administrator privileges for package deployment
Create and modify policies, tools, services, and user roles

Create automatic and operator-initiated commands

Expand and navigate Policy Management in the console tree

Run utilities (register packages, upload and download from user roles policies)

Perform all operator tasks

HP-OVE-OPERATORS

The HP-OVE-OPERATORS group is initially empty.

HPOM Operator Tasks

Users classified as HP-OVE-OPERATORS can perform all HPOM tasks except those listed under HP-OVE-
ADMINS tasks:

All actions on messages

m Use message filters

Change severity

Modify message text

With the proper authority, execute tools, view service maps, and access policy and package management.

As an administrator, after adding a user to the HP-OVE-OPERATORS group, you can further define the rights
of that user with the User Roles Editor.

Related Topics:

= HPOM user accounts
m Configuring user roles
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HPOM user accounts

When the HPOM management server is installed, you are asked to supply the name of two Windows user
accounts that are used by several HPOM services and processes to control their security rights:

s HP-OVE-User

This is the user account under which the HPOM management server processes run, with the exception of
the policy management and deployment process.

m HP-OVE-Deleg-User

The policy management and deployment process (ovpmad) runs under the HP-OVE-Deleg-User account.
In domain environments, the HP-OVE-Deleg-User account must have delegation rights, if you plan to
deploy Windows HTTPS agents from a remote console using the Impersonate user deployment option

Both user accounts are by default members of the HP-OVE-ADMINS, Administrators, and Users groups. They
are domain accounts if HPOM is installed in a Windows domain, or local accounts if HPOM is installed in a
Windows workgroup environment.

% NOTE:

The HP-OVE-User and HP-OVE-Deleg-User accounts are intended solely for the use of the HPOM product.
As such, the HPOM product assumes that it owns these accounts and can safely manipulate them as
needed to meet the needs of the product. Specifying accounts that are used for other purposes may
cause problems in your environment. Choose account names that will not be used by anyone else in your
organization.

The accounts that you supply during the installation for the HP-OVE-User and HP-OVE-Deleg-User users can
be changed after the installation using the ovchgpass.exe command. Use the command to change the user

name, password, or both. This command changes the password everywhere that the HPOM system uses this
account, to ensure that HPOM services do not fail.

Related Topics:

m Update HPOM user accounts
= HPOM group accounts
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Update HPOM user accounts

You can change account information for the HP-OVE-User and HP-OVE-Deleg-User users with the
OVChgPass.exe utility. As administrator, when you install HPOM, you choose a user name and password for

these accounts. The user accounts are used by the HPOM management server services. User name and
password are registered in the services.

Using OVChgPass.exe , you can create a new account or change the password for the existing HP-OVE-User
and HP-OVE-Deleg-User accounts. When you change the password, it is changed in every instance where it is
used. If you change the user name, it is also changed in every instance where it is used. The names of the
current HP-OVE-User and HP-OVE-Deleg-User accounts are found and updated in the registry at this
location:

HKEY_LOCAL_MACHINE\SOFTWARE\HewlettPackard\OVEnterprise\Security\Aliases|HP-OVE-User
HKEY_LOCAL_MACHINE\SOFTWARE\HewlettPackard\OVEnterprise\Security\Aliases|HP-OVE-Deleg-User

The utility runs on the management server and performs these updates:

m Creates a new user account on the system where the tool runs, if the given account does not exist.
Alternatively, only the password is changed. In both cases, the user is added to the HP-OVE-ADMINS,
Administrators, and Users groups.

m Updates all HPOM services which run as the old HP-OVE-User or HP-OVE-Deleg-User by associating them
to the new user/password. You must manually restart the services after making this change.

m Updates all DCOM servers currently configured to run under the HP-OVE-User or HP-OVE-Deleg-User
identity properties.

m Updates all HPOM tools that are configured to run under the HP-OVE-User or HP-OVE-Deleg-User account.

m Updates all scheduled task policies that are configured to use the HP-OVE-User or HP-OVE-Deleg-User to
start commands. Only the latest version of the policy (with the highest version number) is updated; a new
version of this policy will be created.

If any action fails, the update procedure continues. To avoid inconsistency, you must make a manual change
of the failed account data. In this case, note the failed action and write down the name of the service shown
in the error message. If the first step should fail (update or creation of the Windows account), the tool stops
execution.

If the given user accounts do not yet exist, the user who runs the OVChgPass.exe utility must have sufficient
privileges to create user accounts locally on the management server system or, for domain installations, in
the domain. Alternatively, the user must have sufficient rights to change passwords.

To update HPOM user accounts
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1. From the command prompt, to open the utility, type:

OVChgPass.exe
2. The Update Account dialog box opens and displays the HP-OVE-User tab.
| & Update Account

HP-OVE-User | Hp-QUE-Deleg-User |

This utility allows wou ko update the account name and password of the HP-OWE-User, All services,
tools and DICOM servers, assigned ko the old user, are updated,

Diamain: I {lzave blank for local account)

Hew Account Mame: P-OVE-Liser [~ skip system login update.

Mew Password: I

[ Password is nat walid!

] Cancel

3. Select the HP-OVE-Deleg-User tab, if you want to change the HP-OVE-Deleg-User account.
4. Enter the domain where the user is located. Leave this box blank for a local account.

5. If desired, enter a new user name.

¥ NOTE:
If you change the user name for the HP-OVE-Deleg-User, you must execute the Windows Node
Security Setup tool.

6. Select Skip system login update , if you do not want HPOM to create the new user account or to
change the user password. When you select this option, make sure the administrator has already made
the required account changes locally or in the domain.

7. Enter your new password.

8. Click OK.

To change account information manually

1. To update HPOM management server services, select Services from Administrative Tools in the
Control Panel . The user login is shown in the Log On As column. Change the log on properties of
each HPOM service.

2. To update the DCOM server's properties, start DCOMCNFG.EXE from the WINNT\system32 folder.
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3. To update the HPOM tools, go to the console tree.
Select Tools — HP Operations Manager Tools — Modify Tools login/password .

Related Topics:

m HPOM user accounts
= HPOM group accounts
m Start Windows node security setup
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Access requirements for NTFS partitions

NTFS partitions requirements include:

m The local groups named Administrators, HP-OVE-ADMINS, and HP-OVE-OPERATORS must have full access
to the executable files and subdirectories in the following directories on the management server:

o %OvinstallDir%
e %OvDataDir%
e %0OvShareDir%

o %SYSTEMROOT%\system32

In addition, these groups must either be given the Bypass Traverse Checking privilege or they must also
have Execute access to all of the parent directories of these directories. By default, Windows 2000
installations give this type of access to "Everyone," so you should only need to make changes like this if
you modified your file system security from the default settings.

m Accounts used for running tools must have the correct access on any NTFS partitions that will be accessed
by the tool.

On FAT file systems or partitions, there is no security to set.
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Trust relationships between Active Directory domains

If your managed environment includes more than one Active Directory domain, you must ensure that the
correct trust relationships exist between these domains. Management servers, consoles, and nodes can run
in different domains, and if two-way trusts exist between all your domains, no issues should arise. However,
if some trust relationships do not exist, certain HPOM features may not function properly.

Specifically, to make full use of all HPOM features, the following trust relationships must exist:

m Trust is required between the management server's domain and the domain where the HPOM service
accounts exist. The management server consists of a number of services, which run under service
accounts (called HP-OVE-User and HP-OVE-Deleg-User by default).

m Trust is required between the management server's domain and the console user's domain.

The console uses DCOM to communicate with the management server. The management server must be
able to verify the console user's credentials.

& NOTE:

You can open remote consoles in the same domain as the management server, and in its trusted
domains. You cannot open remote consoles in domains that the management server does not trust.
You also cannot open remote consoles if the management server is part of a workgroup. Instead, you
can use Microsoft Terminal Services or Citrix Metaframe to remotely access the management server,
and then open the console locally on the management server.

m Trust is required between the domain of the computer on which the console runs and the domain where
the HPOM service accounts exist.

The management server uses a DCOM interface to notify the console of updates that it must display (for
example, the status change of a deployment job). The computer on which the console runs must be able
to verify the management server's credentials. (The management server runs under the HPOM service
accounts.)

Some remote agent installation options do not require trust relationships to exist. However, to enable all
remote agent installation options, the following trust relationships are required:

m Trust between the managed node's domain and the domain where the HPOM service accounts exist.

m Trust between the managed node's domain and the console user's domain.

The figure below shows a management server, console, and managed nodes, all in separate domains. In
addition, the HPOM service accounts exist in a fourth domain.

m domain-a.example.com : remote console domain

m domain-b.example.com : management server domain
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In addition another management console or managed nodes can exist in the domain as well.
m domain-c.example.com : managed nodes domain

m domain-d.example.com : HPOM service users domain

-

3
l domain-a.example.com *

domain-b.example.com

domain-c.example.com

The figure above shows the following trust relationships:

1. The trust relationship from the managed nodes domain to the remote console domain.

2. The two-way trust relationship between the management server domain and the remote console
domain.

3. The trust relationships from the remote console domain, management server domain, and managed
nodes domain, to the HPOM service users domains.

Related Topics:

m Install agents remotely
m Install agents in trusted domains
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Installing DCE agents on backup domain controllers

If you need to install a DCE agent to run under the HP ITO account on a Windows backup domain controller,
you must complete several prerequisite steps. You do not have to complete these steps if you install the

HTTPS agent on a domain controller, or if you install the DCE agent to run under the Local System account.
HP recommends that you use the Local System account if you install the DCE agent on a domain controller.

Before you install a DCE agent to run under the HP ITO account on a Windows backup domain controller, you

must complete the following steps:
1. Add the primary domain controller as a managed node .
2. Install the DCE agent on the primary domain controller.
3. Synchronize your backup domain controllers.

% NOTE:
You must ensure that all or none of the domain controllers in the domain are managed nodes.

& CAUTION:

If you add a Windows domain controller as a managed node, you allow tools and scheduled commands to
run without a password. This means that any administrator who configures tools in HPOM can configure a
tool to run as any user (including domain administrator) in that domain without a password.

You can address this security concern using SetMgmtServer /auth /on to configure the DCE agent

installation defaults before you remotely install DCE agents.

Related Topics:

m Configure DCE agent installation defaults
m User accounts for tools
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Security audits

For security reasons, if is essential to be able to monitor activity, which occurs on the HPOM management
server. If you can track use of or changes to the configuration of the HPOM management server and record
attempts to gain unauthorized access to data, you have a good chance of being able to determine exactly
who was responsible for any security breach and when.

The audit feature allows you to monitor how HPOM for Windows is used and what, if any, configuration
changes are made. HPOM writes auditable events to its own, internal, custom event log,
%OvDataDir%\log\OvConfigChangeEvents.Evt , which you can browse using the standard Windows Event
Viewer.

In order to run an audit, you have to configure HPOM to monitor the underlying Windows services, which are
used to control the various HPOM management areas. You can do this individually for each management
area that you want to audit, or collectively if you want to audit all management areas concurrently. Once
enabled, the security-audit feature allows you to track events in the following areas:

m Policy Management and Deployment

To audit the management and deployment of policies, you need to monitor the Policy Management and
Deployment Server (PMAD). Enabling auditing of the PMAD server logs activity in the following areas:

e The deployment of policies to (and removal from) managed nodes

e Any alteration to (and editing of) policies

& NOTE:

The detail which the security audit feature collects is limited. For example, you can determine that
version 1.2 of a policy was replaced with version 1.3, but you cannot use the security-audit feature
to find out what the changes between the two policies are.

m HP Operations agent: Management and Deployment

To audit the management and deployment of the HP Operations agent, you need to monitor the Policy
Management and Deployment server (PMAD). Enabling auditing of the PMAD server logs activity in the
following areas:

e The deployment of the HP Operations agent to (and removal from) managed nodes

s HPOM Tools

To audit the use of HPOM tools, you need to monitor the Message-action Server. Enabling auditing of the
Message-action Server records activity in the following areas:

e Any access to (and execution of) HPOM tools on the HPOM management server
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m Automatic and Operator-initiated Actions

To audit the execution of either automatic or operator-initiated actions, you need to monitor the Message-
action Server. Enabling auditing of the Message-action Server logs activity in the following areas:

e Each time an automatic or operator-initiated action is started or stopped on the HPOM management
server

s HPOM Users and User Roles

To audit the activity of HPOM users, such as the administrator and the operator, you need to monitor the
Security Server. Enabling auditing of the Security Server logs activity in the following areas:

e Any changes to HPOM user roles, rights, and permissions

m Messages

To audit changes to messages, you need to enable monitoring of message changes done locally or on
forwarded messages. Enabling message auditing logs activity in the following areas:

e Each time the state of a message, the severity, the text, an annotation, or a custom message attribute
changes, an audit log is created in the eventlog.

e Audit logs are created each time messages are downloaded or deleted using DB Maintenance.

For each entry in the audit records, HPOM for Windows records the following information:

m The source of the event, for example: the Policy-Management server or the Message-action server

An Event ID: a unique identifier for each event type, which makes searching the log much easier

The date and time, at which the event occurred

m A User ID: a unique identifier to link an HPOM operator or administrator to the reported event

Related Topics:

Log files and event sources

Audit policy management and deployment
Audit the message and action server
Audit the security server

Audit message changes

Enabling and disabling security audits
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Log files and event sources

If you make use of the security-audit feature, HPOM for Windows writes changes to the configuration of the
HPOM for Windows management server to a custom application log named, OvConfigChangeEvents.Evt,
which is stored in the following location: %0vDataDir%\log on the HPOM for Windows management server.

Three HPOM for Windows components are currently able to make use of the Security Audit feature, namely;

m Policy management and deployment server (OvPmad)

The event source indicated in the Event Viewer for the policy management and deployment server is:
OvPolicyMgmt

m Security Server (OvSecurityServer)

The event source indicated in the event viewer for the security server is: OvSecSvr

m Message and action Server (OvEpMessageActionServer)

The event source indicated in the event viewer for the message-action server is: OvEpMsgActSvr

m Local message changes

The event source indicated in the event viewer for message changes done locally on the HPOM server is:
MessageChanges_local

m Changes to forwarded messages

The event source indicated in the event viewer for message changes done on another management server
and forwarded to this management server is : MessageChanges_forwarded

In order for the Windows event service to be able to distinguish between the custom or the standard
application log, the names used to identify event sources in the custom log used by the security-audit
feature must be different to the names used to identify sources in the standard application log. For example,
the name OvPolicyMgmt is used to identify the source of events associated with the PMAD sever in the
security-audit log: the name HPOV-PMAD is used when PMAD writes entries to the standard application log.

& NOTE:

The standard application log contains errors, warnings, and other useful information about Windows
applications or services, for example; when they are shut down. The security-audit log contains entries
relating strictly to events, which have passed or failed the HPOM or Windows audit.

Related Topics:

m Security audits
m Enabling and disabling security audits
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Audit policy management and deployment

You enable auditing of policy management and deployment by monitoring the underlying Windows service,
which controls policy management and deployment, namely: OvPmad .

When you enable auditing for policy management and deployment, the PMAD server writes entries to the
custom application log OvConfigChanges for each change that is made to the policy-management
configuration and, in addition, for each and every deployment job that is started, restarted, suspended, or
canceled. The PMAD server also writes an entry to the custom application log for any operation that fails due
to insufficient user rights, for example; when an operator tries to edit a policy without the necessary
permissions.

Each entry in the custom application log concerning an audit event for policy management and deployment
contains the following information in the event header:

m Date :
The date when the event occurred, for example: "1/23/2004"

m Time :
The time at which the event occurred, for example: "10:18:52 AM"

m Type:
The type of event, for example: "Success Audit” for events concerning policy management and
deployment jobs which succeed and "Failure Audit" for events relating to jobs that fail, for example; due
to insufficient permissions.

m User :
The name of the user who called the PMAD interface, for example: the user of the MMC console

m Hostname :
the hostname of the HPOM for Windows management server on which the event was logged

m Source :
This value is always set to "OvPolicyMgmt" for the HPOM for Windows PMAD Server.

m Category :
This value is always set to "None"

m Event ID :
A unique identifier for the logged event

m Description :
A short description of the event, which has been logged, for example:

(PMD393) A deployment job (ID "1012%) to install version 9.0 of policy "WINOSSPI-Ex60
Exchange Application Warnings®™ (type “Windows Event Log®") on node "YODA (management
server)® has been added to the job queue.
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Related Topics:

m Security audits
m Log files and event sources
m Enable and disable security audits
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Audit the security server

You enable auditing of the Security Server by monitoring the underlying Windows service which controls the
security server, namely: OvSecurityServer .

When you enable auditing for the Security Server, the security server writes entries to the custom
application log OvConfigChanges for every change that is made to the configuration of a user role in the
user-roles editor. Each entry in the custom application log concerning an audit event for the security server
contains the following information in the event header:

m Date :
The date when the event occurred, for example: "1/23/2004"

m Time :
The time at which the event occurred, for example: "10:18:52 AM"

m Type:
The type of event, for example success or failure: This value is always set to the value "Success Audit" for
the HPOM for Windows Security Server.

m User :
The name of the user who called the security-server interface, for example: the user of the MMC console

m Hostname :
The hostname of the HPOM for Windows management server, on which the event was logged

m Source :
This value is always set to "OvSecSvr" for the HPOM for Windows Security Server.

m Category :
This value is always set to "None"

m Event ID :
A unique identifier for the logged event

m Description :
A short description of the event, which has been logged, for example:
(SS74) Message group "Default® of the role "PSoft Admin® has been updated, flags enabled:

"Own®, "Disown®, “Acknowledge®, “Unacknowledge®, “Change Severity®, “"Change Text",
"Launch Operator Initiated Command®, “Relaunch Automatic Command®.

Related Topics:

m Security audits
m Log files an event sources
m Enable and disable security audits
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Audit the message and action server

You enable auditing of the message and action server by monitoring the underlying Windows service which
controls the message and action server, namely: OvEpMessageActionServer .

When you enable auditing for the message and action server, the message and action server writes entries
to the custom application log OvConfigChanges each time an automatic or operator-initiated action is started
or stopped and, in addition, each time a tool is used by an HPOM administrator or operator.

Each entry in the custom application log concerning an audit event for the message-action server contains
the following information in the event header:

m Date :
The date when the event occurred, for example: "1/23/2004"

m Time :
The time at which the event occurred, for example: "10:18:52 AM"

m Type:
The type of event that is being logged. For the message-action server, this is always set to the value:
"Success Audit”

m User:
The name of the HPOM user who initiated the event, for example:

e "<domain >\Administrator" for operator-initiated actions, where the HPOM user is known

e "NT AUTHORITY\SYSTEM" for automatic actions, where the HPOM user is not known and the action is
performed under the System account

m Hostname :
the hostname of the HPOM for Windows management server on which the event was logged

m Source :
This value is always set to "OvEpMsgActSvr" for the HPOM message and action server.

m Category :
This value is always set to "None"

m Event ID :
A unique identifier for the logged event

m Description :
A short description of the event, which has been logged, for example:
(AS103) Tool execution task sent to agent on node "yoda.test.dom (<$0PC_MGMTSV>)'. The

tool execution will be started as user $AGENT_USER. The output will be sent to display
"yoda.test_dom:0.0". The call ID of this tool execution task is "bb97111f-fd5b-4641-9678-
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57b1923ece56". The command call is "SetMgmtServer.exe /system /forced™.

Exceptions and Restrictions

When you run an audit of the HPOM message and action server, note that the restrictions described in the
following list apply to the type of events that can be logged:

m Automatic actions

The message and action server does not either start or control automatic actions, which are configured to
run on the managed node immediately after message generation, for example, when the target-node is
defined as "<$MSG_NODE_NAME =" in the automatic action. This means that there is no way to log these
automatic-action events as part of the audit of the Message-action Server.

Y NOTE:

Automatic actions that are set up to be run either on the HPOM management server (by using the
setting <$OPC_MGMTSV > in the automatic action) or on a managed node other than the node which
generates the message, are handled by the message and action server and, as a result, are logged in
the custom event log used by the auditing feature.

m Operator-Initiated Actions

Operator-initiated actions that are set up to be run on <$OPC_GUI_CLIENT > or on
<$OPC_GUI_CLIENT_WEB > are executed directly from the GUI: they are not started or controlled by the
message and action server, which means they do not appear in the audit log.

m Tools

The message and action server does not start or control any tools, which run in the context of the HPOM
console (as opposed to on the HPOM management server), even if the console is running on the HPOM
management server. Tools which you configure to run in the context of the HPOM console are started and
stopped directly from the GUI, which means that the start and stop events do not appear in the audit log.

Related Topics:

m Security audits
m Log files and event sources
m Enable and disable security audits
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Audit message changes

Message change auditing makes it possible to audit changes made to messages. As a user in a regulated
environment, it is important to you to be able to audit which changes to messages were made, when
messages were changed, and by whom.

Message change auditing provides auditing capability for the following message changes:

m Message state change (such as own, disown, acknowledge, unacknowledge)
m Message severity change

m Message text change

m Message annotation change

m Message download using DB Maintenance (only a single audit message is written, not a message change
event for every downloaded/deleted message)

m Custom message attribute change

Message change auditing does not audit the following message changes:

m New message creation or forwarded message arriving
m Message action state change (such as running, successful, failed)

m Message counter change

B NOTE:

Action Execution ("Action started by user .." and "Action execution cancelled by user ..") itself is audited
as part of the message and action server auditing. It is not necessary to audit the action state changes to
messages that were caused by action execution.

Audit message changes for forwarded messages

Server-based flexible management allows you to forward messages between two management servers
(HPOM for Windows and HPOM for UNIX), and also to forward message operations (such as acknowledge,
own, and severity change) for forwarded messages. This means that messages are kept in sync between the
management servers even when a message is changed on one of the servers.

It is possible to configure auditing for forwarded message changes independently of the auditing for local
message changes. As with auditing for local message changes, auditing for forwarded messages is turned off
by default. To get auditing for forwarded messages, you must enable it manually, in addition to enabling
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auditing for local message changes.
Audit DB maintenance

The DB Maintenance functionality of HPOM downloads acknowledged messages at specified times and
deletes them from the database. This is a change to messages that need to be audited. However, because
this is a mass update that may concern lots of messages, not every change to a message should be audited.

So for DB Maintenance, just one message change audit event is generated that explains how many
messages have been touched by DB Maintenance.

For more information on DB Maintenance, see the help topics DB Maintenance Component details and
Change StartTime DBMaint and DBMaintTimeSpec Settings .

Related Topics:

m Security audits
m Enable and disable security audits
m Server-based flexible management
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Message change audit event log

When message change auditing is turned on, audit events related to message changes are written to the
custom event log &quotOvConfigChanges."

As administrator, you should be aware of the amount of auditing data that can be generated with message
change auditing and should consider increasing the maximum log size for the OvConfigChanges event log. It
is important to choose the right strategy for the automatic overwrite of the event log, because the default
"Overwrite events as needed" may not be suitable for every customer environment. "Do not overwrite"
might be better from an auditing point of view.

Certain specific registry settings can help in this area. See the following URL for details:

http://support.microsoft.com/kb/312571/en-us

Using this information, you can make sure that you do not lose events and that the event log size is still
limited. When you use these settings, it is helpful to set up an HPOM event log policy that waits for event
524, described in http://support.microsoft.com/kb/312571/en-us.

Event 524 indicates that the event log has reached its maximum size. When this event occurs, the policy
would move the event log file just backed up to another location, so that there is a complete history of all
previous event logs (and auditlog entries) available. When message change auditing is turned on, message
changes are visible in the event viewer, as shown below:

© Copyright 1999 - 2009 Hewlett-Packard Development Company, L.P. Page 87


http://support.microsoft.com/kb/312571/en-us

HP Operations Manager for Windows 8.16 Online Help
ol
File  Action Wiew Help
e = | @[m| =

ﬂ Event Viewer (Local) | OwZonfigChanges 341 event(s)

4| Application

4| Security

5| Syskem

] owConfigthanges

Tvpe | Dake I Time I Source I Cakeqgary I Eavi | Lser I Computer £
@?Success Audit 9/9/2005 55322 PM MessageChanges_local State Change 713 aweber WMISO3 J
@fﬁuccess Audit 9902005 5:51:12 PM MessageChanges_local Annokation Add 715 SYSTEM  WMISO3
@fSuccess Audit 9/9/2005  5:51:12 PM MessageChanges_local Sewerity Change 712 aweber  WMISO3
@cfSuccess Audit 9/9f2005 55112 PM MessageChanges_local State Change 713 aweber WMISO3
@j?Success Audit 9902005  5:50:52 PM MessageChanges_local State Change 7153 aweber  WMISO3
Success Audit 9/9/2005  5:50;52 PM MessageChanges_local State Change 713 aweber YMISO3
@c”fSuccess Audit 9/9f2005  5:50:52 PM MessageChanges_local State Change 713 aweber WMISO3
@fSuccess Audit 9/9)2005  5:50:07 PM  MessageChanges_local Annotation Add 715 aweber NWMISO3
@fSuccess Audit 9/9/2005 54800 PM MessageChanges_forwarded  Annotation Add 715 SYSTEM  WMISO3
La_cfSuccess Audit 9902005 S5:45:00 PM MessageChanges_forwarded  State Change 713 SYSTEM  WMISO3
@fSuccess Audit 9/9/2005  5:46:39 PM MessageChanges_local Annotation Add 715 SYSTEM  WMISO3
JSuccess Audit 9/9f2005  5:46;39 PM MessageChanges_local Severity Change  T1Z  aweber  WMISO3
@’fSuccess Audit 992005 5:44:37 PM MessageChanges_local Annokation Add 715 SYSTEM  WMISO3
@’"Success Audit 9/9/2005  5:44;37 PM MessageChanges_local Severity Change 712 aweber  YMISO3
gﬁuccess Audit 9/9f2005  5:31:26 PM MessageChanges_local Annotation Delete 716 aweber  WMISO3
@fSuccess Audit 9/9f2005  5:31:16 PM MessageChanges_local Annotation Modify 717 aweber  YMISO3
r{fSuccess Audit 9/9/2005  5:31:03 PM MessageChanges_local Annotation Add 715 aweber WMISO3
@f“‘Success Audit 992005 5:30:59 PM MessageChanges_local Annokation Add 715 aweber  WMISO3
@fSuccess Audit 9/9/2005  5:30:46 PM MessageChanges_local Texk Change 714 aweber WMISO3

1T_ )

 of”

If you double-click an event from the list, the Event Properties dialog displays attributes of the specified
event. See the help topic Message change audit event attributes for details.
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Message change audit event attributes

The Event Properties dialog displays message change audit attributes, as shown below:

Event Properties

Ewvent

[ ate: 9/9/2005 Source: MeszageChanges local

Time: 5:80:52 P Category:  State Change

Type: Succeszd Ewvent|D: 713
User:; DY W TES Thaweber
Computer; w1503

Description:

|[MS?'I 3] The mezzage state waz changed on M ajor meszzage ''750ad1 bi-
2129-71da-1def-0r8878ce0000" from "Dwned'' to "cknowledged' by
uzer "IVIWTES T Naweber [hulmgulm]' at 949/2005 5:50:52 P +0545

LUTLC.

Datar % Hutes € Waords

o]

Cancel |

The table explains the message change audit event attributes:

Attribute Description

Type Is always "Success Audit."

Date, Time Contains the date/time when the auditing event was logged. Due to race conditions, this may
not be exactly the time when the message change was done in the local HPOM for Windows
database; for forwarded message changes this may not be the time when the message change

was originally made to the message on the sending server.

Source Is "MessageChanges_local" or "MessageChanges_forwarded," depending on where the original
message change was done. If changed locally, the source is "MessageChanges_local.” If the

message change was received from another management server, the source is

"MessageChanges_forwarded."
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Category Can be one of the following, depending on the message change that was audited:

Custom Message Attributes Change
Severity Change

State Change

Text Change

Annotation Add

Annotation Delete

Annotation Modify

DBMaint execution (for English locale)

The Category name is locale dependent and localized to Japanese, Korean, and Simplified
Chinese.

Event The identifier for the type of message change that was audited:

custom message attribute change, event = 711

message severity change, event = 712

message state change, event = 713

message text change, event = 714

message annotation add, event = 715

message annotation delete, event = 716

message annotation modified, event = 717

DB Maintenance message download and deletion, event = 718
DB Maintenance message deletion, event = 719

User For local message changes, this is the local user who made the change. For forwarded
message changes, this is the user account of the service that logged the auditing event; in
most cases this will be the LOCAL SYSTEM account.

Computer Always the host name of the local HPOM for Windows server.

Description Depends on the type of message change that was audited, as described below:

For a custom message attribute change, the description is:

(MS711) The custom message attributes were changed on $(MsgSeverity) message
"$(Msgld)" to $(NewListOfCMASs) by user "$(UserName)" at $(DateTime).

For a message severity change, the description is:

(MS712) The message severity was changed on message "$(Msgld)" from "$(OldSeverity)"
to "$(NewSeverity)" by user "$(UserName)" at $(u).

For a message state change, the description is:

(MS713) The message state was changed on $(MsgSeverity) message "$(Msgld)" from
"$(OldState)" to "$(NewState)" by user "$(UserName)" at $(DateTime).

For a message text change, the description is:

(MS714) The message text was changed on message "$(Msgld)" from "$(OldText)" to
"$(NewText)" by user "$(UserName)" at $(DateTime).

For a message annotation add, the description is:

(MS715) A message annotation was added to message "$(Msgld)" with the annotation text
"$(NewAnnoText)" by user "$(UserName)" at $(DateTime).
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m For a message annotation delete, the description is:

(MS716) A message annotation was deleted from message "$(Msgld)" with the annotation
text "$(OldAnnoText)" by user "$(UserName)" at $(DateTime)

m For a message annotation modified, the description is:

(MS717) A message annotation was modified on message "$(Msgld)" from annotation text
"$(OldAnnoText)" to "$(NewAnnoText)" by user "$(UserName)" at $(DateTime).

m For DB Maintenance message download and deletion, the description is:

(MS718) DBMaint execution has downloaded $(NumberOfMessages) messages that have
been acknowledged earlier than $(DateTime) to file "$(Path/FileName)." After the
download, these messages have been deleted from the database.

m For DB Maintenance message deletion, the description is:

(MS719) DBMaint execution has deleted $(NumberOfMessages) messages from the
database that have been acknowledged earlier than $(DateTime).

Localization Information

The Description string is locale dependent and localized to Japanese, Korean, and Simplified Chinese, as
follows:

$(DateTime) will be replaced by the date/time when the message change was done in the database on the
local HPOM for Windows server. For forwarded message changes, this may not be the time when the
message change was originally done to the message on the sending server.

$(DateTime) will be localized to the regional and language options of the HPOM for Windows server system
(system settings, not the user settings, as done in the console).

For example, a system locale of English (United States) will look like this: 8/30/2005 7:43:49 PM +0200
UTC . This also indicates that the time is regionalized to central European daylight savings time (UTC+2).

$(UserName) will be replaced by the user logon name, followed by the display name, as configured in the
user configuration on the domain server, for example, "HPOMTest\Administrator (John Doe, HP USA)." The
display name is only provided in $(UserName) if it can be resolved by asking the Domain server. To be able
to resolve this name, the HPOM for Windows server must be a domain member of the user's domain. In the
example above, the HPOM for Windows server must be member of the HPFOMTEST domain to be able to
resolve the user's display name.

% NOTE:

The lookup of the display name is very expensive. For performance reasons this lookup is only done once
and the lookup result is stored in a memory cache. A change of a user's display name on the domain
server will not become visible in the HPOM for Windows message change auditing until the WMI service is
restarted with the following command:

net stop winmgmt; net start winmgmt
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Restrict message change auditing to higher severities

Some users need message change auditing, but only need to audit changes to messages with a higher
severity. For example, you might need to audit all changes to messages with a severity of "Major" or
"Critical,” but not messages with a severity of "Minor" or below.

For severity changes events, all message changes are audited when the old severity is at least the
configured severity, or when the new severity is at least the configured severity. In the example given
above, a severity change of "Major" to a severity of "Normal" and a severity change of "Normal" to "Critical"
would be audited. A severity change of "Minor" to "Normal™ would not.

You can set the severity threshold when to audit message changes by setting the minimal message severity
that should be audited.

To restrict message change auditing to higher severities

1. In the console tree, right-click Operations Manager , and then click Configure—sServer... . The
Server Configuration dialog appears.

2. Click Namespaces , and then click Auditing . A list of values appears.

3. Set the value of Restrict message severities for message change auditing to the lowest severity
of message that you want to audit. The default value is Normal , which means that all message
changes are audited.

4. Click Apply .
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Handle large annotations and message texts

Annotations can be very large (for example, file listings that have been created by automatic actions and are
added to the message can be up to several MB). Automatically generated message texts can also be large.

In general, it is not helpful to fill up the auditing event log with these huge amounts of data. Additionally, the
event log API enforces a limit of 32KB for each parameter that is passed to an event log text. A maximum of
32KB of an annotation can be written to the event log; anything over the maximum is truncated.

You can restrict the size threshold of how much of annotations and message texts should be audited.

To handle large annotations and message texts

1. In the console tree, right-click Operations Manager , and then click Configure—=Server... . The
Server Configuration dialog box opens.

2. Click Namespaces , and then click Auditing . A list of values appears.

3. Set the value of Restrict event size for message change auditing to the maximum number of
bytes for message texts and annotations in the audit log.

The maximum value is 32 KB; when annotations or message texts are audited and exceed this value,
the text that exceeds this limit is truncated. The message change auditing feature indicates that an
annotation or a message text has been cut by adding "..." to the end of the text.

The default value is 32767, which means that the maximum of 32 KB text (the Windows Event Log API
limit) is audited. Even if you configure a value above 32 KB, only 32 KB of text will be audited.

4. Click Apply , and then OK to save your changes and close the Server Configuration dialog box.
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Enable and disable security audits

You can enable and disable security audits in HPOM globally by setting the value Turn on in general in the
auditing namespace in the Server Configuration dialog box. Security audits are disabled by default and can
only be enabled by setting Turn on in general to True .

) NOTE:

Changing the value of Turn on in general is not sufficient by itself to enable or disable the security-
auditing feature. You also have to restart the HPOM services that you want to audit, for example:
OvPmad (policy management and deployment).

After you set Turn on in general to True and restart the services, you can change the value of Turn on at
runtime to enable and disable auditing without having to restart the resources and services again. Auditable
events are written to the HPOM custom event log. Normal events which cannot (or do not need to) be
audited, such as application errors and warnings, are written to the standard Windows event log.

The auditing namespace also contains values for enabling and disabling each auditable event source, for
example:

m Turn on action execution auditing

m Turn on agent certificate request handling auditing

m Turn on config change auditing

m Turn on forwarded message change auditing

m Turn on local message change auditing

m Turn on outage auditing

m Turn on policy management and deployment auditing

m Turn on user roles configuration auditing

You can enable or disable auditing of each event source at any time either individually or collectively.

To enable or disable auditing globally for the first time

The steps described in this procedure allow you to enable or disable auditing globally, that is, for all the
HPOM components, which are able to write to the HPOM custom log for auditing.

& CAUTION:
This procedure is not recommended for enabling or disabling auditing on an HPOM management server,
which is running in a high-availability cluster. For more information, see Security audits in a high-
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availability environment .

1. In the console tree, right-click Operations Manager , and then click Configure—=Server... . The
Server Configuration dialog opens.

2. Click Namespaces , and then click Auditing . A list of values appears.

3. Set the value of Turn on in general as follows:

e Enable auditing: True
e Disable auditing: False
4. Click Apply .

5. Restart the services associated with the event sources you want to audit. You can do this globally with
the following two commands:

c:>net stop winmgmt
c:\>vpstat -3 -r
Alternatively, you can restart services individually (or in a batch file) as follows:

c:\>net stop WinMgmt

c:\>net stop OvSecurityServer
c:\>net start OvSecurityServer
c:\>net start OvPmad

c:\>net start OvEpStatusEngine
c:\>net start OvOWReqCheckSrv
c:\>net start OvAutoDiscovery

4 NOTE:
After you restart the services, you can change the value of Turn on at runtime to enable and
disable auditing without having to restart the services again.

6. Start the Windows Event Viewer and, in the console tree, click the OvConfigChanges item.

7. You can now control auditing more quickly and accurately using the procedure below.

The sample VB script "SetAuditing.vbs" in the directory "examples\OvOW\Policy Management\scripts" can be
used to globally enable or disable auditing. Call "cscript.exe SetAuditing.vbs /enable" and auditing will be
enabled.

To manage auditing for individual event sources

This procedure allows you to enable or disable auditing at runtime for individual or multiple event sources,
without having to restart any associated Windows services for the change to take effect.
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® NoTE:

The values that you modify in this procedure only take effect after auditing has been enabled globally for
the first time, and the Windows services that you want to audit restarted.

1. In the console tree, right-click Operations Manager , and then click Configure—sServer... . The
Server Configuration dialog opens.

2. Click Namespaces , and then click Auditing . A list of values appears.

3. Set the value of Turn on at runtime as follows:

e Enable auditing: True

e Disable auditing: False

4. Click Apply .

5. To enable or disable auditing for individual event sources:

a. Set the value of Turn on at runtime to True .

b. Set values for the individual event sources that you want to enable or disable, for example:

O

(@]

(@]

O

Turn on action execution auditing

Turn on agent certificate request handling auditing
Turn on config change auditing

Turn on forwarded message change auditing

Turn on local message change auditing

Turn on outage auditing

Turn on policy management and deployment auditing

Turn on user roles configuration auditing

c. Set the values to True (enabled) or False (disabled), as required, and then click Apply .

Related Topics:

m Security audits
m Event sources in security audits
m Security audits in a high-availability environment
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Security audits in a high-availability environment

If you want to enable and make use of the auditing feature on an HPOM management server that is installed
in a high-availability cluster, you need to bear in mind the following special considerations.

m In a high-availability cluster, the custom-event logs which the audit feature uses to record activity on the
HPOM for Windows management server are located on both cluster nodes in %0OvDataDir%\log in the
same way as a stand-alone HPOM management server: they are not located in %OvShareDir%\log . The
cluster service synchronizes the custom event log at regular intervals between the active and backup
nodes in the cluster, too.

L NOTE:

Synchronization between active and backup cluster nodes can only take place if the custom-event log,
OvConfigChangeEvents.evt , exists and is writable on the individual backup nodes in the cluster, for
example; after a fail over.

m You only have to enable auditing once in the high-availability environment, on the active HPOM for
Windows management server in the cluster. You change the values in the auditing namespace in Server
Configuration dialog to change the registry keys that configure auditing. In the event of a fail over, the
registry keys on the active HPOM management server are automatically replicated to the backup nodes in
the cluster, along with their sub-keys and settings (on or off).

m The custom logs for audit events are constantly synchronized between the active cluster node where the
HPOM for Windows management server is running, and the backup cluster node.

m Any changes that are subsequently made either manually or automatically to these registry keys (or their
sub-keys) on the active cluster node (where the HPOM management server is running) are automatically
replicated by the cluster service to the other nodes in the cluster in the event of a fail over.

The registry keys are "attached" to a cluster resource called "OvOW Registry Replication". Whenever this
resource is brought online on a cluster node, the MS Cluster Service overwrites any existing keys with the
keys from the machine, where this resource was previously online.

For example, if you disable auditing for the Policy Management and Deployment component in the cluster by
setting the value Turn on policy management and deployment auditing to False , this sets the registry
key
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Eventlog\OvConfigChanges\OvPolicyMgmt ,
and the cluster service sets the same value on the other nodes in the cluster.

L NOTE:

Registry changes are only replicated from the active to the backup HPOM in the high-availability cluster.
If you make manual changes to the key settings management server in the registry of the backup HPOM
management server in the high-availability cluster, these changes will be not be replicated to the active
cluster node, where the HPOM management server is running. More importantly, the changes made to
the registry on the backup cluster node are lost in the event of a fail over, when the cluster service starts
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the HPOM management server on the backup cluster node and, in the process, creates a replica of the
active cluster node's registry on the backup cluster node.

To enable or disable auditing globally in a high-availability cluster

You enable and disable security audits on an HPOM management server that is installed in a high-availability
cluster in the same way you enable and disable security audits on a stand-alone HPOM management server,
with one exception: the method you use to stop and restart Windows services.

3 CAUTION:
The steps described in this procedure must be carried out on the active HPOM management server in the
high-availability cluster.

1. In the console tree on the active HPOM management server in the high-availability cluster, right-click
Operations Manager , and then click Configure—Server... . The Server Configuration dialog opens.

2. Click Namespaces , and then click Auditing . A list of values appears.

3. Set the value of Turn on in general as follows:
e Enable auditing: True
e Disable auditing: False
4. Click Apply .
5. On the active HPOM management server in the high-availability cluster, restart the services associated
with the event sources you want to audit, as follows:
a. In the Cluster Administrator, locate the cluster group for your HPOM management server
installation, for example: HPOM

b. Take the HPOM management server off line

Right-click the cluster group for your HPOM management server installation and select the Take
offline option from the menu which pops up. This command stops all the resources and Windows
services associated with the HPOM management server, without provoking a fail over.

c. Stop and restart the Windows-Management service (WinMgmt ).

At the command prompt, type:
c:\>net stop WinMgmt
c:\>net start WinMgmt

d. Bring the HPOM management server back on line

Next, right-click the cluster group for your HPOM management server installation once again and
select the Bring online option from the menu which pops up. This command restarts all the
resources and Windows services associated with the HPOM management server.
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L NOTE:
After you restart the services, you can change the value of Turn on at runtime to enable
and disable auditing without having to restart the services again.

6. Start the Windows Event Viewer and, in the console tree, click the OvConfigChanges item.

To manage auditing for individual event sources

This procedure explains how to enable or disable auditing at runtime for individual or multiple event sources
on the active HPOM management server in the high-availability cluster without having to restart any
associated Windows services for the change to take effect.

‘& NOTE:
The registry keys that you modify using the Server Configuration dialog do not exist on the backup nodes
in the cluster until a fail over occurs and the registries on the cluster nodes are synchronized.

1. In the console tree on the active HPOM management server in the high-availability cluster, right-click
Operations Manager , and then click Configure—Server... . The Server Configuration dialog opens.

2. Click Namespaces , and then click Auditing . A list of values appears.

3. Set the value of Turn on at runtime as follows:

e Enable auditing: True
e Disable auditing: False
4. Click Apply .

5. To enable or disable auditing for individual event sources on the active HPOM management server in
the high-availability cluster:

a. Set the value of Turn on at runtime to True on the active HPOM management server

b. Set values for the individual event sources that you want to enable or disable, for example:

o Turn on action execution auditing

O Turn on agent certificate request handling auditing

O Turn on config change auditing

o0 Turn on forwarded message change auditing

O Turn on local message change auditing

O Turn on outage auditing

o Turn on policy management and deployment auditing

O Turn on user roles configuration auditing
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c. Set the values to True (enabled) or False (disabled), as required, and then click Apply .

6. Start the Windows Event Viewer on the active HPOM management server in the high-availability cluster
and, in the console tree, click the OvConfigChanges item.

Related Topics:

m Security audits
m Log files and event sources
m Enabling and disabling security audits
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Auditing security

When you change values in the auditing namespace in the Server Configuration dialog, this sets the registry
keys that configure auditing. Therefore, auditing can only be turned on or off by an administrator who has
write access to the registry on the HPOM server.

In regulated environments (21CFR Part 11), special security requirements apply that can be fulfilled using
the standard Windows EventLog security mechanisms shown below:

m Users cannot change or delete audit log entries. This is not possible in general for single eventlog entries.
(You cannot change or delete a single event from a Windows eventlog).

m Access to the eventlog file can be restricted in Windows, so viewing the eventlog is not possible for non-
admin users. Non-admin users also cannot delete eventlog files using the event viewer.

= Non-admin users can be restricted in Windows so they are not allowed to edit the registry; this means
they cannot turn HPOM auditing on or off.
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DCE RPC Communication without using the Endpoint Mapper

Allowing one or more well-known ports through a firewall is often considered as a security risk. Especially,
allowing the well-known port of the DCE RPC endpoint mapper, 135, can be a risk.

Security in firewall environments can be significantly improved by reducing communication to a single, user-
defined port. This section describes a solution where the DCE RPC endpoint mapper is not used, allowing
you to close port 135 in the firewall, thus significantly increasing the security of your environment. RPC
communication of HPOM for Windows will then only require one open destination port in each direction.

HTTP-based communication used for performance data or service discovery data is not affected by this
change and requires additional, but user-defined ports, as outlined in the firewall white paper.

This applies only to communication with DCE agents. HTTPS agents use a different communication
mechanism and different ports. See Configuring HTTPS communication through firewalls .

NOTE:
It is assumed that you are familiar with HP Operations Manager for Windows fundamentals, and are
knowledgeable with agent-server communication.

WNOTE:
Information contained within this section assumes that firewalls have been established in accordance
with the HP Operations Manager for Windows Firewall Configuration White Paper.

Current HPOM Communication

With HPOM for Windows 7.x, communication between managed nodes and management servers is generally
based on DCE RPC or Microsoft’s implementation of it: Microsoft RPC.

HP Operations services and processes acting as RPC servers register at the local DCE endpoint mapper
(UNIX: rpcd or dced, Windows: RPC service) to publish their offered services. They specify a certain port or
they are assigned a free port, through which they can be contacted.

HP Operations processes acting as RPC clients first contact the endpoint mapper on the destination node to
find the registered server. The client is not initially aware of the port that the server is using and must
request this information from the DCE endpoint mapper.

There are RPC servers and clients on both management server systems and managed node systems: RPC
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clients on the management server contact RPC servers on the nodes, and RPC clients on the nodes contact
the RPC server on the management server. In addition, there is local DCE RPC communication on the HP
Operations management server system and managed nodes, which means RPC clients contact RPC servers
on the same system.

Related Topics:

Concepts of DCE RPC communication without endpoint mapper
Configuring the HP Operations management server system
Configuring HP Operations managed node systems

Server port specification File

Configuration examples

Verifying configuration

Troubleshooting

Variable reference

Internal process handling
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Concepts of DCE RPC Communication without Endpoint Mapper

The fundamental requirement is to enable HPOM to run in an environment where the port 135 can be closed
on the firewall. Additionally, it would be helpful if the DCE RPC endpoint mapper could be disabled on the
node itself, if no other applications are using it.

In particular, communication between the HP Operations management server and managed nodes must not
use port 135.

This behavior can be achieved by setting certain variables in the opcinfo file on the HP Operations managed
nodes and the registry on the HPOM for Windows management server.

To implement this, the HP Operations RPC servers must use specific ports, which can be configured by the
customer. The RPC servers and clients will read these ports from configuration files and RPC clients will
directly contact the HP Operations RPC servers using the specified ports, without using the DCE endpoint
mapper.

ONoTE:

Variables used in the registry have the same names as the ones used in the opcinfo file, except that the
prefix OPC_ is omitted. There are variable names such as OPC_COMM_PORT_RANGE throughout this
document - the prefix OPC_ in italics means that the variable used in the opcinfo file is called
OPC_COMM_PORT_RANGE , whereas the variable used in the registry is called COMM_PORT_RANGE .

A comparison of both models is shown below:
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w/orped:

Behavior with DCE RPC endpoint mapper
1. The RPC server starts up. It either uses the port specified in the variable OPC_ COMM_PORT_RANGE or it
will get a free port assigned. The RPC server registers itself with this port at the endpoint mapper.
2. The endpoint mapper stores this information in its database.

3. The RPC clients starts but does not know the port number used by the RPC server. It queries the
endpoint mapper with the type of server it wants to contact and some additional interface specification
uniquely identifying the destination server. The endpoint mapper returns the port number.

4. The RPC client can now contact the specified RPC server.

Behavior without DCE RPC endpoint mapper

1. The RPC server starts up. It uses the port specified in the variable OPC_ COMM_PORT_RANGE . It does not
register itself at the endpoint mapper (switched off using OPC_ COMM_REGISTER_RPC_SERVER FALSE )
and listens at this port (A).

2. The RPC client determines from its local configuration that the RPC server must be contacted without
an endpoint mapper lookup (OPC_ COMM_LOOKUP_RPC_SRV FALSE ). It reads the port of the RPC server
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either from a variable in the opcinfo file directly or reads it from a server port specification file specified
in the variable OPC_ COMM_RPC_PORT_FILE “.”” (B).

3. The RPC client searches for the specified RPC server within the server port specification file, based on
the server type and destination node. The file entry contains the port where the RPC server is
supposed to be listening (C).

4. The RPC client now can contact the RPC server directly (D).

NOTE:

Mixed environments are also possible, where some RPC clients are using the endpoint mapper, and other
clients do not. For example, RPC clients (=nodes) inside the firewall could use the RPC endpoint mapper
lookup (because they do not have to cross the firewall), whereas RPC clients (=nodes) outside the
firewall do not use the endpoint mapper. This can be controlled using the OPC_ COMM_LOOKUP_RPC_SRV

variable.

In such a mixed scenario it would be necessary to register the HP Operations management server RPC
server at the endpoint mapper, so that the nodes inside the firewall can find the server.

This can be controlled using the OPC_ COMM_REGISTER_RPC_SERVER variable.

Related Topics:

Configuring the HP Operations management server System
Configuring HP Operations managed node systems

Server port specification File

Configuration examples

Verifying configuration

Troubleshooting

Variable reference

Internal process handling
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Configuring the HP Operations management server system

The following RPC communication from the HP Operations management server to the managed nodes is

affected:
. RPC . . .
RPC Client Direction Explanation
Server

ovpmad opcctla Mgmt Server —= Mgd Deployment of policies (started by management
Node server).

OVEpMsgActSrv | opcctla Mgmt Server —= Mgd Action requests, Control requests, Heartbeat
Node polling, ...

opcragt opcctla Mgmt Server —= Mgd Start/ stop/ status and other opcragt requests.
Node

On the management server, you can configure all settings using the Server Configuration dialog box.

1. In the console tree, right-click Operations Manager , and then click Configure—=Server... . The
Server Configuration dialog box appears.

2. Click Namespaces , and then click Message Action Server General . A list of values appears.

3. After you have changed a value, restart the OvEpMessageActionServer service for the change to take

effect.

RPC Servers

On the HPOM for Windows management server system, the RPC service (endpoint mapper) must be running
because it is required by the operating system and other applications. However, it is possible not to register
the HP Operations RPC server at the endpoint mapper by setting the value DCE RPC server port

registration to false.

Then the RPC clients on managed node systems must have a server port configuration, so that agents can
contact the RPC server on the management server system without querying the endpoint mapper.

Configuration values for RPC server on the management server
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Value

Type | Default

Explanation

DCE RPC server
port registration

Boolean  True

Selects whether to register RPC interfaces with endpoint mapper.

If set to false for the message action server, all managed nodes
must have a dedicated server port configuration to be able to
reach the HP Operations management server.

If true, managed nodes can send messages in the usual way, but
managed nodes with configured RPC server ports will use those
and will not perform an endpoint mapper lookup.

DCE RPC server
port

Integer O

Specifies exactly one port to be used by the RPC server. The value
0 means that the DCE runtime will assign a port.

The Message and Action server implements two interfaces, the RPC interface of the Message Receiver and
the interface of the Distribution Manager, which is actually a link to the message receiver so that HPOM for
Windows provides the same interfaces as HPOM for UNIX. Therefore the value of DCE RPC server port

applies to both of these interfaces.

RPC Clients

The RPC clients ovpmad and OVEpMsgActSrv on the management server system share the same settings.

Configuration values for RPC clients on the management server

lookup

Value Type | Default Explanation
DCE RPC server port String none Complete path pointing to a server port specification file as
specification file described below.
Do NOT use " " when specifying the path.
Example: c:\Program Files\ports
DCE RPC server port Boolean | True Whether to perform an endpoint mapper lookup if no

matching port for a managed node is found in the server port

specification file.

Related Topics:

Concepts of DCE RPC communication without endpoint mapper
Configuring HP Operations managed node systems

Server port specification file
Configuration examples
Verifying configuration
Troubleshooting

Variable reference

Internal process handling
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Configuring HP Operations managed node systems

The following RPC communication from managed nodes to the HP Operations management server is

affected:

RPC Client RPC Server Direction Explanation
opcmsga OvEpMsgActSrv | Mgd Node HP Operations messages and action responses.

—= Mgmt

Server
opcdista OVvEpMsgAcCtSrv | Mgmt Distribution agent asks server if new distribution data is
(UNIX) Server —= available (only used with HPOM for UNIX, not needed for
opcctla Mgd Node HPOM for Windows). Can be switched off using the
(Windows) OPC_NO_CFG_RQST_AT_STARTUP TRUE variable setting.

Setting of Variables by Process

Most parameters for communication without the endpoint mapper on the managed node are configured in
the opcinfo file. It is sometimes very important to apply settings to selected processes only, using the

following syntax:

An entry OPC_RESTRICT_TO_PROCS starts a section that only applies to the specified process. All following
entries are only evaluated for this one process. A second OPC_RESTRICT_TO_PROCS entry starts a section that
only applies to the next specified process.

Specify all entries that should apply to all processes before the first occurrence of a OPC_RESTRICT_TO_PROCS

section.

Example
OPC_COMM_RPC_PORT_FILE /tmp/port_conf.txt
OPC_RESTRICT_TO_PROCS opcctla

OPC_COMM_REGISTER_PORT_RANGE 5001

In this case, the specified port specification file is valid for all processes, while the port setting is only valid
for the control agent, opcctla.

RPC Servers - opcinfo File Variables for RPC Servers on Managed Node
Systems
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Key Type | Default Explanation

OPC_COMM_REGISTER_RPC_SRV | Boolean | TRUE Selects whether to register RPC server interfaces with
endpoint mapper.

OPC_COMM_PORT_RANGE string empty | Specifies exactly one port to be used by the RPC
server. Must be set for the control agent.

EINOTE:
Make sure that the configured OPC_COMM_PORT_RANGE for the control agent (opcctla) contains only one
port and that no other process uses this port.

RPC Clients - opcinfo File Variables for RPC Clients on Managed Nodes

Key Type | Default Explanation

OPC_COMM_PORT_MSGR Int 0 Specifies at which port the message interface of the
Message Action Server (OVEpMsgActSryv ) is listening on
the management server. For the HP Operations
management servers, this must be the same value as
used for OPC_COMM_PORT_DISTM .

OPC_COMM_PORT_DISTM Int 0 Specifies at which port the deployment interface of the
Message Action Server (OVEpMsgActSrv )is listening to
configuration requests from the agent. For the HP
Operations management servers, this must be same
value as used for OPC_COMM_PORT_MSGR . This setting is
needed if the opcinfo file of the agent does not contain
the variable setting: OPC_NO_CFG_RQST_AT_STARTUP TRUE

OPC_COMM_RPC_PORT_FILE | String empty | Complete path pointing to a server port specification file
as described below.

OPC_COMM_LOOKUP_RPC_SRV | Boolean @ TRUE Whether to perform an endpoint mapper lookup if no
matching port is found in the server port specification
file.

The settings OPC_COMM_PORT_MSGR and OPC_COMM_PORT_DISTM can be used if only one management server
will be contacted, or all management servers are configured to use the same RPC server ports.

If multiple management servers with different port settings are used, a server port specification file must be
configured using the OPC_COMM_RPC_PORT_FILE variable.
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The server port specification file, if configured, is evaluated first. If not, the two additional opcinfo values
(OPC_COMM_PORT_MSGR and OPC_COMM_PORT_DISTM ) are evaluated. If these have a value of O, they are
considered as not set. See also Internal Process Handling .

An example of the server port specification file on a managed node is shown below:

#

# SelectionCriteria SrvType Port Node

H

NODE_NAME opcmsgrd 5000 primaryserver.hp.com
NODE_NAME opcdistm 5000 primaryserver.hp.com
NODE_NAME opcmsgrd 6000 backupserver_hp.com
NODE_NAME opcdistm 6001 backupserver._hp.com

somename.hp.com matches <*>somename.hp.com<*=>
~somename.hp.com matches$ exactly somename.hp.com matches

DnoTE:

The keywords used in the SrvType column refer to processes of the HPOM for UNIX management server.
These keywords are also used with the HPOM for Windows management server, even though the
corresponding interfaces or roles are implemented in one single process in HPOM for Windows (in the
message action server).

Related Topics:

Concepts of DCE RPC Communication without Endpoint Mapper
Configuring the HP Operations management server system
Server port specification file

Configuration examples

Verifying configuration

Troubleshooting

Variable reference

Internal process handling
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Server Port Specification File

Standard HPOM patterns can be used. A description of all available patterns is available elsewhere in the
HPOM for Windows online help.

ENOTE:
Patterns without anchoring match values may be prefixed or suffixed by anything.

The RPC client reads the file before opening a connection to an RPC server and tries to find a matching
pattern. The first match completes the operation. If no match is found (or the file does not exist or has not
been configured), the variable OPC_ COMM_LOOKUP_RPC_SRV decides whether to perform an endpoint mapper

lookup. If an endpoint mapper lookup is not performed or it fails, the communication failure is handled in the
usual way.

A configured port value of O is the same as if no matching entry is found and causes the RPC client to
perform a regular endpoint mapper lookup (unless disabled entirely).

This can be used in a similar way to HPOM suppress conditions to specify an entry at the very beginning to
filter out all nodes (by pattern) that still have an endpoint mapper running.

For all other nodes that do not match this suppress condition, the RPC client continues to search for a match
in the remaining entries of the file.

File Syntax

m Empty lines are ignored.

m Comments start with the character # ” but it must be the very first character. A line containing
configuration data must not have trailing comments.

m Specify configuration data using 4 standard elements, separated with white spaces:

e SelectionCriteria
NODE_NAME - Node name pattern or exact match (case sensitive)
NODE_ADDRESS - IP Addresses pattern or exact match (case sensitive)

e SrvType
opcctla - contacting the agent
opcmsgrd - contacting the management server (message interface)
opcdistm - contacting the management server (distribution interface)

e Port - Port number to contact this RPC server
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e Node - Node name or address pattern for this rule

An example of the server port specification file on the management server is shown below:

#
# SelectionCriteriaSrvType Port Node
H e
NODE_NAME opcctla 12345 <*>_hp.com
NODE_ADDRESS opcctla 12346 15.136.<*>
NODE_ADDRESS opcctla 12347 ~192.<1 -1t <#> -1t 10>.<*>
NODE_ADDRESS opcctla 12347 <*>1.2.3.4<*> for conditions in templates; ~1.2.3.4$ to
configure 1.2.3.4.
“ENOTE:

If the caret () is used as the first character in a pattern, only expressions discovered at the beginning of
lines are matched. For example, "~ab" matches the string "ab" in the line "abcde", but not in the line
"xacde".

If the dollar sign is used as the last character of a pattern, only expressions at the end of lines are matched.
For example, "de$" matches "de" in the line "abcde"”, but not in the line "abcdex".

File Modification Test

The RPC client checks the server port specification file. It re-loads it if it has been changed, indicated by a
different size or modification time, before opening a connection to an RPC server.

Name/Address Conversion

It is possible to specify either node name patterns or IP address patterns in the port specification file.
Internally, the RPC clients typically use the IP address of the destination server as node identification. So the
client will try to find a match to the internally used IP address in the port specification file. If the file contains
name patterns, then first a name resolution has to be done for the internally used IP address (using
gethostbyaddr) and then the returned list of node names and aliases will be compared with the name pattern
of the port specification file. Therefore it is favorable to specify IP address patterns in the server port
specification file to avoid executing the resolution step. Entries in the port specification file will never be
resolved because they are always considered as patterns and are not necessarily complete hostnames or IP
addresses.

File protection

It is recommended that the port specification file is protected by applying the appropriate operating system
access restrictions. The file will only be read by the HP Operations services and processes and the most
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restrictive permission settings would be the following:

UNIX

If, for example, the HP Operations agent on UNIX runs as user root, the most restrictive permission setting
would be:

- 1 root sys <file>

In the case that the HP Operations agent is not run under the user root, the file owner should be
appropriately set for that user.

Windows

Allow Read for the SYSTEM account (or the HP-ITO-Account in case the Windows agent runs as HP-1TO-
Account) as shown below:

PortSpec.tat Properties EE
Genaral] Varsign: - Hecunty ESummenl]
Mama ] Add |
[ﬁ Audmirestratons
IE Perwer Uzens &I
Pemrzions Baferin Derny
£l Contral O O
Madily [l a
Aead i Excoute O O
RAaad B4 0
White: O O
Bebvanicsel
= Allowinhentable patmissars fom paient b propagate fothiz
object

(4] % ; Canpe

The location of the file can be defined as needed, but it is recommended to put it into a static HP Operations
configuration directory and give the file an appropriately descriptive name.

Related Topics:

Concepts of DCE RPC communication without endpoint mapper
Configuring the HP Operations management server system
Configuring HP Operations managed node Systems
Configuration examples

Verifying configuration

Troubleshooting
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m Variable reference
m Internal process handling
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Configuration Examples

LINOTE:

Keys used in the examples below are abbreviations, for example PORT_MSGR on the managed node stands
for OPC_COMM_PORT_MSGR . On the management server, you can set the necessary registry keys using the
Server Configuration dialog. See the Variable Reference for the exact names.

Example 1

In this example the control agents of nodes A and C do not register with the DCE endpoint mapper, therefore
management server X uses entries in the port specification file to contact the control agents.

On the managed nodes, node A reads the port of its management server from the variables PORT_MSGR and
PORT_DISTM in the opcinfo file. Node B still uses the endpoint mapper lookup when contacting its
management server, as it has not been configured otherwise. Therefore the management server has to
register its RPC server at the endpoint mapper (which is the default).

RPC clients perform the following steps when connecting to an RPC server. A key to the diagram can be
found below.
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Managed node "A™

opcinfo

III,IIIG . IIXII
ORT MSGR "5000" opCinsga
:Ea BT DISTM “30 Da '::"

REESTRICT TO "opectla!
PORT EAMGE "11111"

Management server "X"

registry

PORT RANGE "5000"
PORT FILE "Amp/ports”

Yy

Fa

H#Entry type  Berver Pott Hode
HODE MAME opectlalllll &
HODE WAME opectla 22222

Managed node "C"

opcinfo

MGMT SERVER "X"
RESTRICT TO "opectla"
PORT EAMGE "22233"

Example 2

In this flexible management scenario with two servers "X" and "Y", the RPC clients on the node A read the
ports necessary to contact both management servers from the port specification file. The ports are different
for management servers "X" and "Y".

"Y" is an HPOM for UNIX management server and uses the opcinfo file to specify the ports used by the server
processes.

"X" is an HPOM for Windows management server and uses the registry to specify the port used by the
Message and Action server process.
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Managed node "A"

opcinfo
MGMT ZERVER "H"
B
< FORT FILE "Smpievports"

ftp/svp orts 1

# Entry type Jetwer Port HNode

HNODE NAME opemsgrd 5000 X
HNODE NAME opemsgrd 5555 ¥

NODE WAME opedistm 5000 =¥z

F

rmercont

REZRFMGRCONFIGE
RECONDARYMAN AGER
HODEIF "0.0.00" %
RECONDARYMAN AGER
HODEIF "0.0.0.0" ¥

[.]

Related Topics:

Server Port Specification File
Verifying Configuration
Troubleshooting

Variable Reference

Internal Process Handling

Management server "X"

registry

PORT RANGE "5000"

Management server "Y "

opesvinfo
RESTRICT_TO "opom sgrd"
PCORT_RANGE "5555"
: RESTRICT TO "opedistm”
PCRT_RANGE “5000"

Concepts of DCE RPC Communication without Endpoint Mapper
Configuring the HP Operations management server System
Configuring HP Operations Managed Node Systems
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Verifying Configuration
To verify that a configuration is correct, check the following:

1. Start all HP Operations services and processes

2. Use opcrpccp to verify that registration of the HP Operations RPC Servers on both the managed node
and the management server is correct. Make sure the correct ports are used as configured. If there is
no endpoint mapper running on the destination system, this command will fail entirely (which is
correct).

3. Verify that all processes are running properly using vpstat and opcagt .

4. Test Server to Agent communication by starting a tool from the HPOM for Windows tools folder on the
destination managed node.

5. Test Agent to Server communication by sending test messages using opcmsg or any other mechanism
generating an HP Operations message to be sent to the management server. Optionally enable tracing
(Area ALL, DEBUG and debug area COMM, CONF) and check the trace file.

6. Test configuration distribution (policies and instrumentation).

7. Wait for heartbeat-polling cycles to expire - no errors should be reported. If the HP Operations Agent is
stopped, the associated heartbeat-polling errors should be displayed.

8. Everything should behave as usual. There should be no communication related error messages in the
HPOM for Windows GUI originating from the managed node.

9. Check the opcerror log files on the managed nodes for applicable entries. The utility opcragt, which
was introduced with patch OVOW_00095, can also be used in environments as described in this paper.
Opcragt is an excellent tool for testing the server-to-agent communication.

LINOTE:

The utility opcragt, which was introduced with patch OVOW_00095, can also be used in
environments as described in this paper. Opcragt is an excellent tool for testing the server-to-agent
communication.

Related Topics:

e Concepts of DCE RPC communication without endpoint mapper
e Configuring the HP Operations management server system

e Configuring HP Operations managed node systems
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e Server port specification File
e Configuration examples

e Troubleshooting

e Variable reference

e Internal process handling
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Troubleshooting

Errors

The following errors, if reported after an operation, can indicate the reason of the error:

Cannot connect to RPC service at system "ncadg_ip_udp:15.136.120.88[22222]". Local port
configuration has been consulted - rpcd/lIlbd on remote system not queried. (OpC20-186)

Communication errors always contain this form of message, when a local port configuration is used by an
RPC client to connect the server. If this text is NOT part of the error message, a regular endpoint mapper
lookup has been performed. The stated RPC binding contains the used protocol sequence (TCP or UDP) as
well as the destination IP address and the port where the RPC server had been expected.

Cannot find port for RPC service "opcctla®™ at "15.136.120.88" in local configuration.
(0pC20-187)

No port configuration was found for the specified service (either in the server port specification file, opcinfo
or anywhere else) and OPC_COMM_LOOKUP_RPC_SRV is false, that is NO endpoint mapper lookup is performed.

The port configuration file /xxxx contains an invalid entry: "... some syntax error ...".
(OpC20-174)

The file /xxxx contains bad entries. The value of OPC_COMM_LOOKUP_RPC_SRYV is irrelevant and NO endpoint
mapper lookup has been performed.

If no local port configuration for a destination service is found and OPC_COMM_LOOKUP_RPC_SRV is true
(default), the traditional behavior of looking up the destination RPC server at the endpoint mapper applies.
Then use tracing for further troubleshooting.

ENOTE:

It may now take much longer for RPC calls to time out if the called RPC server is not listening - especially
over UDP. The RPC client must now attempt to find a server, whereas before, the endpoint mapper was
usually running and immediately returned the information about the requested RPC server and whether it
was registered or not.

Tracing On Managed Nodes

The new and modified functionality contains trace and debug statements. Particularly the DEBUG areas CONF
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and COMM are of interest since they cover the evaluation of configurable variables and the DCE
communication. The DEBUG area FILE might be interesting to track the detection of a modified server port
specification file.

To enable tracing for these areas, set the following variables in the opcinfo file:
OPC_TRACE TRUE

OPC_TRACE_AREA ALL ,DEBUG

OPC_DBG_AREA CONF,COMM

It is also recommended that you restrict the trace to certain processes by using the OPC_TRC_PROCS and
OPC_DBG_PROCS variables and the process names, such as:

OPC_TRC_PROCS opcmsga

OPC_DBG_PROCS opcmsga

ENOTE:

opcrpccp show mapping does not show RPC servers for which the OPC_COMM_REGISTER_RPC_SRV setting
is FALSE . In addition, this program will fail altogether if the rpcd/dced is not running on the destination
node.

RPC Servers log the following type of information, if endpoint mapper registration is enabled:

. opcctla(...)[DEBUG]: COMM: Register manager
... opcctla(...)[DEBUG]: CONF: Returning value 'TRUE" for key "'OPC_COMM_REGISTER_RPC_SRV"
.. opcctla(...)[DEBUG]: COMM: Checking hostname "" for replacement
.. opcctla(...)[INIT]: Regarding the setting of OPC_IP_ADDRESS
. opcctla(...)[DEBUG]: CONF: No value found for key "OPC_IP_ADDRESS*
.. opcctla(...)[DEBUG]: COMM: Using "15.139.88.156" as local address
.. opcctla(...)[DEBUG]: COMM: Returning "15.139.88.156"
. opcctla(...)[DEBUG]: COMM: Lookup Srv
. opcctla(...)[DEBUG]: COMM: Server lookup using rpcd interface
. opcctla(...)[DEBUG]: COMM: Element lookup initialized
. opcctla(...)[DEBUG]: CONF: Returning value "13" for key "OPC_MAX PORT_RETRIES®
.. opcctla(...)[DEBUG]: COMM: Got another element
. opcctla(...)[DEBUG]: COMM: Srv lookup using rpcd done. NumSrv = O. rc = O.
. opcctla(...)[DEBUG]: COMM: Register manager
. opcctla(...)[DEBUG]: COMM: rpc_ep_register for binding "0" successful
... opcctla(...)[DEBUG]: COMM: rpc_ep_register for binding "1" successful
L---1
- opcctla(...)[INT]: Entering RPC server loop ...
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RPC Servers log the following type of information, if endpoint mapper registration is disabled:

. opcctla(...)[DEBUG]: COMM: Register manager
.. opcctla(...)[DEBUG]: CONF: Returning value 'FALSE' for key 'OPC_COMM_REGISTER_RPC_SRV"'

.. opcctla(...)[DEBUG]: COMM:
.. opcctla(...)[DEBUG]: COMM:
... opcctla(...)[DEBUG]: CONF:
[---1 --- opcctla(...)[DEBUG]:

Register manager

Register manager

Returning value "FALSE" for key "OPC_COMM_REGISTER_RPC_SRV*
COMM: Entering RPC main loop ...

RPC clients on the managed node log the following type of information:

. opcmsga(.--)[INIT]: Connecting message receiver on 260790428 ...

.. opcmsga(...)[DEBUG]:
- opcmsga(.- - -)[DEBUG]:

- opcmsga(.- - -)[DEBUG]:
"OPC_COMM_RPC_PORT_FILE*"
.. opcmsga(...)[DEBUG]:
- opcmsga(.- - -)[DEBUG]:

. opcmsga(.- - -)[DEBUG]:

. opcmsga(. - .)[DEBUG]:

. opcmsga(...)[DEBUG]:

COMM:
COMM:
CONF:

COMM:
COMM:
COMM:
COMM:
- CONF:

.. opcmsga(...)[DEBUG]: COMM:

Connecting with address: 15.139.88.156
Getting server port for: opcmsgrd on host: "15.139.88.156"
Returning value "/tmp/ports.tge” for key

Examining external client port file /tmp/ports.tge ...
Re-loading external client port file ...

Activating external client port file. O entries
Searching server port for: opcmsgrd at "15.139.88.156"
Returning value "51528" for key "OPC_COMM_PORT_MSGR*
Got opcmsgrd server port from

opc/nodelnfo [OPC_COMM_PORT_MSGR]: 51528

.. opcmsga(.- - .)[DEBUG]:
.. opcmsga(...)[DEBUG]:
- opcmsga(.- - -)[DEBUG]:
. opcmsga(.- - -)[DEBUG]:
.. opcmsga(.- - .)[DEBUG]:
.. opcmsga(...)[DEBUG]:
- opcmsga(.- - -)[DEBUG]:
. opcmsga(.- - -)[DEBUG]:

Related Topics:

Configuration examples
Verifying configuration
Variable reference
Internal process handling

COMM:
COMM:
COMM:
COMM:
COMM:
CONF:
COMM:
COMM:

Checking hostname "15.139.88.156" for replacement
Returning "15.139.88.156"

Connection to non-local node. Using long timeout
Checking server. Mgr type: Ox0

Binding: ncadg_ip_udp:15.139.88.156[51528]
Returning value "13" for key "OPC_MAX PORT_RETRIES®
Checking whether server is listening ...

Checking server: succeeded. st=0 rpc_rc=1

Concepts of DCE RPC communication without endpoint mapper
Configuring the HP Operations management server system
Configuring HP Operations managed node systems

Server port specification file
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Variable Reference

Management server configuration values
On the management server, you can configure all settings using the Server Configuration dialog box.

1. In the console tree, right-click Operations Manager , and then click Configure—=Server... . The
Server Configuration dialog box appears.

2. Click Namespaces , and then click Message Action Server General . A list of values appears.

3. After you have changed a value, restart the OvEpMessageActionServer service for the change to take

effect.
Value Type @ Default Explanation

DCE RPC server Boolean | True Selects whether to register RPC interfaces with endpoint

port registration mapper.
If set to false for the message action server, all managed nodes
must have a dedicated server port configuration to be able to
reach the HPOM for Windows management server.
If true, managed nodes can send messages in the usual way,
but managed nodes with configured RPC server ports will use
those and will not perform an endpoint mapper lookup.

DCE RPC server Integer | O Specifies exactly one port to be used by the RPC server. The

port value 0 means that the DCE runtime will assign a port.

DCE RPC server String none Complete path pointing to a server port specification file as

port specification described below.

file Do NOT use " " when specifying the path.
Example: c:\Program Files\ports

DCE RPC server Boolean | True Whether to perform an endpoint mapper lookup if no matching

port lookup port for a managed node is found in the server port specification
file.

Managed Node Registry Settings
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Key Type | Default Explanation

OPC_COMM_REGISTER_RPC_SRV | Boolean | TRUE Selects whether to register RPC server interfaces with
endpoint mapper.

OPC_COMM_PORT_RANGE string empty | Specifies exactly one port to be used by the RPC
server. Must be set for the control agent (see page 9,
how to restrict settings to individual processes).

OPC_COMM_PORT_MSGR Int 0 Specifies at which port the message interface of the
Message Action Server (OVEpMsgActSrv ) is listening
on the management server. For HP Operations

management servers, this must be same value as used
for OPC_COMM_PORT_DISTM .

OPC_COMM_PORT_DISTM Int 0] Specifies at which port the deployment interface of the
Message Action Server (OvEpMsgActSrv )is listening to
configuration requests from the agent. For HP
Operations management servers, this must be same
value as used for OPC_COMM_PORT_MSGR . This setting is
needed if the opcinfo file of the agent does not
contain the variable setting:
OPC_NO_CFG_RQST_AT_STARTUP TRUE .

OPC_COMM_RPC_PORT_FILE String empty | Complete path pointing to a server port specification
file as described below.

OPC_COMM_LOOKUP_RPC_SRV Boolean | TRUE Whether to perform an endpoint mapper lookup if no
matching port is found in the server port specification
file.

Related Topics:

Concepts of DCE RPC communication without endpoint mapper
Configuring the HP Operations management server system
Configuring HP Operations managed node systems

Server Port Specification File

Configuration examples

Verifying configuration

Troubleshooting

Internal process handling
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Internal Process Handling

RPC clients perform the following steps when connecting to an RPC server. A key to the diagram can be
found below.

Connect

-~ \

Find Target " PaitFie ™

Server andHode [*°° “. Configured .~
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- ~n Managed ™. ARPCD Lookug-.
<\ Match Hede % Enabled .~ ]
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Regular RPCD
Loohup
opcino .
. variable Set " TL
.. o~ . Ho
183 ~ .-f"f.&
e .

<\ QK ,,""j_ND*

. b d

v

L d

Ho Port Found

Communication
Emor

Use Detectexd
Port to Connect

m Find destination Server and Node is the process of finding a matching entry for the destination RPC
server in the server port specification file.

m Regular RPC Lookup is the process of querying the endpoint mapper on the destination system.
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Some of the decisions made in the flow chart above are implemented by evaluating opcinfo variables on
managed nodes or registry keys on the management server:

Port file configured? Controlled with OPC_COMM_RPC_PORT_FILE
m Endpoint mapper lookup enabled? Controlled with OPC_COMM_LOOKUP_RPC_SRV

®m On managed node? Will be answered with yes by all RPC clients running on the managed node. These
are opcmsga , opcdista and opcagt .

m Opcinfo variable set? Will be answered with yes if the RPC clients want to connect to either of the
following RPC servers (then, if set, the value of the according variable will be used by the RPC client as
port of the destination RPC server):

RPC Server Key

Message receiver interface of the = OPC_COMM_PORT_MSGR
message action server

Distribution manager interface of | OPC_COMM_PORT_DISTM
the message action server

Local Control agent (opcctla) To access the local control agent, the client reads the setting used
by the local RPC server, the control agent opcctla:
(OPC_RESTRICT_TO_PROCS opcctla)

OPC_COMM_PORT_RANGE ..

Related Topics:

e Concepts of DCE RPC communication without endpoint mapper
e Configuring the HP Operations management server system

e Configuring HP Operations managed node systems

e Server port specification File

e Configuration examples

e Verifying configuration

e Troubleshooting

e Variable reference
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Improved management server availability

HPOM for Windows is used to manage services and applications and therefore increase their availability for
their users by detecting problems before they interfere with the normal operation of these services and
applications. However, it is also desirable to improve the availability to the management server.

The following options improve the availability of the management server itself:

m For HPOM installations on a Windows 2003 Cluster, the management server supports failover from one
node to another in case of a failure. For details, see the topic HPOM installed on a clustered Windows
2003 server .

m For installation on nonclustered systems, the availability of the management server can be improved by
having a standby server and replicating the database periodically. For details, see Failover to backup
server .
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HPOM installed on a clustered Windows 2003 Server

You can install HPOM on a Windows 2003 Cluster with support for failover of the management server.
Failover support means that the MS Cluster Service is able to switch the HPOM management server from one
cluster node to another if there is a problem with the cluster node or the management server itself.

To install and manage an HPOM clustered installation you should be familiar with the MS Cluster Service and
its concepts.

% NOTE:

If you have an existing, nonclustered HPOM installation and would like to ensure its availability by
clustering it, read the upgrade guide located on the HPOM installation media about how to convert your
existing installation to a clustered installation. There is no way to do an in-place migration of this
installation to a clustered one.

For a clustered installation of HPOM you must have a consistent installation on all cluster nodes. See the
topic Check Cluster Consistency about how to check the consistency of your HPOM installation and about the
impact of an inconsistent installation.

The central management tool for Windows Clusters is the Microsoft Cluster Administrator. The topic HPOM
Cluster Resource Group gives an overview about the cluster resources set up during the HPOM installation.

The topic Registry Key Replication describes which server configurations are replicated between the cluster
nodes.

If you would like to reinstall the agent on one of the management server nodes, see the help topic Reinstall
the Management Server Agent .
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Check cluster consistency

In a clustered installation of HPOM it is necessary to keep the installation consistent on all nodes, regardless
of which of the physical cluster nodes it is currently running on. A consistent installation means that all nodes
have the same SPIs and HPOM patches installed. A clustered installation also requires a consistent
configuration of HPOM on all cluster nodes.

& CAUTION:
As long as a cluster inconsistency is unresolved, HPOM cannot start or failover to the inconsistent cluster
nodes. This could lead to unexpected down times of the management server.

Using the console tool Cluster Check Report , you can evaluate the current consistency status of the
clustered HPOM installation. The tool also enforces cluster consistency. See the topic Cluster Consistency
Enforcement for details.

During the installation of the management server, a self management policy called "VP_SM-
ClusterConsistency Check" is deployed to the management serve nodes. This policy checks the cluster once a
day and generates a critical message if an inconsistent cluster is discovered. For details about this
inconsistency, see the message annotations and instructions.

Consistent configuration is ensured by both storing data in the database and replication registry keys. For
details, see Registry Key Replication .
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Cluster check report

HPOM provides a console tool, that checks to see whether all SPIs and HPOM patches are installed on all
cluster nodes. This tool is located in the console tree under Tools —— HP Operations Manager Tools—
Cluster Tools . It produces a report similar to the one shown below.

HPOM cluster version: A.08.00
HPOM local version: A.08.00

HPOM installed on cluster nodes:
* clusternodel.domain.com
* clusternode2.domain.com

Installed SPls:
* DBSPIMss Version 09.01.01

Installed patches:
* OVOW_00017

Missing installations

On node clusternode2.domain.com:
* DBSPIMss Version 09.01.01

Pending uninstallations

On node clusternode2.domain.com:
* OVOW_00151

* end of report *

First, the report shows the inventory of the HPOM installation. It shows which version of HPOM is installed on
the cluster and on the node running HPOM at the moment. It shows the names of the cluster nodes on which
HPOM is installed and an inventory of all SPIs and patches installed on the cluster.
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After that the report shows if there are any SPIs or patches which are not installed on all cluster nodes. If
this list is empty, then the cluster is consistent. However, if there are any entries there you must install the
missing SPIs/patches on these nodes as soon as possible because HPOM enforces a consistent installation
and will refuse to run on the nodes in this list. This can lead to an unexpected down-time of the management
server in case of a failure.

The last part of the report shows if there are any previously installed SPIs or patches which have not been
uninstalled on all cluster nodes. If this list is empty, then the cluster is consistent. However, if there are any
entries there you must uninstall the SPIs/patches on these nodes as soon as possible, because HPOM
enforces a consistent installation and will refuse to run on the nodes in this list. This can lead to an
unexpected down-time of the management server in case of a failure.
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Cluster consistency enforcement

The OvOW Cluster Consistency Check cluster resource performs cluster consistency enforcement, explained
in the topic HPOM Cluster Resource Group . Each time the resource is ordered to go online by the Microsoft
Cluster Service (MSCS), it performs the following two checks. These checks must be performed successfully
to start HPOM on that node.

1. First, the cluster resource tries to connect to the database instance used by HPOM. This check is

repeated by default 15 times, with a sleep of 20 seconds between each of these retries. Each
unsuccessful try will add the following warning to the windows event log:

Event Properties

Ewent |

D ate:
Time:
Type:

Uzer:

2142006 Source:  HPOW-FAILOWER
21402 PM  Categon: Mone

Y arning Ewent [D: 1024

HAA

Computer: CLUSTERDT

Dezcription;

2 x

oL

[CF514] SOL Server connection check failed, Wil rety)

Diata: & Butes € Words

=)
]

Apply

If the consistency check is unable to connect to the database after reaching the maximum number of
retries, it will fail. The MSCS will initiate a failover, depending on the cluster configuration, and write

the following error message to the Windows event log:
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=T

Ewvent |

Drate: 21142005 Souwrce: HPOW-FAILOWER + |
Timne: 22324 PM Categony: Mone

Type: Errar Ewvent |[: 1024 + |
Uszer: M
Computer: CLUSTERDO

Dezcription:

[CF515) SOL Server connection check failed. Unable to connect to DE.
Cannat allaw 0w zerver ta rin on this node.

Diata: % Butes ©© Wards

The number of retries and the sleep time can be configured, as explained in the topic Configure the
consistency check resource for details.

2. The second test is the same cluster consistency check as done by the Cluster Check Report . If this
check fails for the current node, HPOM cannot start. Depending on the MSCS configuration, HPOM will
be moved to the next available node.

If the consistency check fails, an error is written to the Windows Application Log. As shown in the
illustration, attached to this event is a copy of the cluster check report, which contains the reason for
the failure.
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2]

Ewvent |

Drate: 21142005 Souwrce: HPOW-FAILOWER + |
Timne: 22324 PM Categony: Mone

Type: Errar Ewvent |[: 1024 + |
Uszer: M
Computer: CLUSTERDO

Dezcription:

[CF515) SOL Server connection check failed. Unable to connect to DE.
Cannat allaw 0w zerver ta rin on this node.

Diata: % Butes ©© Wards
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HPOM Cluster Resource Group

During the installation of HPOM on a cluster, you must select a cluster resource group for HPOM. The
installation creates all cluster resources necessary to run HPOM with failover support on a Windows cluster.
The following illustration shows the HPOM cluster resource group inside the MS Cluster Administrator.

=10l x|
=04 File  Wiew ‘Window Help =181l
2|a| g B 2|=)E
E- E‘_'E— CLUSTERD: Marme | State | Qwner | Resource Type | Descripkion
El{:l Groups (Dpisk T: Online  CLUSTEROL  Physical Disk
. Cluster Group m OwOy Access Manager Online  CLUSTERDL  Generic Service
Group 0 m Qw0 AutoDiscovery Server Online  CLUSTEROL  Generic Service
g Ujl OMOW Cluster Caonsistency Check Online  CLUSTEROL  OwW Cluster Consistency Check.
e sources um OwOy DMS Discovery Online  CLUSTERDL  Generic Service
-] Cluster Configuration MOVOW IF Address . Online CLUSTEROL IP P.dl:.lress _
[]" CLUSTEROL ml Qw0 Message Action Server Online  CLUSTEROL  Generic Service
[]__ CLUSTERDZ m OMOWY Metwork Mame Online  CLUSTERDL  Mebwark Mame
m OOy Policy Management and Deplovment  Online  CLUSTEROL  Genetic Service
u:_fl OwOy Prerequisites Check Server Online  CLUSTEROL  Generic Service
um OMOW Registry Replication Online  CLUSTEROL  OwiOW Regiskry Replication
m Qw0 Security Server Online  CLUSTEROL  Generic Service
m Ow0i Status Engine Online  CLUSTEROL  Generic Service
m OvReparter Service Orline  CLUSTEROL  Generic Service
&:Il SPI-Share Online  CLUSTEROL  File Share
4] i ©
For Help, press F1 l_ l_l_ v

I

@ CAUTION:

After installing HPOM on a cluster, you must not change the names of the HPOM resource group or any
HPOM resources. Otherwise, adding new nodes to the cluster or uninstalling HPOM will fail.

The MS Cluster Administrator can be used to change the way MSCS treats the resources. The HPOM installer
creates the HPOM resources with the default settings defined by Microsoft. For details about these settings
and their impact on the cluster and HPOM, consult the MS Cluster Service online help.

The cluster resource group contains the following resources:
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Resource

Disk <letter>

OvOW Access Manager

OvOW AutoDiscovery Server

OvOW cluster Consistency
Check

OvOW DNS Discovery

OvOW IP Address

OvOW Message Action Server

OvOW Network Name

OvOW Policy Management and
Deployment

OvOW Prerequisites Check
Server

OvOW Registry Replication

OvOW Security Server

OvOW Status Engine

OvReporter Service

SPI-Share

Description

This is the shared disk used by HPOM to store that part of its data which
needs to be in sync between all cluster nodes. All other resources depend
on this resource; they cannot work without it.

This resource controls the HPOM Access Manager service. This resource
depends on the consistency check resource.

This resource controls the HPOM AutoDiscovery Server service. This
resource depends on the consistency check resource.

This cluster resource ensures the consistency of the HPOM installation
across all cluster nodes. See the Check Cluster Consistency Topic for
details. This resource depends on the registry replication resource.

This resource controls the HPOM DNS Discovery service. This resource
depends on the consistency check resource.

This resource is the owner of the IP address of the virtual HPOM server
entered during the installation. This resource depends on the shared disk
resource.

This resource controls the HPOM Message Action Server service. This
resource depends on the consistency check resource.

This resource is the owner of the network name of the virtual HPOM server
entered during the installation. This resource depends on the IP address
resource.

This resource controls the HPOM PMAD service. This resource depends on
the consistency check resource.

This resource controls the HPOM Node Prerequisites Check Server service.
This resource depends on the consistency check resource.

This resource is a placeholder for the registry keys that need to be
replicated between the cluster nodes to keep the HPOM configuration on all
nodes in sync. See the Check Cluster Consistency and the Registry Key
Replication topics for details. This resource depends on the network name
resource.

This resource controls the HPOM Security Server service. This resource
depends on the consistency check resource.

This resource controls the HPOM Status Engine service. This resource
depends on the consistency check resource.

This resource controls the HP Reporter service. This resource depends on
the consistency check resource.

This resource controls a Windows file share called "SPI-Share™ which is
used to store templates for the config file policy type. It depends on the
network name resource.

In order to use HPOM on a cluster, all the above-mentioned resources need to be online. The only exception
is the "OvReporter Service" in case a standalone Reporter installation is used.
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Reinstall the management server agent

In a clustered HPOM installation, one agent is installed on each physical management server node. By
default, the HPOM Self Management policies are deployed on each physical server node.

Because these policies are only needed on the active server node, they are controlled by the agent
Application Package Manager (APM). The help topic Enable policy switching on DCE agents describes the APM
configuration. The policies are enabled on the current active management server node and disabled on all

other nodes.

If the agent on one of the management server nodes is removed and reinstalled, you need to recreate the
cluster configuration of these policies, as described below:

To reconfigure the cluster configuration

1. Execute the tool Add Selfmanager to APM on the respective management server cluster node. The
tool is available in the console tree under Tools — HP Operations Manager Tools — Cluster Tools

2. To apply the configuration, restart the agent with the commands opcagt -stop and opcagt -start.

4 NOTE:
If you do not recreate this configuration, the HPOM Self Management policies will always be enabled on
that cluster node and will report misleading errors in your HPOM installation.
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Configure the consistency check resource
Two checks are performed by the cluster consistency check resource:
m Database connection check
m Consistency check for the current node
The database connection check can be configured with registry values located in the registry key:
HKEY_LOCAL_MACHINENSOFTWARE\Hewlett-Packard\OVEnterprise\Cluster\ConsistencCheck
Value Data
RetryLoops of type Number of times the consistency check resource should try to connect to
REG_DWORD the database before failing. The default value is 15.
RetrySleep of type Number of seconds the consistency check resource waits between the
REG_DWORD connection retries. As the connection process itself needs some time, the

absolute time between the connections is larger than the number given
here and is dependent on the current system. The default value is 20.

Related Topics:

m Cluster consistency Enforcement
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Registry key replication

As described in the Check Cluster Consistency topic, it is vital for the operation of HPOM in a cluster to have
the HPOM installation on all cluster nodes installed and configured consistently.

Because part of the HPOM configuration is stored in the system registry, parts of it will get replicated
between the cluster nodes by the OvOW Registry Replication cluster resource, as described in the topic
HPOM Cluster Resource Group . Each time this resource goes online on a cluster node, it replaces the
registry keys listed below with the ones existing on the last active node. This has two consequences: first,
only the currently active node has an up-to-date HPOM registry, and second, it is necessary make changes in
these replicated keys on the currently active node. Changes made on other nodes will be lost whenever they
become active.

The following list shows the registry keys replicated by the registry replication resource. Each key, with all its
values and its subkeys, will be replicated.

& NOTE:
This list is not a documentation of how these keys are used by HPOM or an encouragement to change
these. Refer to other parts of the documentation to see whether changing these keys is supported or not.

SOFTWARE\Hewlett-Packard\CoreSPIMigration
SOFTWARE\Hewlett-Packard\HP OpenView
SOFTWARE\Hewlett-Packard\OpenView\Common
SOFTWARE\Hewlett-Packard\OVEnterprise\Cluster\ConsistencyCheck
SOFTWARE\Hewlett-Packard\OVEnterprise\Cluster\MgmtServerNodes
SOFTWARE\Hewlett-Packard\OVEnterprise\Cluster\Patches
SOFTWARE\Hewlett-Packard\OVEnterprise\Cluster\Resource
SOFTWARE\Hewlett-Packard\OVEnterprise\Cluster\SPls
SOFTWARE\Hewlett-Packard\OVEnterprise\Cluster\Upgrades
SOFTWARE\Hewlett-Packard\OVEnterprise\Log
SOFTWARE\Hewlett-Packard\OVEnterprise\Management Server\AutoDeployment
SOFTWARE\Hewlett-Packard\OVEnterprise\Management Server\DBAccess
SOFTWARE\Hewlett-Packard\OVEnterprise\Management Server\MsgActSrv
SOFTWARE\Hewlett-Packard\OVEnterprise\Management Server\Pmad
SOFTWARE\Hewlett-Packard\OVEnterprise\Plug-Ins\Self Manager
SOFTWARE\Hewlett-Packard\OVEnterprise\Security
SOFTWARE\Hewlett-Packard\The Reporter

SOFTWARE\ODBC\ODBC. INI\openview

SOFTWARE\ODBC\ODBC. INI\reporter
SYSTEM\CurrentControlSet\Services\Eventlog\OvConfigChanges
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Failover to backup server

In a warm standby scenario, the secondary management server maintains a copy of the SQL Server
database of the primary management server. The standby database on the secondary management server
runs in "Recovery" (read-only) mode. To synchronize the two databases, a scheduled task policy backs up
the transaction log of the active database, copies it to the secondary management server, and restores it to
the standby database. This task runs at regular intervals.

In case of a failure of the primary management server, the database on the secondary management server
switches from "Recovery" to "Online"” mode and the HPOM services are started on the secondary
management server server. Next, the Switch Management Server Tool is executed on every managed
node in order to switch the agents to report to the secondary management server from now on. To connect
to the secondary management server, any consoles must be restarted.

For more information, see the HPOM High Availability Utilizing Microsoft SQL Server Log Shipping white
paper at the following location:
%OvInstal IDir%\paperdocs\en\HPOM_HA with_SQL_Log_Shipping.pdf
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Backing up and restoring the HPOM management server

It is important that you regularly back up the data on your HPOM management server to preserve the HPOM
database contents in the event of a failure and to maintain the customized configurations, policies, files,
graphs, instrumentation, and reports that you have created. You may use both of the following methods:

m Full system backup (offline backup)

m Database backup (online backup)
Full system backup (offline backup)

A full system backup, including operating systems, all partitions, disks, files, and so forth is the easiest way
to back up and restore your HPOM management server.

A full system backup is an offline backup. This means that the HPOM server, as well as the operating system,
is shut down and the backup is started using a special boot disk or partition and special backup or imaging
software.

HP recommends that you create an image/backup of your HPOM management server using a suitable
solution so that you can restore your complete system, including operating system settings like IP
configuration, DNS configuration, and all installed software, including HPOM for Windows.

However, such a solution is not appropriate for a daily backup, because the management server has to be
shut down. Full backups can be combined with regular database backups.

In cases where you cannot use a full-system backup or imaging solution (for example, if the system where
you want to restore the data uses different hardware and disks), you can also restore an HPOM server by
reinstalling the operating system and HPOM software using exactly the same steps as for the original
installation.

Database backup (online backup)

HPOM provides a policy and scripts that enable you to backup and restore the HPOM database. However, the
database backup does not include configuration data from the registry, from other configuration files, or
from the file system (for example, instrumentation). Therefore, you cannot rely on database backups alone.
You many want to combine full system backups and daily database backups. If you do a full system backup
of your HPOM management server including all installed patches and configurations, you can then do
database backups to save data on a daily basis.

Related Topics:

m Back up the HPOM database
m Restore the HPOM database
m Back up miscellaneous data
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Back up the HPOM database

The HPOM management server uses an SQL Server instance with a user-configurable name as core data
repository. The HPOM installation suggests the name OVOPS as default name for this instance. The instance
is also shared by other HP Software products, which create other databases in this instance. The full name of
the database depends on the location of the database:

m Local database:
If SQL Server Express is used as HPOM database, the full database instance name is <local
host>\<instance name>.

= Remote database:
If you are using a remote SQL Server database, the name is <server name>\<instance name> .

m Clustered database:
If the SQL Server database is clustered, the instance name is <virtual SQL server name>\<instance

name> .

Scheduled task policy VP_SM_DB_Backup

HPOM self management includes the scheduled task policy "VP_SM_DB_Backup", which schedules and
performs a backup of the openview database.

After you have installed the management server, deploy the policy to the system where the HPOM database
is installed. Before deploying the policy, modify it as described below:

1. Go to the policy editor.

2. Open the policy at this location:
Policy Groups —= HPOM Self Management — en — Database Server — VP_SM_DB_Backup
3. Edit the Command field:

o If the database resides on the management server itself, you can remove
<servername>\<instancename> from the end of the command line. In this case the SQL Server

instance is looked up from the registry.

e If the database resides on a remote server, you must replace <servername>\<instancename> with
the SQL Server instance name of the remote database instance.

4. In the Task tab, edit the Execute as user and the Specify password fields, and add the user
account and password of a user with SQL Server administrator permissions.

5. Optional: By default the database backup is scheduled for 0:30 a.m. every morning. If that time does
not suit your needs, you can adopt the schedule in the Schedule tab.

6. Deploy the policy to the system where the HPOM database is installed.
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Backup and restore related VB scripts

4 NOTE:
Modification to these scripts requires basic knowledge of the Microsoft Visual Basic script language.

The following backup and restore scripts are located in the %Ovinstal IDir%\Support\ directory.

m backup_openview.vbs

This script performs a backup of the openview database and stores the backup files in the directory
%OvDataDir%\datafiles\<instance name>\backup .

m restore_openview.vbs

This script restores the openview database from the backup files created by backup_openview.vbs.

Location and housekeeping of backup files

The backup files of the openview database and the openview database transaction log are written into the
following directory:

%OvDataDir%\datafiles\<instance name>\backup

Backup files are named as follows:

m openview_dat.bak (openview database)

m openview_log.bak (openview database transaction log)

These files are overwritten on every new execution of the VP_SM_DB_Backup policy. If you want to keep
them you have to ensure that they are stored on a storage device or copied into another location in the
meantime.

You may change the location of the backup files by editing the VB script file
%OvInstal IDir%\Support\backup_openview.vbs.

Monitoring backup execution
The VP_SM_DB_Backup policy will send messages to the active messages browser:

m When the backup starts.
m After a successful backup. (This message also contains the backup duration time.)

m After a backup failure (critical message).

Configuration on a remote database server
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If the openview database runs on a remote database server you must deploy the VP_SM_DB_Backup policy
on that server instead of the management server.

Starting the openview database backup manually

If you want to execute the backup job immediately, you can trigger this with the command:

cscript "%OvinstalIDir%\support\backup_openview.vbs "

4 NOTE:
If the HPOM database is a remote database, the SQL Server instance name must be added to the

command line:
%0vInstal IDir%\support\backup_openview.vbs <servername>\<instance name>

Related Topics:

m Restore the HPOM database
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Restore the HPOM database

If you used the scheduled task policy VP_SM_DB_Backup or the tool backup_openview.vbs to create a
backup of the HPOM database, you can restore it manually. Before you can start restoring the HPOM
database, you must stop the management server processes.

Stop management server processes

4 NOTE:
The restore procedure requires that the WMI service is stopped and remains stopped until the recovery is
complete. System management tools, such as HP Systems Insight Manager and the HP Operations agent

itself attempt to restart WMI automatically. Make sure that these tools are stopped while restoring the
database.

1. Close all open consoles first, before starting to restore the HPOM database.

2. Stop all services and processes using vpstat -3 -r STOP.

3. Use the service control panel (Services.MSC) to stop the Windows Management Instrumentation
service. Note that there is a second service called "Windows Management Instrumentation Driver

Extensions" - you do not need to stop this service (in fact you cannot stop it, the system disallows
this). Alternatively, you can use the command net stop winmgmt to stop the WMI service.

Restore the openview database

Restore the backup files for the HPOM database backup to the same folder that they were generated in on
the failed HPOM server. By default this is <HPOM database files folder>\Backup\.

To start the restore operation:

1. If HPOM uses a local database, start the SQL SERVER (<instance name>) service again. Otherwise
make sure the remote MS SQL Server instance is running.

2. Run cscript %0vinstal IDir%\support\restore_openview.vbs .

% NOTE:

If your HPOM database resides on a remote database server you must add the SQL Server instance
name as a parameter to the script restore_openview.vbs (for example, cscript
restore_openview.vbs TCVMO8\OVOPS ).

Sample output

Microsoft (R) Windows Script Host Version 5.6
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Copyright (C) Microsoft Corporation 1996-2001. All rights reserved.
HPOM is stopped

This backup files will be used to restore the openview database:

BackupType: Full DB backup

BackupFilelLocation:
E:\HPOM\Data\datafiles\OVOPS\backup\openview_dat.bak
BackupName: openview_Full

BackupStartDate: 2006-11-09 14:55:59.000
BackupFinishDate: 2006-11-09 14:56:06.000

BackupType: Transaction log backup
BackupFilelLocation:
E:\HPOM\Data\datafiles\OVOPS\backup\openview_log.bak
BackupName: openview_Log

BackupStartDate: 2006-11-09 14:56:06.000
BackupFinishDate: 2006-11-09 14:56:06.000

Are you sure that you want to replace the current openview DB
with the contents of the backup above ? (y/n)

y

replace openview database with Restore

Restore succeeded

Related Topics:

m Backup the HPOM database
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Back up miscellaneous data and files
The following items can be backed up in addition to the HPOM database:

Group membership

If the HPOM users are local accounts, write down which users belong to the groups HP-OVE-OPERATORS and
HP-OVE-ADMINS on the HPOM management server. These group memberships must be recreated manually
unless they will be restored as part of a full system recovery (from a complete server image backup).

If you used domain user groups during the HPOM installation, there is no need to back up the group
membership information on the management server.

Exported messages (optional)

The default setting of the HPOM server is to delete messages in the acknowledged message browser after 30
days. It is also possible to export the message into a Comma Separated Value (CSV) file. The setting is
customizable in Database Maintenance namespace in the Server Configuration dialog box.

If you want to back up the downloaded messages, (for custom reporting on messages, for example), make
sure that these files are included in the backup procedure.

Custom HPOM console MMC definitions (optional)

By default the HPOM server includes only one HPOM console MMC definition file:
%OvDataDir%\HP Operations Manager.msc

Reconfiguring your setting in this single file is not complex or time consuming but you may want to back up
the file as part of your daily backup.

If you have created additional HPOM console MMC configuration files for specific users, then these files will
have been saved in a location that you have explicitly selected, for example:
Documents and Settings\<UserName>\Desktop

A backup of these files will save time when recovering the HPOM server, particularly if you have a number of
these files - such as when multiple users are allowed to connect to the HPOM server using Terminal Services
to run the HPOM console.

In most cases the HPOM console MMC configuration files will reside on the systems that host the HPOM
remote console. Consideration of the backup strategy for these files should be part of a full disaster recovery
plan - although in many cases, recreating the console definitions is a simple option.

HPOM patches
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To successfully recover your HPOM server, you must start by recreating an identical HPOM installation with
the same patch level. In some cases patches may be superseded by new patches and will then no longer be
available on the hp support web page. Therefore you should include the patch files (OVOW_xxxxx.exe) in
your backup to ensure that you have the relevant patch files if you need to recreate your system.

You can use vpstat -p to get a list of all currently installed patches. You can also include this information
into your backup by redirecting the output to a file (Use vpstat -p > vpstat.out . Then include
vpstat.out in your backup). This will allow you to check if you have recreated a system with the exact same
patch level.

Licenses

All licenses are stored in the file %Program Files%\Common Files\Hewlett-
Packard\HPOvLIC\data\LicFile.txt . On a clustered HPOM installation, the licenses are stored in the file
%OvShareDir%\HPOvLIC\data\LicFile.txt.

Related Topics:

m Back up the HPOM database
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Configure the database

You can set up and maintain your database in several ways:

m Maintain your database
m Implement a remote SQL Server database

Related Topics:

m Database maintenance for HPOM for Windows

m Implementing a remote Microsoft SQL server database
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Maintain the database

You may find it necessary to perform certain maintenance tasks related to the openview database. Common
maintenance tasks might include:

m Distributing database files and log files to different disk drives
m Maintaining acknowledged messages in the management server database
m Downloading messages
m Resizing SQL Server virtual memory usage
m DB component maintenance details
m Changing the history database default settings
4 NOTE:

To improve the performance of database queries, you may add your own indexes to the SQL Server
database. Adding custom indexes does not violate any support agreements you may have with Hewlett-
Packard.

Related Topics:

m Implementing a remote Microsoft SQL Server database
m Backing up and restoring the HPOM management server
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Distribute database files and log files to different disk drives

After initial installation all components of the management server database are stored in the same directory,
for example, as:

%OvDataDir%\datafiles\<database_instance>

The database consists of several physical files, as shown in the table:

File Name Purpose

openview.mdf Primary partition for system tables

store.ndf Store tables and indexes

pmad .ndf Policy Management and Deployment tables
and indexes

msgaction_dat.ndf Message Action Server tables

msgaction_idx.ndf Message Action Server indexes

role_ndf Security Server Role tables and indexes

In large production environments with many managed nodes, a considerable amount of data could be
collected and stored into the database. In such environments it is advisable to distribute the database files
and log files to dedicated disk drives with sufficient capacity to prevent data overflow.

To achieve better performance by utilizing parallel disk 1/0s, you should distribute database files and log files
to separate disk drives.

To move the database files to another disk location

You can change the location of any database file (data file or log file) using this procedure.

% NOTE:
You must have SQL Server sysadmin authorization to execute this procedure.

1. Stop any console sessions.

2. Shut down the Windows Management Instrumentation (WMI) service, which stops all management
server components.

3. Use the scripts for attaching and detaching the physical files with the HPOM database that were
provided with the product, attachdb.sql and detachdb.sql . Scripts are located in the
%0vInstal IDir%\1bin\OvOW\ServerConsolelnstal I\dbscripts directory.

4. Before you detach the openview database you must ensure that there are no more processes active in
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this database.

5. Detach the openview database by running the detach script:

osqgl -S<database_instance> -E -i detachdb.sql

The operation is successful if there is no error message.

6. Copy the physical database files that you want to move to their new location.

Make a copy of the attachdb.sql script, as shown:

copy attachdb.sqgl myattach.sqgl

7. Edit the attached script myattach.sql , replacing the lines containing NEW_LOCATION with the actual
physical location of the file.

¥ NOTE:
You must specify all physical database files, even those that did not move.

8. Attach the database files. Run the command:

osqgl -S<database_instance> -E -i myattach.sql

You should see the message "Successfully attached database openview."

9. Start the OVEpStatusEngine service, which starts all management server components.

Related Topics:

Maintain the history database

Message download

Resize SQL Server virtual memory usage
DB Maintenance Component details
Change history database default settings
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Maintain acknowledged messages in the management server

database

Messages that have been acknowledged are removed from the active messages browser and displayed in the
acknowledged messages browser. The management server database that contains these acknowledged
messages eventually reaches its capacity if regular maintenance is not performed. The DBMaint component,
which is an integral part of the OvEpMessageActionServer service, performs this regular database
maintenance.

The Database Maintenance namespace in the Server Configuration dialog box enables you to reconfigure the
default registry settings, which specify when and how often such maintenance should be performed.

Database maintenance time : specifies that the database should be scanned daily at 3:00 a.m. for old
acknowledged messages.

m Acknowledge message retention period (in days) : specifies that messages which have been
acknowledged for longer than 30 days should be deleted. To save these deleted messages, download the
messages to text files using the configuration values Export acknowledged messages before deleting
them and Location of the exported message files .

m Messages processed per database transaction : defines the maximum number of messages which
can be processed (exported or deleted) within one transaction. After the defined number of messages has
been processed, the current transaction is committed and a new transaction is started to process the next
block of messages.

® Maximum database maintenance scan duration (in seconds) : defines the maximum time interval
(duration) in seconds DBMaint is allowed to perform its operation. If during operation the end of the
defined time interval is reached, but there are still outstanding message blocks to be processed, then
DBMaint finishes the processing of the current message block by committing the current transaction.
DBMaint will not start additional transactions so that it can continue to process further messages. In this
case, it writes the following warning message into the Windows Application Event Log:

(MS850) DBMaint stopped due to the maximum duration time limit being reached.

Then DBMaint updates the table ov_ms_stats with the appropriate statistics. Messages which could not be
processed (exported or deleted) due to the maximum time interval being reached will be processed the
next time DBMaint is scheduled to run.

Maintenance occurs automatically and requires no further action from administrators and users.

However, as administrator, you can change these defaults if they do not meet your needs by manually
changing the settings in the Server Configuration dialog box .

To edit default database maintenance configuration values
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5.

In the console tree, right-click Operations Manager , and then click Configure—s Server... . The
Server Configuration dialog box opens.

Click Namespace and then click Database Maintenance . A list of values appears.

Click the value that you want to change. Depending on the type of value, you can either type a new
value, or select a value from a list that appears.

Optional. If a value appears in bold , the default value has been changed. To reset the value to its
default, right-click the value, and then click Set to default.

Click OK..

Related Topics:

Distribute database files and log files to different disk drives
Message download

Resize SQL Server virtual memory usage

DB Maintenance Component details

Change history database default settings
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Message download

To prevent the message database from becoming too large, HPOM for Windows deletes acknowledged
messages after 30 days (or a period that you specify). If you want to save the messages, you can configure
HPOM for Windows to save the message information to CSV text files.

The Database Maintenance namespace in the Server Configuration dialog box enables you to reconfigure the
default registry settings, which are used to set the download parameters.

Export acknowledged messages before deleting them configures whether the database maintenance
scan exports acknowledged messages to the file system before it deletes them from the database. Set this
value to true if you want the messages exported before they are deleted from the message database
(default is false).

Location of the exported message files is a string that defines the location of the exported message files.
Set this value to any drive and directory that you want. If the path does not exist, the messages are neither
exported nor deleted, and an error message is written to the event log. The default path is c:\\ . To make

your CSV files go to the right directory, you need to put double back slashes for every directory, as shown:

C:\\Documents and Settings\\All Users\\Application Data\\HP\\HP BTO
Software\\Datafiles\\OldMessages

& NOTE:
If you try to insert a different path, it will fail or default to the root "C:\". You must use the double back
slashes, as in C:\\.

Field separator for export is a character that specifies the field separator which should be used in the
exported message files for delimiting fields in a row. The default field separator character is the comma (,).

Character code page for export is a string that defines the character code page used for the exported
message files. Set this value to UCS2 for 2 bytes Unicode. Set it to MULTIBYTE for mulitbyte character code
page. The default value is MULTIBYTE.

Use Microsoft Excel convention for export defines whether Microsoft Excel convention is used for
formatting multi-line text fields in the message files. Set this value to true if you want to process the
exported files with Microsoft Excel. Set this value to false if you want to leave the formatting unchanged and
do not want to use Microsoft Excel for further processing exported message files. The default value is false.

Two files are written:
m HistoryYYYY-MM-DD-HH-MMMessages.csv (view sample file)

m HistoryYYYY-MM-DD-HH-MMAnNnotations.csv (view sample file)
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In both cases, if no messages are available for download, no file is written.

To edit default message download configuration values

1. In the console tree, right-click Operations Manager , and then click Configure— Server... . The
Server Configuration dialog box opens.

2. Click Namespace and then click Database Maintenance . A list of values appears.

3. Click the value that you want to change. Depending on the type of value, you can either type a new
value, or select a value from a list that appears.

4. Optional. If a value appears in bold , the default value has been changed. To reset the value to its
default, right-click the value, and then click Set to default.

5. Click OK

Related Topics:

Distribute database files and log files to different disk drives
Maintain the history database

Resize SQL Server virtual memory usage

DB Maintenance Component details

Change history database default settings
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Resize SQL Server virtual memory usage

At installation, the "max server memory" for the HPOM SQL Server instance (the HP Operations Manager
database) is set to 50% of physical memory. This configuration is made to limit the amount of virtual
memory that is consumed by SQL Server. See the related URL:

http://msdn.microsoft.com/library/default.asp?url=/library/en-us/architec/8_ar_sa_40vt.asp

If more physical memory is installed, then the maximum memory size configured for the \OVOPS instance
may be increased accordingly. Use the command-line script provided in the <Support> directory for this
purpose.

To change the "max server memory" setting

1. The setmaxmem.bat file will run the OSQL script set_max_memory.sqgl . If you have changed the
username:password from <sa>, then edit the setmaxmem.bat file with the correct system
administrator's username and password.

2. Edit the set_max_memory.sql file with the desired <max server memory=> size.

3. Run the setmaxmem.bat file.
You do not need to reboot or restart SQL Server for these changes to take effect. However, if a smaller

amount of virtual memory is specified than is already used, the new maximum value will not take effect until
the system is reset.

Related Topics:

Distribute database files and log files to different disk drives
Maintain the history database

Message download

DB Maintenance Component details

Change history database default settings
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DB Maintenance Component details

The DB Maintenance component is an integral part of the management server. When the management
server starts, the component performs the following tasks:

1. It checks the registry for the time to start maintenance and the time interval after which acknowledged
messages should be purged from the history database. If these values are present, the component
does nothing until the time for executing maintenance operations is reached.

If these values are not configured, then the component is suspended until these time values are
entered into the registry. (The component waits for a registry changed notification event.)

2. When the time for maintenance is reached, the component restarts and performs the following tasks:

e Deletes all entries in the tables OV_MS_MESSAGE and OV_MS_ANNOTATION which match these
criteria:

0 The message is acknowledged.

O The time interval between the acknowledgement of the message and the current time is greater
than or equal to the configured time interval for message deletion.

e Updates the statistics in the table OV_MS_Stats of the management server database:

o Start time for maintenance

@)

Finish time for maintenance
0 Number of entries deleted in the table OV_MS_message
0 Number of annotations deleted in the table OV_MS_Annotation
e Suspends activity until the time for the next maintenance cycle is reached.
Related Topics:

Distribute database files and log files to different disk drives
Maintain the history database

Message download

Resize SQL Server virtual memory usage

Change history database default settings
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Change StartTime DBMaint and DBMaintTimeSpec Settings

The default settings for database maintenance can be easily changed to meet your specific requirements.
The table following the numbered steps shows the correct format for the values and some example settings
for each.

To edit default database maintenance configuration values

1. In the console tree, right-click Operations Manager , and then click Configure—s Server... . The
Server Configuration dialog box opens.

2. Click Namespace and then click Database Maintenance . A list of values appears.

3. Click the value that you want to change. Depending on the type of value, you can either type a new
value, or select a value from a list that appears.

4. Optional. If a value appears in bold , the default value has been changed. To reset the value to its
default, right-click the value, and then click Set to default.

5. Click OK.
Value Description
Database Specifies when the DBMaint component should start the maintenance cycle. The

maintenance time default specifies that the database is scanned daily at 3:00 a.m. for old acknowledged
messages. It has the following format:

Syntax:

[DayOfWeek-JHourOfDay:Minute
DayOfWeek: 0 -6; Sunday = O
HourOfDay: 0 -23

Minute: 0 -59

Examples:

6-20:10 (each Saturday at 8:10 p.m.)
23:59 (every day at midnight)

Acknowledged Specifies the time interval after which acknowledged messages should be deleted. The
message retention  default is 30 days.

period (in days)
Syntax:

NumOfDays-NumOFfHours-NumOfMin
NumOfDays: O - any number.
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Messages processed
per database
transaction

Maximum database
maintenance scan
duration (in
seconds)

NumOfHours: 0 - 23
NumOfMin: O - 59

Examples:
2-0-0 (purge messages after 2 days of acknowledgement).

375-23-0 (purge messages after 375 days, 23 hours of acknowledgement)

Defines the maximum number of messages which can be processed (exported or
deleted) within one transaction. After the defined number of messages has been
processed, the current transaction is committed and a new transaction is started to
process the next block of messages.

Syntax:
Possible values:

any value > 0
Default value: 150 (process maximum 150 messages within a transaction. After
processing 150 messages, start a new transaction.

Defines the maximum time interval (duration) in seconds DBMaint is allowed to
perform its operation. If during operation the end of the defined time interval is
reached, but there are still outstanding message blocks to be processed, then
DBMaint finishes the processing of the current message block by committing the
current transaction. DBMaint will not start additional transactions so that it can
continue with processing further messages. In this case, it writes the following
WARNING message into the Windows Application Event Log:

(MS850) DBMaint stopped due to the maximum duration time limit being reached.

Then DBMaint updates the table ov_ms_stats with the appropriate statistics.
Messages which could not be processed (exported or deleted) due to the maximum
time interval being reached will be processed the next time DBMaint is scheduled to
run.

Syntax:
Possible values:

0 (indicates unlimited time; default)
any value > 0 (indicates the number of seconds DBMaint is allowed to perform its
operation).

Use this configurational value if there is a danger that occasionally DBMaint could take
too long (more than ~30 minutes), which could then lead to problems as it overlaps
with other scheduled tasks.
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Example:

1800 (Process messages maximum 30 minutes. Those messages which could not be
processed within 30 minutes will be processed the next time DBMaint is scheduled to
run.)

4 NOTE:
DBMaint history log files use local time in the file name, not Greenwich Mean Time (GMT).

To delete acknowledged messages at any time you specify

If you want to delete acknowledged messages from the database at any time you specify, rather than
waiting for the regularly scheduled maintenance, you can change the configuration value Database
maintenance time to the time you prefer. You can also change the default 30-day setting for the deletion
of acknowledged messages by changing the setting for the configuration value name Acknowledged
message retention period (in days) , as shown in the following examples. For best performance, delete
no more than 1,000 messages at a time.

To delete all acknowledged messages immediately

1. Assume that the current time is 2:10 p.m.

2. Set the following registry values.

Database maintenance time : 14:11
Acknowledged message retention period (in days) : 0-0-0

The Database maintenance time must use time specifications in the range of 0:00-23:59. It does not
understand a.m. and p.m. You should add one or two minutes to the current time.

The Acknowledged message retention period (in days) value of 0-0-0 means a time interval of zero, so
it includes all acknowledged messages.

DBMaint automatically responds when any of its configuration values change.

% NOTE:
Reset the values to their normal settings when this exceptional maintenance finishes.

DBMaint notifies all interested HP Operations Manager components on message deletions; running consoles
register for message deletion events and update their acknowledged messages browser accordingly. Check
your acknowledged messages browser to confirm that the messages have been deleted.

© Copyright 1999 - 2009 Hewlett-Packard Development Company, L.P. Page 163



HP Operations Manager for Windows 8.16 Online Help

Related Topics:

Distribute database files and log files to different disk drives
Maintain the history database

Message download

Resize SQL Server virtual memory usage

DB Maintenance Component details
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Implementing a remote Microsoft SQL database

The HP Operations Manager for Windows management server uses a data repository, which is currently
based on one of the following databases:

m Microsoft SQL Express (out-of-the-box)

m Microsoft SQL Server (optional)

Before you begin the HPOM installation, you must decide whether you want to use a local or a remote
database. A Microsoft SQL Express database is always installed locally during the HPOM installation. A
Microsoft SQL Server database can be installed locally or on a remote system. During the HPOM installation,
the installation program asks you to enter the location and name of your database instance. You can then
choose the out-of-the-box database (Microsoft SQL Express) or a previously configured instance.

You can also migrate an existing, local database to a remote SQL Server database after the installation. The
database and management server then run on two separate machines. The HPOM management server
communicates with the remote database server using the network.

Separating the management server from the database is desirable when the server where HPOM is installed
has reached its hardware performance limit.

Related Topics:

m Install and configure the management server database
m Install and configure the remote database system
m Final configuration steps
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Install and configure the management server database

To implement the remote server database, these criteria must be met:

m Both the management server system and the database server system should have a unique, fully-
qualified domain name.

m Names and addresses of both systems must be resolvable at all times. HP recommends using DNS for
name resolution.

Follow the instructions below to configure the management server and the system where the remote
database will reside.

To install and configure the management server

1. Install HP Operations Manager and the desired Smart Plug-ins and HP Reporter as described in the
Installation Guides.

2. Stop the management console.

3. Stop the following services:

OvAutoDiscovery Server
OvDnsDiscovery Service
OvEpMessageActionServer
OvEpStatusEngine
OvEpMsmAccessManager
OvSecurityServer

Windows Management Instrumentation
OVOWRegCheckSrv

OVStoreProv

OvowWmiPlatProf

OvServicelLogger

4. Back up the openview database:

cscript backup_openview.vbs
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Related Topics:

m Implementing a remote Microsoft SQL database
m Install and configure the remote database system
m Final configuration steps
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Install and configure the remote database system

After installing and configuring the management server, as described in the topic "Install and configure the
management server database”, you must then install and configure the database on the remote server.

1. Install the MS SQL Server with the instance name of your choice.
2. Create the directory <HPOM database files directory>\backup .

3. Copy the database backup files from the management server directory <HPOM database files
directory>\backup to the same location on the remote database server.

4. Restore the openview database:

cscript Restore _openview.vbs <SQL Server instance name> <full backup file location>
<transaction log file location>

5. Now that you have copied the HP Operations Manager database to the remote server, you must set up
a database backup on this server for production data protection:

Deploy the self management policy VP_SM_DB_BACKUP to the HPOM database server. This policy will
schedule and trigger the database backup of the openview database.

Related Topics:

m Implementing a remote Microsoft SQL database
m Install and configure a remote database system

m Final configuration steps
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Final configuration steps

The following tasks are required to complete the implementation of your remote SQL Server database.
Follow these steps for final configuration:

Edit vpstat and registry keys

1. On the management server, you can either keep the existing openview database on the management
server and just disable the SQL Server (<Instance name>) database instance service, or to save disk
space, you can also delete the openview database prior to stopping the database instance service:

osgl —S<management server>\<instance name> -E
drop database openview

go
quit

2. Stop and disable these services:

SQL Server (<Instance name>)

SQL Server Agent (<Instance name>)

3. Edit the vpstat.conf file. Change to directory %OvDataDir%\conf\vpstat and open the configuration file
vpstat.conf in your favorite text editor.

Search for the section beginning with [SERVICELIST]. Add a hash at the beginning of the line
".service=VAR_SQLSERVER_INSTANCESQLSERVER_LOCAL."

4. Edit the following registry keys (for remote database access):

HKEY_LOCAL_MACHINE\SOFTWARE\Hewlett-Packard\OVEnterprise\Management
Server\DBAccess\OVOWINSTANCE

5. Reboot the management server.

The remote database configuration is now complete and ready for use with HP Operations Manager.

Remove the self-management policy VP_SM_CHK_ OVODB

As the HPOM database is no longer located on the management server, you have to remove the self-
management policy VP_SM_CHK_OVODB from the management server. Deploy this policy to the remote
database server instead.

If the DB SPI is installed on the management server
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If the HP Operations Smart Plug-in for Databases is installed on the management server, you must remove
the SPI and its policies from the management server and redeploy the SPI and policies on the remote

database server. This is required because the location of the OVOPS database instance has changed to the
remote database server.

Related Topics:

m Implementing a remote Microsoft SQL database
m Install and configure a remote database system

m Install and configure the management server database
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Configure managed nodes

The Node Configuration editor allows you to specify the managed nodes that you can monitor with HP
Operations Manager for Windows. Operators monitor nodes and services and use the available tools to
perform routine maintenance and also resolve problems that have critical business impact. Configuring a

managed node is a multi-step process:
m Specify the node or group of nodes you want to manage.

m Enter details about each node's hardware and environment.
m Specify the tools available for each managed node or node group.

The managed nodes that you specify are listed in the Nodes folder of the console tree. You must configure
each managed node individually.

Configure nodes using the wizard

To quickly configure a new node, use the Node Configuration wizard. This will provide the minimum
amount of information you need to bring the node under management.

% NOTE:

At any time you can exit the wizard by clicking Expert Mode . This returns you to the Node
Configuration editor, where you can more completely specify the characteristics of this node. You
cannot return to the wizard from the Node Configuration editor. When you add another node, the
wizard opens again.

To open the wizard

1. Open the Node Configuration editor, if it is not already open.
2. In the Nodes tree, right-click Nodes and select New Node to open the wizard.

3. Inthe Base Settings dialog box, type the fully-qualified domain name in the box provided. You must
supply this information to proceed. The system will discover information about this node and display it
in the following screen.

4. Continue to specify the settings you want for this node as you proceed through the wizard screens.

To configure managed nodes manually

1. Open the Node Configuration editor, if it is not already open.

2. In the Configure Managed Nodes dialog box, specify the node or node group you want to manage by
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copying nodes from the Discovered Nodes list to the Nodes list or by creating new nodes or node
groups.

3. In the Nodes list, right-click the node you want to configure to open the Node Properties dialog box.
Use the tabs to display information about the selected node and to configure it:

e General: specify information about the environment, such as system name and owner.

o Network: specify information such as primary node name, communications path, domain,
heartbeat polling, and aliases.

e Messages: view alias names and create new aliases.

e System: specify information about the specific node, such as manufacturer, model, system type,
operating system, and version.

e Tools: specify tools available on the managed node.

¢ Node Groups: view the parents of the selected node.

e Outage: view outage information for the managed node.
4. Click Apply to see the effects of your changes.

5. Click OK to confirm your changes and close the dialog box.

‘& NOTE:

When you bring new nodes under management, a prerequisite check runs automatically when you
click Apply or OK . This opens the Prerequisite Check Component dialog box, which displays
the status of the process, the names of the nodes being checked, and the results of the check,
including details and recommended actions. See the help topic Check prerequisites for managed
nodes for complete details.

6. Click Cancel to close the Node Configuration editor without saving your changes.

% NOTE:

Special configuration may be required if you want to manage nodes over a firewall. Refer to the HP
Operations Manager for Windows Firewall Configuration white paper for more information. Contact your
HP BTO software representative to obtain a copy of this paper.

Automatic agent installation

The HP Operations agent is automatically installed on a managed node when you deploy a policy to the
managed node. In some situations, you may want to install the agent manually. See Related Topics for
details.
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Managing intelligent devices

Using SNMP, you can manage intelligent SNMP devices such as printers, routers, and computers with
unsupported operating systems and manage them from HPOM. See Related Topics for details.

Server and cluster failover behavior

HPOM for Windows monitors the availability of server components such as the Windows Management
Interface (WMI), the server itself, and the cluster resource group (if your environment contains clusters.)

In the event of a failure of one or more of these components, some activities may be temporarily
unavailable, until WMI or the server is restored. See Related Topics for details.

Related Topics:

Specify nodes to be managed

Configure general information for managed nodes
Configure network information

Configure alias names

Configure system information for managed nodes
Configure tools for managed nodes

View outage information for managed nodes

Add node to node group after upgrade from Windows 2000 to Windows 2003 management server
View node group properties

View policy and package inventory

Manual installation of HTTPS agents

Manual installation of DCE agents

Manage intelligent devices

Server or cluster failover behavior
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Specify nodes to be managed

You can specify the nodes in your environment that you want to manage in either of two ways:
m Select nodes to be managed from the list of discovered nodes.

m Create new nodes manually.

Using either method, you configure nodes from which you want to receive:
m status information.

m event and performance-related messages.
m performance data which can be graphed for display in the console.

After you have specified the nodes to be managed, you must configure each node by specifying various
required and optional properties. When configuration is complete, your selections will display as managed
nodes in the console tree Nodes folder.

Related Topics:

Create a new node

Select nodes from discovered nodes list
Configure general information for managed nodes
Configure details for managed nodes

Configure tools for managed nodes

Create a new node group
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Select nodes from discovered nodes list

To select nodes from the Discovered Nodes list

HP Operations Manager automatically discovers all the nodes in your environment, providing the nodes are
up and running. You can drag and drop or cut and paste selected discovered nodes to the list of managed
nodes.

1. Open the Node Configuration editor, if it is not already open.
2. From the Discovered Nodes list, select the node or node group you want to manage and drag it or

copy and paste it to the Managed Nodes list. Required fields for these nodes or node groups are filled
in automatically for you.

Discovered node groups can be Domain Name System (DNS) nodes, Microsoft Windows Network
nodes, or Unmanaged Nodes with Agents. Unmanaged Nodes with Agents are nodes where the agent
software has been manually installed.

Y NOTE:

HPOM for Windows uses the computer's domain suffix as the default DNS domain. The domain
suffix must be set properly in order for the default domain to display. Follow the steps below to
specify the domain suffix.

3. To configure the node, select it from the Managed Nodes list and double-click to open the Node
Properties dialog box.

To set the domain suffix:

1. On your desktop, right-click My Computer and select Properties from the shortcut menu to open the
System Properties dialog box.

2. Select the Network Identification tab and click Properties to open the Identification Changes
dialog box.

3. Click More to open the DNS Suffix and NetBI1OS Computer Name dialog box.
4. Type in the domain suffix for your computer.

5. Click OK to close the dialog boxes and confirm your changes.
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Create new nodes

You can create a new node , rather than select from the Discovered Nodes list. Perhaps the node you want
to add is not included in the Discovered Nodes list and so is not available for selection. In that case, you
can add a new node manually.

To add a new node

1. Open the Node Configuration editor if it is not already open.

2. From within the Configure Managed Nodes dialog box, select the Nodes folder in the managed
nodes list.

3. Right-click to open the shortcut menu.

4. Select New Node to open the Node Configuration wizard which you use to configure the new node.
The Base Settings page displays by default.

5. In the Base Settings page, type the fully-qualified domain name in the box provided and click Next .
You must supply this information to proceed. The system will discover information about this node and
display it in the following page.

6. Continue to specify the settings you want for this node as you proceed through the wizard pages, or
click Expert Mode to open the Node Properties dialog box where you can specify the following
settings:

e General: Provide a required caption and an optional description.

e Network: Provide the required primary node name and optional Communication Path and Domain
information.

¢ Message Identification: Display or create aliases for the selected node.

e System: Provide the required system type, operating system, and version, and optional
manufacturer, model, and owner name and phone number. If a primary node name is entered on
the Network tab, the system type, OS type, and OS version are automatically filled in for you. See
System type, OS type, and OS version information for details.

e Tools: Associate a tool or tools with a node or node group.
e Node Groups: Shows all node groups that contain the selected node.
e QOutage: View outage information for the selected node.

7. Click Apply as you finish with a tab to apply your changes.

8. Click OK to confirm your changes and close this dialog box.
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9. Click Cancel to close the dialog box without saving your changes.

To delete a node

1. Select the node you want to delete in the Configure Managed Nodes dialog list.

2. Right-click to open the shortcut menu. Select Delete .
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Create new node groups

A node group is a logical group of internal and external nodes managed by operators. The administrator can
apply a consistent set of tools, reports and graphs, and policies to this logical group. A single node can
belong to many groups.

To add a node group

1. Open the Node Configuration editor if it is not already open.

2. From within the Configure Managed Nodes dialog box, select the Nodes folder in the managed
nodes list.

3. Right-click to open the shortcut menu.

4. Select New Node Group to open the Node Group Properties dialog box which you use to configure
the new node group. The General tab displays by default.

5. Configure the new node group as necessary using the tabs in the Node Group Properties dialog box:

e Node group General information properties
e Node group Tools properties
e Node group Reports and Graphs information properties
e Node group Deployment properties
6. Click Apply as you finish with a tab to apply your changes.
7. Click OK to confirm your changes and close this dialog box.

8. Click Cancel to close the dialog box without saving your changes.

To delete a node group

1. Select the node group you want to delete in the Configure Managed Nodes dialog list.

2. Right-click to open the shortcut menu. Select Delete .
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Check prerequisites for managed nodes

Prerequisite checking tests a node's manageability before it is brought under management. You can run a
prerequisite check in the following ways:

= Automatically

When you install an agent, the installation process automatically performs a prerequisite check, unless
you clear the Run prerequisites check automatically during job execution check box in the Agent
Installation dialog box.

= Manually

You can start a prerequisite manually by selecting Run Prerequisite Check in the shortcut menu in the
Configure Managed Nodes window, or by running the command line tool ovowreqcheck .

To launch the prerequisite check manually

1. Open the Node Configuration editor, if it is not already open.
2. Select a node or nodes in the managed nodes list.
3. Right-click to open the context menu.

4. Click Run Prerequisite Check.

To view the results of the prerequisite check

1. When the prerequisite check begins, the Prerequisite Check Component dialog box opens and
displays the following information:

e Status: The Status column indicates the status for each listed node.

View status options

e Node: The Node column displays the fully-qualified domain name or IP address of the node to be
checked.

e Result: The Result column gives a brief description of the results of the check. You can see further
details by clicking on the individual node name to display information in the Description box, which
displays both requirements and recommendations.

View typical results messages

2. When the prerequisite check completes, click OK to close the dialog box.

To see if the check passed or failed
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1. From the console tree, select the node on which the check was run.
2. Right-click to open the context menu and select Properties to open the Properties dialog box.

3. Select the System tab and view the Prerequisite Check Passed check box for the status of the
prerequisite check.

You can get the same information in the Node Configuration editor by selecting a node in the list of
managed nodes and right-clicking on a name. Select Properties from the context menu and then the
System tab in the Node Properties dialog box. The results of the prerequisite check appear in this dialog.

To restart the prerequisite check

If no check is currently running, you can restart the check after you have corrected any problems
encountered by the original prerequisite check.

1. In the Prerequisite Check Component dialog box, select the nodes on which you want to run the
check again. You can select more than one node.

2. Right-click to open the context menu.
3. Select Restart . The prerequisite check will run again on the selected nodes.
4. To cancel the check, right-click to open the context menu and select Cancel .

5. To copy the contents of the node list, right-click to open the context menu and select Copy .
To sort the columns

If no prerequisite check is in progress, you can sort by status, node, and result columns by clicking on the
column. For example, clicking the Status column arranges the nodes according to status such as passed or
failed.

Requirements not checked

The following requirements must be checked manually on DCE agents:
m On Tru64 systems :

Required patches on TruCluster

DCE on TruCluster
m On Linux systems :

Kernel features
m On HP-UX systems :

All kernel parameters except for nfile and nflocks

D 1ip:
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To run the prerequisite check on Windows Vista nodes, you must first enable the Remote Registry service
on the node. (On Windows Vista nodes, this service is by default disabled.)

Related Topics:

m ovowreqcheck
m ovoreqcheckagt

m Configure System information for managed nodes
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Delete, copy, and move managed nodes

You can easily delete a node from the managed nodes list. You can also move a node to another node group
or copy a node to more than one node group.

% NOTE:
Node groups with identical names that exist more than once at different locations in the console tree are
stored on the server as a single data unit.

To delete a managed node

1. Open the Node Configuration editor if it is not already open.

2. In the Nodes list, either select the name of the node or node group you want to delete and press the
Delete key or right-click to open the shortcut menu and select Delete . If you are deleting the only
instance of the node, a message box opens to explain what happens when nodes are deleted and how
to handle policies and packages on the deleted node.

Confitm Delels B

Drabaiting this rode will remose it and the services hoshad on &, from Bee managemant server ivantory. Policies and Package: on
this managed node will not be: avkomatically removed, but invertony mformation about the node wall be remoned From the
management server's detabase. |t is advised to remove polbicies and packages before removing the: node.
Ape pou sule poul wanl b remeve the node HT-TS2Z?

] He |

If you are deleting a copy (shortcut to the node), the following message box appears.

Confirm Delete

Are you sure wou wank bo remove this reference to the managed node 'ROS53207TST [Management Server]'?

3. Click Yes to continue the delete operation. The selected node is removed from the list of managed
nodes.

4. To cancel the delete operation, click No .

To move a managed node

1. Open the Node Configuration editor, as explained above in Step 1.
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2. Right-click the name of the node you want to move to another node group to open the shortcut menu.
3. Click Cut to remove the node from the selected group.
4. Select the node group you want to move the node to.

5. Click Paste Shortcut to place the node in the selected group.

If you decide to delete this node, you will see the same error message shown in Step 2 of To Delete a
Managed Node.

To copy a node into one or more additional node groups

1. Open the Node Configuration editor.

2. Right-click the name of the node you want to copy to another node group to open the shortcut menu.
3. Click Copy .

4. Select the node group to which you want to copy the node.

5. Right-click to open the shortcut menu.

6. Click Paste Shortcut . The node appears in the second node group.

If you decide to delete this node, you will not receive a message. You are deleting a shortcut to the
node, not the node itself, which still exists in the original node group.
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Change names and IP addresses

You may find it necessary to change the names and IP addresses of various system components, such as the
management server or managed nodes. You can:

m Change the IP Address of a node

m Change the Fully-Qualified Domain Name (FQDN) of a node

m Change the IP address of the management server

m Change the Fully -Qualified Domain Name (FQDN) of the management server
m Change the management server in a cluster

m Change the FQDN or IP address in a flexible management environment

Change the IP address of a managed node

Follow these steps on the managed node:

1. For DCE nodes only, check to see if the OPC_IP_ADDRESS setting is set in the opcinfo or nodeinfo file.
The location of this file will be different, depending on your operating system.

% NOTE:
HPOM does not set the OPC_IP_ADDRESS setting per default. If the OPC_IP_ADDRESS is manually
created, be sure to update it.

2. Change the IP address, and reboot if required by your OS.

3. If you are changing the IP address of a DCE node and a reboot is not required by the OS, stop and
restart the agent using opcagt -kill and opcagt -start so that the DCE agent uses the new IP address.

4. Check the Network tab of the Node Properties dialog box for the node:

If Notify management server if node communication address changes is selected, then no
further action should be required. Check to see if the new IP address is shown in the IP address field. If
not, correct the IP address.

5. If Notify management server if node communication address changes is not selected, but IP
address is selected, then you need to correct the IP address manually.

6. If Domain Name(FQDN) is selected, verify that the old name resolves to the new address and leave
the setting unchanged.

% NOTE:
By default, after the management server resolves a node's domain name to an IP address, it stores
this IP address in its node cache to increase performance. If Domain Name(FQDN) is selected,
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but Notify management server if node communication address changes is not selected, and
you then change the node's IP address, the management server might continue to use the old IP
address from its cache. To rebuild the management server's node cache, restart the
OvEpMessageActionServer service. (For more details, see Optimize HPOM node name resolution .)

Change the Fully-Qualified Domain Name (FQDN) of a managed node

Follow these steps on the managed node to change the FQDN. During this process you may see several error
messages stating that the agent cannot read the encrypted policies. After you have changed the name,
reinstall the agent packages on the node to resolve the problem.

1. Change the name of the node and reboot if required by your OS.

2. On Windows nodes with DCE agents only. Change the name of the node in the following registry key:
HKEY_LOCAL_MACHINE\SOFTWARE\Hewlett-Packard\OpenView\ITO\Hostname
3. Check the Network tab of the Node Properties dialog box for the node:

If the old name of the node was specified in the Primary node name field, correct it.

If Notify management server if node communication address changes is selected, then no
further action should be required. Check to see if the new node name is shown in the Domain
Name(FQDN) field. If not, correct the name.

If Notify management server if node communication address changes is not selected, but
Domain Name(FQDN) is selected, then you need to correct the name manually. Make sure that the
new name resolves to the IP address of the node.

4. Check also the Message ldentification tab to see if the old name of the node was specified there. If
yes, correct it.

5. Optional. Change the display name of the node in the General tab.

6. For DCE nodes only. The agent encrypts several files using its short node name. If this changes, then
the agent cannot read the encrypted files (policies, agent registration) anymore. Therefore the agent
must be reinstalled.

¢ On Unix nodes: reinstall the agent manually.

e On all nodes: run All Tasks —=Reinstall/Update... . In the Reinstall / Update Options dialog box,
select Reinstall and Scope: All to update the policies. This also reinstalls the agent on Windows
nodes.

Change the IP Address of the management server

% NOTE:
The management server does not support running with dynamic IP address allocation (DCHP).
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1. If the IP address of the management server is used in server-to-node communication, open the
properties of the node and change the IP address in the Network tab.

2. Change the IP address, and reboot if required by your operating system.

3. After you have changed the IP address, the old license cannot be used any more. You can temporarily
use the 60-day trial license. However, you should move the license to the new IP address as soon as
possible. Visit http://webware.hp.com/welcome.asp (— Move license to new server). You will need the
original HP order number, the old IP address of the management server, the new IP address and the
new hostname to successfully order a new license.

Change the Fully-Qualified Domain Name(FQDN) of the management
server

1. Deploy a flexible management policy to the nodes from the current management server to configure
the management server's new name as a secondary management server of the nodes.

For more details, see Configure action-allowed and secondary managers .

2. Prepare all agents. To switch the name of the management server on every node, go to Tools — HP
Operations Manager Tools and use the Switch Management Server tool.

Each node must be able to resolve the new management server name. For details, see the help topic
Resolve the IP address of the management server .

3. Stop all agent processes on the management server:

opcagt -kill

4. Exit all consoles and stop all management server processes:

vpstat -3 -r STOP

5. Open a command prompt on the management server and enter:

ovconfchg -edit

A text editor starts and displays the settings file.

6. Search for all occurrences of the old management server name and replace them with the new name.
Then save your changes and close the text editor.

7. Use regedit to update the following registry keys. Change the old management server name to the
new one:

o HKLM\SOFTWARE\Hewlett-Packard\OVEnterprise\ManagementServer\DBAccess\OvOWInstance
o HKLM\SOFTWARE\Hewlett-Packard\OVEnterprise\Management Server\MsgActSrv\MGMT_ SERVER

e HKLM\SOFTWARE\Hewlett-Packard\OVEnterprise\Management
Server\MsgActSrv\NAMESRV_LOCAL_NAME

8. Change the hostname and reboot the system.
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9. Start the console and connect to the new management server name.

10. Check the Network tab of the Node Properties dialog box for the management server:

If the old name of the management server was specified in the Primary node name field, correct it.

Check also the Message Identification tab to see if the old name of the management server was
specified there. If yes, correct it.

If Domain Name(FQDN) is selected, verify that the new name resolves to the IP address of the
management server.

Optional. Change the display name of the management server on the General tab.

11. Update the Windows DCE agent package with the new server name:

Open a command prompt and enter:
SetMgmtServer

The output will be similar to this:
setmgmtserver

Agent package "C:\Program Files\HP
OpenView\\packages\Windows\OvEpMsgActAgt.FM*"

Management server name was updated from "old_serv.rose.hp.com”
to "hpom_serv.rose.hp.com*®

SYSTEM account installation: enabled

Authentication enforcement: disabled

Forced user account switch: disabled

12. In the flexible management policy editor, delete the old management server name from the flexible
management policy, and redeploy the policy.

Change the Fully-Qualified Domain Name (FQDN) of the management
server in a cluster

1. Before performing a change in the IP address, check to see whether any node is using the variable
OPC_RESOLVE_IP to get the IP address of the management server. If so, those nodes have to be
updated before performing the change on the management server. If the host name of the
management server changes, be sure to also switch the management server name on all managed
nodes using the "Switch Management Server" tool located in Tools — HP Operations Manager
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Tools

Each node must be able to resolve the new management server name. For details, see the help topic
Resolve the IP address of the management server .

2. Update the following registry keys with the virtual server name on all physical systems:

o HKLM\Software\Hewlett-Packard\OVEnterprise\Management Server\MsgActSrv\MGMT_SERVER

o HKLM\Software\Hewlett-Packard\OVEnterprise\Management
Server\MsgActSrv\NAMESRV_LOCAL_NAME

o HKLM\Software\Hewlett-Packard\OVEnterprise\Agent\ManagementServer
o HKLM\Software\Hewlett-Packard\OpenView\Common\MgmtServerName

3. Update the registry key HKLM\Software\Hewlett-Packard\OpenView\Common\MgmtServerIP with the
virtual server IP address.

4. Optional. If HP Reporter is installed, update the server name on all physical systems:

a. In the console tree, right-click Operations Manager , and then click Configure—sServer... .
The Server Configuration dialog box opens.

b. click Namespaces , and then click Reporter Integration . A list of values appears.
c. Update the value Server name with the virtual server name.
d. Click Apply .

5. Start the Cluster Administrator from Administrative Tools .

6. Select the HPOM group and take it offline.

7. If the IP address, host name, or both have changed, open the HPOM IP Address resource or the HPOM
Network Name resource and change the parameters of the resource accordingly.
8. Run the following command:

SetMgmtServer.exe /servername <virtual HPOM server name=>
9. In the Cluster Administrator, take the HPOM group online again.

10. If not only the virtual IP/host name changed, but also the IP/host name of the physical hosts changed,
follow the steps shown in Change the Fully-Qualified Domain Name (FQDN) of a node .

Change the FQDN or IP address in a flexible management environment

m Change the management server

The basic procedures to change the IP address or Fully-Qualified Domain Name (FQDN) of a management
server in a flexible management environment are the same as for standalone servers. In addition, update
the flexible management policies with the new IP address or FQDN of the management server and deploy
them as necessary.
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m Change the managed nodes

If Notify management server if node communication address changes is not selected in the node's
properties, you must manually update the node's properties on all servers in the environment. The easiest
way to achieve this is to modify the node properties on one management server, and then use the
ovpmutil tool to download and upload the node information.
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Agent ID on server and node mismatch

In the event that the agent ID on the server and the node do not match, you may see error messages that
refer to "agent ID mismatch”, and you will notice communication problems between the managed node and
the management server . This can occur if you delete a node and then add it back again.

If you know the correct agent ID, open the Node Configuration Editor and type it in the Modify Agent ID
box in the Advanced Configuration dialog box. If you do not know the agent ID, you can correct an agent
ID mismatch with this procedure:

To correct an agent ID mismatch

1. As a user with administrative privileges, stop the agent using this command:

opcagt -kill

2. On the managed node, delete the files:
e On AIX: /var/lpp/0V/conf/0OpC/agentid
and if present: /var/lpp/0V/conf/0OpC/managedNodeld.txt

e On HP-UX, Linux, Sun Solaris, and Tru64 UNIX: /var/opt/0V/conf/0pC/agentid
and if present: /var/opt/0V/conf/0pC/managedNodeld. txt

e On Windows: %0vAgentDir%\conf\OpC\agentid
and if present: %OvAgentDir%\conf\OpC\managedNodeld. txt

3. On the managed node, delete the OPC_AGENT_ID<agentGUID> from the nodeinfo file using a text
editor. The nodeinfo file is located in conf/0OpC/nodeinfo.

For example, you would delete the text OPC_AGENT_1D617a0010g90f-71d7-0666-00899d4000 up to
the carriage return symbol. Do not delete the OPC_NODE_TYPE that appears after the carriage return
symbol or any text that follows the OPC_NODE_TYPE .

4. As a user with administrative privileges, restart the agent using this command:

opcagt -start

5. On the management server, open the Node Configuration editor and select the node with the
mismatched agent ID. Right-click the node and select Properties — General —= Advanced
Configuration . In the dialog box, select Modify Agent ID , then remove the agent ID.

6. Deploy any policy to the managed node. A new agent ID will be created.

Handling of messages with no or an empty agent 1D

If the node name or IP address of the node matches a node that is known to the management server,
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messages are accepted even if they have no agent ID or if the agent ID is set to null. This may be the case if
older versions of the agent are attempting to send messages to the management server. This behavior can
be changed by modifying values in the Server Configuration dialog box.

In the console tree, right-click Operations Manager , and then click Configure—Server... . The Server
Configuration dialog box opens.

In the namespace Message Action Server Message Filter , you can change the following values:

m Discard messages with empty agent ID
If this value is set to TRUE, all messages that come from an agent that does not yet have an agent ID
assigned are discarded. The default value is FALSE.

m Discard messages with no agent 1D
If this value is set to TRUE, all messages that come from an old agent (for example VPO 5.x, VPO 6.x,
VPW 6.x) that has no agent ID functionality are discarded. The default value is FALSE.

m Allow actions in messages with no agent ID
If this value is set to TRUE, all messages coming from an old agent (for example VPO 5.x, VPO 6.x, VPW
6.x) are not preprocessed. That means, the operator-initiated and the automatic commands being part of
the message will not be removed. The default value is FALSE.

Related Topics:

m Change server configuration values
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Resolve the IP address of the management server

The information reported on the management server and on the managed node must match. If you are using
DNS in your environment, you must modify your DNS server configuration to ensure that the information
matches. Follow this procedure on the management server and the managed node to find out if name
resolution is properly configured.

1. On the management server, determine the DNS domain and IP of the management server by typing
the following command:

ipconfig Zall
Note the following information:
Host Name :kurbis

Primary DNS Suffix :veg.com

IP Address :204.174.18.152

2. On Windows 2003 managed nodes, resolve hostname with DNS by typing these commands:

a. Purge the DNS cache by typing:

ipconfig /flushdns

b. ping kurbis

c. Display the DNS resolution cache by typing this command:
ipconfig /displaydns

Note the following information:

scavenger

Record Name: kurbis.veg.com
Record Type: 1

Time To Live: 42560

Data Length: 4
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Section: Answer

A (Host) Record: 204.174.18.152

3. If you are using WINS, check the following:

e Purge the WINS cache by typing this command:
nbtstat -R

Successful purge and preload of the NBT Remote Cache Name Table.
e ping "kurbis "

The quotes and space behind the name are required to force resolution through WINS.
o Display the WINS name resolution cache by typing this command:

nbtstat -c

Note the following information:

Node IpAddress: [15.136.3.33] Scope 1d: [1

NetBl10OS Remote Cache Name Table

Name Type Host Address Life (sec)
kurbis <00>  UNIQUE 204.174.18.152 567
If the NetBIOS name is found and IP equals management server, then the node can resolve the IP

address through WINS. If not, you must modify the configuration of your WINS server to ensure that it
matches.
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Add node to node group after upgrading from Windows 2000 to
Windows 2003

After you upgrade a node from Windows 2000 to Windows 2003, the node does not automatically move to
the Windows 2003 node group and the managed node does not appear in the service map. Follow the steps
below to have the managed node appear in the service map after a platform upgrade.

To display a node in the service map after a platform upgrade:

1. Manage (Add) a Windows 2000 server node from the HPOM server console. After the node is added, it
appears in the service map under "Windows 2000."

2. Upgrade the managed "Windows 2000 server" node to "Windows server 2003."
3. From the HPOM server console, launch the Node Configuration Editor .
4. Navigate to HP Defined Group — Windows — Windows 2000 —=<Managed Node >
5. Select the managed node; right-click to open the context menu.
6. Select Properties to open the Node Properties dialog box.
7. Click the System tab.
8. From the Operating System list, select Windows Server 2003.
9. From the Version list, select 5.2.
10. Click OK to add the managed node to the Windows Server 2003 node group.

11. Remove the two discovery policies WINOSSPI-MSWINSys_AutoDiscovery and WINOSSPI-
MSWINApp_AutoDiscovery from the managed node.

12. Go to the Configure Services dialog box and delete the old services for the node.

13. Deploy the two discovery policies WINOSSPI-MSWINSys_AutoDiscovery and WINOSSPI-
MSWINApp_AutoDiscovery to the managed node.
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Discover managed nodes

HP Operations Manager for Windows automatically discovers Windows and UNIX nodes in your enterprise
environment and displays their names in a list of discovered domains in the Configure Managed Nodes
dialog box. Click the + sign beside any domain name in the DNS folder to expand the list and see the nodes
it contains.

Discovery is dynamic, so that when a domain is discovered, new nodes are automatically included in the
Discovered Nodes list. When you first expand the domain, the new nodes appear in the list. The list is
updated each time the Node Configuration editor is reopened. An asterisk (*) indicates required
information.

To quickly locate a specific node in long lists, expand the domain (for example, DNS) in the console tree and
type the name of the node you want to find. As you type, the system locates the node for you. This method
works within the Configure Managed Nodes dialog box also. In either the left or right pane, expand the

node list and begin typing the name of the node you want to find. It will appear selected in the list of nodes.

To configure DNS discovery

1. Select the Nodes folder in the console tree.

2. Click Q to open the Configure Managed Nodes dialog box. Discovered nodes display in the

Discovered Nodes list.

3. To add a new domain, select the DNS folder in the Discovered Nodes list and right-click to open the
shortcut menu.

4. Select New Domain to open the DNS Domain Properties dialog box.

5. In the Domain Name box, enter the name of the domain as you want it to appear in the Discovered
Nodes list.

6. In the Domain Server box, enter the DNS server name for the domain you are adding.

7. Click OK to confirm your changes and close this dialog box.

3 NOTE:

In a DNS/ADS environment, it is possible for the Windows domain controller to register a few A records
(phantom nodes) in the DNS server, which may cause phantom nodes to appear in the Configure Nodes
dialog box. These are aliases; it is not recommended that you bring these under management. To
manage an ADS environment, you should use ADS discovery, where these aliases will not be visible. For
more detail, see the ADS discovery example .
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To edit an existing domain

1.

In the Discovered Nodes List , select the name of the domain you want to edit.
Right-click to open the shortcut menu.

Select Properties to open the DNS Domain Properties dialog box.

Edit the displayed information.

Click OK to save your changes and close this dialog box.

Troubleshooting

To set up HPOM to select discovered DNS nodes through the Configure Managed Nodes editor, you configure
the DNS domains you want to view along with the appropriate DNS server for each domain.

If, after adding a new DNS domain, you are having trouble expanding your view of the domain in the
interface, follow these steps to make sure your configuration is correct:

1.

2.

Verify that you have specified the correct DNS server.

Verify that the DNS server is set to Allow Zone Transfers. If you receive "Discovery failed" errors, the
DNS server may not be configured to Allow Zone Transfers.

Run the tool nslookup as follows to verify that you can see the nodes:

c:\>nslookup
>server
>ls

If you are unable to see the nodes through nslookup (that is, you receive "Query Refused" or "Non-
existent domain"), then verify your basic DNS configuration or Active Directory configuration by
following the procedures in your Windows Server documentation. The Microsoft Windows
documentation provides examples of configurations that could affect your ability to view new nodes.

Related Topics:

= SNMP discovery
m ADS discovery example
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SNMP discovery

In order for system type, OS type, and OS version to be automatically determined when a node is put under
management, the managed node must meet following requirements:

= All managed nodes

e An SNMP service/daemon must be running on the managed node.

e At least the management server must have access permissions to the SNMP object "system" on the
managed node.
Some operating systems (for example, Sun Solaris) allow limiting access to the "system&quot SNMP
object (for example, localhost only), which can prevent the management server from determining the
information. Consult the SNMP manuals for information about a specific operating system.

®» Windows managed nodes

e Must have at least READ ONLY access to the community name "public”.
e The option "Accept SNMP packets from any host" must be enabled.

® Linux managed nodes
Because the SNMP daemon does not give you the exact distribution version of the Linux OS, HPOM
performs an additional check using a telnet protocol. After HPOM determines (through the SNMP daemon)
that the system is a Linux OS, it performs a telnet emulation to obtain information from the telnet
welcome string.

You can easily change the telnet welcome string on a Linux system so that if the Configure Nodes dialog
box reports that the OS version of a Linux system could not be determined, you do not need to supply it
manually.

If the system type, OS type, and OS version cannot be determined automatically, you can specify it
manually.

% NOTE:

It is important to correctly supply the system type, OS type, and OS version information. If you do not,
you may see attempts to deploy the agent packages of the wrong architecture or errors related to auto-
deployment of policies of the wrong architecture.

Change the SNMP community name

By default, the management server uses the "public" community name to connect to SNMP on a target node
and get the system type, OS type, and OS version information. If this community name is changed to
something other than "public" on nodes that are to be managed, the management server needs to be
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informed about this community name in the following way:

1. Start Notepad.

2. Write this line to the empty Notepad document:

SNMPCommunityName=<your_community_ hame>

Replace <your_community_name> with the community name that you are using. For example, to use
"private” as the community name, specify SNMPCommunityName=Private .

3. Choose File —= Save As . In the Save As dialog box, navigate to the %0vShareDir%\conf\DNSDisc
directory and save the file as follows:

File name: dnsdscr.ini
Save as types: Text documents (*.txt)
Encoding: ANSI

To revert to using the "public" community name, do one of the following:
m Change the above line in the dnsdscr. ini file to:

SNMPCommunityName=public

m Delete the file dnsdscr.ini from the %0OvShareDir%\conf\DNSDisc directory
Manage intelligent devices

Using SNMP, you can manage intelligent SNMP devices such as printers, routers, and computers with
unsupported operating systems and manage them from HPOM.

Related Topics:

m Discover managed nodes
m Manage intelligent devices
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Specify 1P Range for DNS discovery

HPOM provides dynamic discovery of Windows and UNIX nodes in your enterprise environment and displays
their names in a list of discovered domains in the Configure Managed Nodes dialog box. Click the + sign
beside any domain name in the DNS folder to expand the list and see the nodes it contains.

You can create a new list of nodes by specifying a range of IP addresses to be included in the list.

To include a range of IP addresses

1. To specify a range of IP addresses to include, select the DNS folder and right-click to open the shortcut
menu.

2. Select New IP Range to open the IP Range Properties dialog box.

3. In the Name box, enter a name to identify the range of IP addresses you are creating, as you want it
to appear in the Discovered Nodes list.

4. In the Enter the Range of IP Addresses to Include boxes, enter a range of IP addresses. Only
nodes with the specified IP addresses will appear in the Discovered Nodes list when the item is
expanded.

5. Click OK to confirm your changes and close this dialog box.

To edit the IP range

1. In the Discovered Nodes List , right-click the IP range you want to edit and select Property to edit
the IP range.

2. Click OK to save your changes and close this dialog box.
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Filter domain view

You can filter the view of a large domain by specifying criteria for nodes that you want to group into a logical
display. Nodes that fit the criteria are grouped into a folder under the selected domain in the Configure
Managed Nodes dialog box, making it easy to see which nodes belong to a particular system type, OS type,
and version.

To specify filter criteria

1. Open the Node Configuration editor if it is not already open.

2. Click the + sign beside a network folder to expand it and display a list of domains.

3. Right-click a domain name to open the shortcut menu.

4. Select New Discovery Folder to open the Discovered Node Folder dialog box tab.
5. In the Display Name box, type a name for the domain filter folder.

6. Inthe Node name contains box, type any text that the names of the nodes you want to filter for
have in common. For example, if several of your node names contained the text "murr", nodes named
"murr59544”, "testmurr59544", and "murr” would all be listed in the filter folder.

7. In the IP Address box, choose Include Range , Exclude Range , or Any . This IP range is different
from the IP range set in the IP Range Properties dialog box and is created and modified only within
this property page.

8. In the Platform tab, select the System Type you want to filter for.

The Operating System and Version selections are only available if the HP NNM Adapter is installed on
your management server. Otherwise, they are dimmed and unavailable.

9. Select one of the options for version selection. The default when an OS version other than "Any" or
"Unknown" is selected is Include only the selected version of the operating system.

10. Click Apply to see the results of your changes.

11. Click OK to confirm your selections and close this dialog box.

You will see a message box saying that the system is retrieving nodes in the selected domain. A counter
tallies nodes that meet the filter criteria as they are discovered. A folder with the filter name you specified
appears in the Discovered Nodes pane under the selected node.

To cancel the discovery operation, right-click in the Discovered Nodes pane and select Cancel Discovery .

To delete a selected group of filtered nodes, right-click to open the shortcut menu and select Delete .
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ADS discovery example

When enumerating a DNS server that serves an ADS domain, some phantom nodes seem to appear in the
Configure Nodes dialog box. For example, in expanding the domain demonet.com, among the normal
nodes displayed were the nodes demonet.com and gc._msdcs.demonet.com. An excerpt from the nslookup
output for that DNS server is shown below:

Nodes Record Type IP Address

demonet.com A 211.70.73.161

demonet.com A 211.70.73.68

demonet.com A 211.70.73.139

demonet.com NS server = gilligan.demonet.com
demonet.com NS server =

professor.mobile.demonet.com

demonet.com NS server = luvie.demonet.com
demonet.com NS server = maryanne.demonet.com
gc._msdcs A 211.70.73.144

gc._msdcs A 211.70.73.68

gc._msdcs A 211.70.73.139

gc._msdcs A 211.70.73.161

gc._msdcs A 211.70.73.4

maryanne A 211.70.73.161

luvy A 211.70.73.68

gilligan A 211.70.73.139

Both demonet.com and gc._msdcs.demonet.com are present as "A" records in the DNS server, which means
that the server treats them as normal nodes. In reality, these nodes are aliases to a real DNS node, a
domain controller. The demonet.com record of type "A" is an alias to the IP of the domain controller. The
gc._msdcs.demonnet.com "A" record is an alias to the IP of the node that takes care of the ADS Global
Catalog (again, a domain controller.)

The situation is one of different DNS names but the same IP, which is permissible. While it is possible to
bring these nodes under management, it is not recommended. The effective way to manage your ADS
environment is to use ADS discovery, where these aliases are not visible.
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Configuring node information

When you bring a node under management, as part of the process you must specify detailed information
about that node.

Related topics:

Configure General information for managed nodes
Configure System configuration for managed nodes
Configure Network configuration for managed nodes
Configure Outage information for managed nodes
Configure Messages configuration for managed nodes
Configure Tools configuration for managed nodes
View node group information
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Configure general information for managed nodes

Each managed node must be uniquely identified by specifying properties for that node. Use the General tab
in the Node Properties dialog box to specify details that identify each managed node. Required information
is specified.

1. In the list of managed nodes, select the node you want to configure.
2. Right-click to open the shortcut menu.

3. Select Properties to open the Nodes Properties dialog box, which displays the General tab by
default. The automatically generated unique ID (GUID ) for the selected node appears at the top of the
dialog box.

4. In the Display Name box, enter the label (display name) for the managed node. The caption appears
in the Managed Nodes list. This information is required and is automatically entered if you selected
the node to be managed by dragging and dropping the node name from the Discovered Nodes list to
the Nodes list in the Configure Managed Nodes dialog box.

5. Enter any comments or additional information in the Description box. This information is optional.

6. Enter the name of the node owner or administrator in the Owner Name box. For example, enter the
name of the critical person to contact. This information is optional.

7. In the Contact Details box, enter the owner's phone number, pager number, or email address for the
person you specified in the Owner Name box. This information is optional.

8. In the Manufacturer box, enter the hardware maker's name. For example, you might enter HP. This
information is optional.

9. In the Model box, enter the model name or number of the selected system. For example, you might
enter Kayak XA for an HP system. This information is optional.

10. Click Advanced Configuration to open the Advanced Configuration dialog box, which displays the
following information:
e Modify Agent ID: The GUID of the agent that resides on this node. If you change this ID, you will

see a message warning you that you may no longer receive messages if the agent ID is incorrect .

e Modify Certificate State: Shows whether the HTTPS node has the certificates it requires to
communicate securely with the management server. You only need to update the certificate state
manually to troubleshoot certificate problems (for example, if you deploy certificates to this node
manually, but network problems prevent the agent from notifying the management server of this).

View certificate states
11. Click Apply to apply your changes.

12. Click OK to apply your changes and close this dialog box.
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13. Click Cancel to close this dialog box without saving your changes.

14. Select the Network tab to continue configuring this node.
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Configure network information for managed nodes

Use the Network tab of the Node Properties dialog box to specify the primary node name, communication
path, and domain name. Required information is specified.

1. From the list of managed nodes in the Configure Managed Nodes dialog box, select the node you
want to configure.

2. Right-click to open the shortcut menu.
3. Select Properties to open the Node Properties dialog box.
4. Select the Network tab.

5. In the Primary Node Name box, enter a unique node name. This information is required and is
automatically entered if you selected the node to be managed by dragging and dropping the node
name from the Discovered Nodes list to the Nodes list in the Configure Managed Nodes dialog
box.

When this information is entered or changed, the System Type , OS Type , and OS Version are
automatically modified in the System tab.

& NOTE:

A problem may arise when the primary node name entered here (for example,
rednode.somedomain.hp.com) does not match the network settings on the agent node, which may
not have a primary domain name set. In this case, a short node name (for example, rednode) may
be filled in by the HPOM message infrastructure in the node field of operator-initiated actions. If
this occurs, the operator-initiated action fails because HPOM cannot match the short name from the
message to the fully-qualified name that is in the node database. HPOM reports that it does not
know the node mentioned in the message.

6. Specify your preferences in the Server To Node Communications box. Check Node IP address
obtained automatically (DHCP) if you do not want to use a static IP address.

The server will not cache an IP address it once received for a system, but will do a name resolution
every time a system is contacted. This means that if you specify the name of a system as the
communication path value, and you have checked this box, the given name is always resolved (using
an external name resolution service like DNS) if the node is contacted.

¥ NOTE:

If you do not check this box, the server caches the first IP address it received for a node from a
name resolution service. On subsequent contacts, the server uses the cached IP address instead of
doing another external name resolution. This increases performance for nodes using a static IP
address.

Check Notify management server if node communication address changes if you want the
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server to be aware of IP address changes.

The agent checks each time you start the system to see if the IP address of the system you are
running on has changed. If the answer is yes, this information is sent to the management server,
where the communication path of the corresponding node is updated with the new IP address.

% NOTE:

If the address space of the managed node is different from the address space of the management
server (because they are located in different subnets), it is possible that the management server
cannot use the new IP address it received from an agent. In this case, to prevent errors, do not
check the Notify management server if node communication address changes check box.

If you check this box, selections below it in the dialog box appear dimmed and are unavailable.

7. If you did not make a selection in the Server to Node Communications box, click either the IP
Address or Domain Name FQDN button to specify a communications path. If you select 1P Address
, You must enter the IP address manually.

By default, the Domain Name (FQDN) box displays the primary node name. If you change the
primary node name, the change is reflected in the Domain Name (FQDN) box. You can also enter the
domain name for the node you are configuring in the space provided. The domain can be either a
Windows or IP domain. This information is optional.

If you have multiple IP addresses for a particular node and the communications path would differ from
the Primary Node Name, specify the particular IP address or DNS name that you want.

8. Heartbeat Polling sends a signal to the managed node or contacts the agent on the node to check
whether the node is offline.

System Default means that the management server uses the heartbeat polling setting from the
Server Configuration dialog box. This setting is valid for all managed nodes and is by default "ICMP &
Agent". To override the system default for a managed node, set Polling to Custom , then specify the
Ping Protocol you want to use:

e ICMP & Agent

With this option, the server first attempts to contact the node using ICMP packages to find out if the
node is reachable. If this succeeds, it will contact the agent on the node to find out if the agent
processes are running. When this fails, it will use ICMP packages again to find out if, at least, the
system is alive. As soon as this succeeds, the agent is contacted again. This option is not
recommended for nodes outside of a firewall because ICMP calls are usually blocked by firewalls.

e Agent Only

The management server does not actively contact the node with ICMP pings, but still contacts the
agent on the node. This is the recommended setting for nodes outside of a firewall. The
disadvantage is that in the event of a system outage, the network load is higher than with normal
heartbeat monitoring because the agent connection is still being tried.

e ICMP Only
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The management server sends ping packages (using ICMP) to verify the availability of the agent.
This option is not recommended for nodes outside a firewall because ICMP calls are usually blocked
by firewalls.

9. Set the polling Interval in seconds. This is the interval at which the management server checks
whether the managed node is offline. The minimum is polling interval is 60 seconds, and the maximum
is 28800 (8 hours).

10. Clear Enable Auto Deployment if you do not want HPOM to automatically deploy policies to the node.
HPOM automatically deploys policies to a node when the agent is correctly installed. For HTTPS agents,
a correctly installed certificate is also required; otherwise the deployment job fails.

By default, HPOM automatically deploys certain core policies to nodes. The core policies include
autodiscovery policies that gather service information on nodes. This information is sent back to the
management server to generate a service tree. (You can also automatically deploy additional groups of
policies by associating policy groups with node groups and service types.)

11. Click Apply to apply your changes.

12. Click OK to apply your changes and close this dialog box.

13. Click Cancel to close this dialog box without saving your changes.
14. Select the Messages tab to continue configuring this node.
Related Topics:

m Select nodes to be managed
m Agent health checks
m Disable policy autodeployment
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Configure messages information for managed nodes

In some environments, a node can be known by several names in addition to the primary node name. The
Message ldentification tab of the Properties dialog box displays any other names (aliases)that apply to
the selected node.

To create an alias for a node

1. From the Message ldentification tab, click Add to open the Add New Alias dialog box.

2. In the New Alias box, enter any other names for the node that apply to it. This allows messages to be
generated using any of these names. Any aliases are listed in the Other names for node in browser
messages: group box.

If a node has multiple IP addresses, the IP addresses can also be entered in the New Alias box. This
information is optional.

3. To remove an alias, select it from the list and click Remove
4. Click Apply to apply your changes without closing this dialog box.
5. Click OK to confirm your choices and close this dialog box.

6. Select the System tab to continue configuring this node.
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Configure system information for managed nodes

Use the System tab of the Managed Nodes Properties dialog box to record information about the selected
node's hardware, software, and environment. You need to separately configure details for each managed
node. Required information includes System Type , OS Type , and OS Version , which HPOM fills in for
you, if possible.

) NOTE:

Information for System Type, OS Type, and OS Version is automatically entered if the node was selected
by dragging or copying it from the Discovered Nodes list or if the primary node name is entered in the
Network tab. This information appears when you open the node's property sheet or select Close or
Apply in the Configure Managed Nodes dialog. For manually created nodes, system and OS type
discovery is attempted. There is no system or OS information associated with node groups.

1. From the list of managed nodes in the Configure Managed Nodes dialog box, select the node you
want to configure.

2. Right-click to open the shortcut menu.
3. Select Properties to open the Node Properties dialog box.
4. Select the System tab.

5. In the System Type box, the system type for the selected node has been automatically entered. If the
value cannot be determined, the field will display "Other" and you must enter the correct information.
If the node is of a type that is not supported by HPOM for Windows, this box will display a system type
of Other.

6. The Agent Comm Type box displays one of two communication types (DCE or HTTPS), depending on
the system type.

7. In the Operating System box, the operating system type has been automatically entered. If the value
cannot be determined or is unsupported, this box displays an Operating System of Unknown.

8. In the Bit Length box, the bit length has been automatically entered. There are two choices: 32 and
64 bit.

9. The Agent Binary Format box is automatically filled depending on the system type.

10. In the Version box, the information has been automatically entered. If the value cannot be determined
or is unsupported, this box remains blank. The list box shows the available versions for the selected
operating system. You can select from the list or type in a version not available from the list (for
example, a newly released version).

11. Check the Automatically grant certificate: box if you want the management server to automatically
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12.

13.

14.

15.

16.

17.

grant certificate requests for this node. The HTTPS agent requires certificates, which enable it to
communicate securely with the management server. The node can request these certificates from the
management server.

For this property to take effect, you must also configure the management server to grant certificate
requests automatically.

Certificate State: Shows whether the HTTPS node has the certificates it requires to communicate
securely with the management server.

View certificate states

Prerequisite check: Shows whether the node has passed the prerequisite check. If Passed is not
selected, the prerequisite check has not yet run or has failed.

Click Apply to apply your changes.
Click Close to save your changes and close this dialog box.
Click Cancel to close the dialog box without saving your changes.

Select the Tools < tab to continue configuring this node.
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Configure tools for managed nodes

As administrator, you can specify which tools are available for each managed node. Tools include
applications, scripts, and commands that perform necessary tasks in your environment to resolve problems
and perform routine tasks and maintenance. Available tools are contained in tool groups in the Tools folder
in the HP Operations Manager for Windows console tree. To view tools, select a tools folder to display the
tools it contains in the details pane.

When you first open the Tools folder in the console tree, you see the default tool groups supplied with HP
Operations Manager for Windows. These might be tools provided by SPls, applications such as Excel, or
scripts that perform such tasks as generating a report or checking TCP/IP status. As administrator, you can
create additional scripts and add any other tools you might need to this list to help operators take corrective
actions or get additional information.

Using the Tools tab of the Node Properties dialog box, you select the tools you want to associate with this
node and make available for selection from the Tools folder in the console tree.

To configure tools for managed nodes

1. From the list of managed nodes in the Configure Managed Nodes dialog box, select the node you
want to configure.

2. Right-click to open the shortcut menu.
3. Select Properties to open the Node Properties dialog box.

4. Select the Tools tab. The Tools inherited from node groups box displays a list of tools that are
automatically associated with this node because this node is part of one or more node groups. The list
shows the name of the tool, the node group the tool is associated with, and a description of the tool.

5. To specify additional tools for this node, click Add to open the Associate Tools with Node dialog
box.

6. From the list of tools displayed, select the check box for each tool you want to associate with the node.
You can associate multiple tools with a node. Click OK to close the Associate Tools with Node dialog
box. The tool or tools you selected are added to the list of available tools in the Tools tab of the Node
Properties dialog box.

7. If you want to remove a tool, select the tool from the Tools associated with this node list and click
Remove . The tool is removed from the Tools folder in the console tree and is no longer associated
with the selected managed node.

8. Click Apply to apply your changes.

9. Click Close to save your changes and close this dialog box.
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10. Click Cancel to close the dialog box without saving your changes.

11. Select the Node Groups tab to continue configuring this node.
As administrator, you can create new tools if needed using the Tools Configuration editor, available from
the Configuration Toolbar in your console view or the View menu in the console tree.
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Configure Outage information for managed nodes

Use the Outage tab of the Managed Node Properties dialog box to view outage information for a
managed node. This read-only tab displays the settings established for both unplanned and scheduled
outages.

A scheduled outage meets these criteria:

m Planned to happen
m Recurs at regular intervals for maintenance
m Configured by a policy

An unplanned outage is unexpected and can occur randomly.

Only administrators can put a managed node into maintenance mode. Managed nodes in maintenance mode
by default do not affect the status of their parent node groups.

To view Outage properties for a selected managed node

1. Right-click the name of the managed node for which you want to display properties; this opens the
context menu.

2. Click Properties to open the Properties dialog box for the selected managed node, which displays the
General tab by default.
3. Select the Outage tab to view the following information:

e Current Outage State:

Displays the outage status of the selected managed node. This status will be either "ON ™ or "OFF".

e Unplanned Outage Configuration:

Displays the action that should be taken for Incoming Messages During Outage and Heartbeat
Polling During Outage . Messages can be either deleted or acknowledged. Heartbeat polling can
be set to either "ON " or "OFF".

e Scheduled Outage Configuration:

Displays the action that should be taken for Incoming Messages During Outage and Heartbeat
Polling During Outage . Messages can be either deleted or acknowledged. Heartbeat polling can
be set to either "ON " or "OFF".
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View node group information

The Node Groups tab of the Node Properties dialog box lists the parents of this selected node. Items in
the list appear dimmed; this is a read-only list for your information.
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System type, OS type, and OS version information

When you configure a managed node, the system type, OS type, and OS version for the node are
automatically entered when:

m You configure a managed node by dragging or copying it from the Discovered Nodes list. This is only
auto-discovered when you open the node property sheet or close or apply the Configure Managed
Nodes dialog box.

m The primary node name is entered in the Network tab.

If the value cannot be determined, the fields display "n/a"™ and you must specify the correct information. If
the node is a type that is not supported by HPOM, the System Type field displays a value of "Other".
Supported operating systems are shown on the Software Support Online web site support matrix .

% NOTE:

It is important to correctly supply the system type, OS type, and OS version information. If you do not,
you may see attempts to deploy the agent packages of the wrong architecture or errors related to auto-
deployment of policies of the wrong architecture.

Related Topics:

m SNMP discovery
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View policy and package inventory

The console shows an inventory of all policies and packages deployed to managed nodes. The inventory is
kept on the management server.

To see the policies or packages for a particular node

1. From the console tree, right-click a node name to open the context menu.

2. Select View — Policy Inventory to display a list of deployed policies for that node in the details
pane. Click a policy name to open a read-only version of the policy in the policy editor.

3. Select View —=Packages Inventory from the context menu to display a list of deployed packages for
the selected node in the details pane.
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Configuring external nodes

Nodes for external events are used in HPOM to handle the following types of messages:

m Messages from systems without the need to configure each system in HPOM as a separate managed node.
This is useful for managers in an environment that get messages forwarded from lower level managers,
from another network, or from system management products such as HP Network Node Manager.

m Messages from systems without an installed agent (SNMP devices, for example).

m Messages from new systems in a certain IP subnet (created from SNMP traps), making it possible to get
messages immediately without the need to set them up.

Each external node must be uniquely identified by specifying properties for that node. Use the following
property sheets in the External Node Properties dialog box to specify the unique details that identify each
external node. Required information is specified.

Configure external nodes using the wizard

To quickly configure a new external node, use the External Node Configuration wizard. This will provide
the minimum amount of information you need to bring the external node under management.

% NOTE:

At any time you can exit the wizard by clicking Expert Mode . This returns you to the External Node
Configuration editor, where you can more completely specify the characteristics of this node. You
cannot return to the wizard from the External Node Configuration editor. When you add another
external node, the wizard opens again.

To open the wizard

1. Open the Node Configuration editor if it is not already open.

2. From within the Configure Managed Nodes dialog box, select the Nodes folder in the managed
nodes list.

3. Right-click to open the shortcut menu.
4. Select New External Node to open the wizard.

5. In the General page, type the Display name in the box provided. You must supply this information to
proceed. The caption appears in the External Nodes list. Enter any comments or additional
information in the Description box. This information is optional.
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6. Click Next to continue to specify the settings you want for this node.

7. In the Pattern page, type the pattern that you want the external node to match. The pattern you
create here will be checked against the option you specify in Check pattern against .

The pattern acts as a filter that defines the external node. For example, if the pattern is ROS* then all
messages with node IDs that match this pattern will be associated with the external node and will only
appear in the browser for that node. The first match found determines to which node the message
belongs. When an incoming message matches a node pattern, the evaluation stops and the message
appears in the browser for that node.

Examples:

e To match fully-qualified domain names

To include all IP names in the domain, "deu.hp.com”, use the following example: <*>_deu.hp.com

e To match an IP address range

For example, to set up an IP address range to match all addresses between 15.136.123.5
(including) and 15.136.123.72 (excluding), use the following example: 15.136.123.<5 -le [<#>]
-1t 72>

e To match a specific string

To match a specific string, remember to enclose the string with the () and ($) characters in the
following manner: ASTRING$ . This pattern matches only STRING and excludes similar strings such
as STRING1 or FIRSTSTRING .

‘& NOTE:

Click the button to the right of the Pattern box to help you enter variables and operators for
numeric comparison. Click Test Pattern... to open the Test Pattern dialog box where you can
create a pattern and enter strings to immediately compare your pattern.

8. Specify what the pattern should match in the Check pattern against group box. Choose from Fully
Qualified Domain Name , IP Address , or Node Name . This selection clarifies any possible
ambiguity in the pattern. For example, a pattern like *15* could refer to an IP address like 15.1.2.2,
or to a node name like ROS15test . By selecting IP Address or Node Name , you avoid any confusion
about the meaning of the pattern.

e Fully Qualified Domain Name

If Fully Qualified Domain Name is the pattern choice, the filter will ignore the IP address for this
pattern.

e |P Address

If IP Address is the pattern choice, only valid IP strings are evaluated.

¢ Node Name

If Node Name is selected, the filter matches the node name.

9. Click Next to proceed to the wizard's Order page.
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10. Select Check Before Managed Nodes to have external nodes evaluated before managed nodes. This
can be faster, because it avoids some of the checking that occurs with configured node names. When
this box is checked, messages with node IDs that match the pattern you specified in the previous page
are associated with the external node. If this box is not checked, the managed node takes precedence.

11. The two lists display all external nodes that have been created. The list order shows the order of
evaluation set for incoming messages. The node being edited can be moved from one list to the other
by using the Check Before Managed Nodes check box. Use the Move Up and Move Down buttons
to change this order. The node at the top of the list will be evaluated first. After the first node has
matched, the message is assigned to that node and no further evaluation takes place.

12. Click Finish to complete the configuration and close the wizard.

To configure an external node

1. Open the Node Configuration editor if it is not already open.

2. Inthe Nodes list, right-click the external node you want to configure to open the External Node
Properties dialog box. Use the tabs to display information about the selected node and to configure it:

e General: provide a required caption and an optional description.
e Details: provide the owner information and specify the node match pattern.
e Order: displays the order of evaluation for the existing external nodes.
e Qutage: displays the current outage state.
3. Click Apply as you finish with a tab to apply your changes.
4. Click OK to confirm your changes and close this dialog box.

5. Click Cancel to close the dialog box without saving your changes.
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Configure General information for external nodes

Each external node must be uniquely identified by specifying properties for that node. Use the General tab
in the External Node Properties dialog box to specify details that identify each external node. Required
information is specified.

To configure general information for external nodes

1. In the list of external nodes, select the node you want to configure.
2. Right-click to open the shortcut menu.

3. Select Properties to open the External Nodes Properties dialog box, which displays the General
tab by default. The automatically generated unique ID (GUID ) for the selected node appears at the top
of the dialog box.

4. In the Display Name box, enter the label (display name) for the external node. The caption appears in
the External Nodes list. This information is required.

5. Enter any comments or additional information in the Description box. This information is optional.
6. Click Apply to apply your changes.

7. Click OK to apply your changes and close this dialog box.

8. Click Cancel to close this dialog box without saving your changes.

9. Select the Details tab to continue configuring this node.

Related Topics:
m Configure Details information for external nodes

m Configure Outage Information for external nodes
m Configure Order information for external nodes
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Configure Details information for external nodes
Use the Details tab to provide contact information for the selected external node.

To configure details information and pattern-matching options for
external nodes

1. Type the owner's name and contact details in the boxes provided.

2. Type the pattern that you want the external node to match in the Pattern field. The pattern you create
here will be checked against the option you specify in Check pattern against .
The pattern acts as a filter that defines the external node. For example, if the pattern is ROS* then all
messages with node IDs that match this pattern will be associated with the external node and will only
appear in the browser for that node. The first match found determines to which node the message

belongs. When an incoming message matches a node pattern, the evaluation stops and the message
appears in the browser for that node.

Examples:

e To match fully-qualified domain names

To include all IP names in the domain, "deu.hp.com”, use the following example: <*>_deu.hp.com

e To match an IP address range

For example, to set up an IP address range to match all addresses between 15.136.123.5
(including) and 15.136.123.72 (excluding), use the following example: 15.136.123.<5 -le [<#>]
-1t 72>

e To match a specific string

To match a specific string, remember to enclose the string with the () and ($) characters in the
following manner: ASTRING$ . This pattern matches only STRING and excludes similar strings such
as STRING1 or FIRSTSTRING .
‘& NOTE:
Click the button to the right of the Pattern box to help you enter variables and operators for
numeric comparison. Click Test Pattern... to open the Test Pattern dialog box where you can
create a pattern and enter strings to immediately compare your pattern.

3. Specify what the pattern should match in the Check pattern against group box. Choose from Fully
Qualified Domain Name , IP Address , or Node Name . This selection clarifies any possible
ambiguity in the pattern. For example, a pattern like *15* could refer to an IP address like 15.1.2.2,
or to a node name like ROS15test . By selecting IP Address or Node name , you avoid any confusion
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about the meaning of the pattern.
e Fully Qualified Domain Name

If Fully Qualified Domain Name is the pattern choice, the filter will ignore the IP address for this
pattern.

e [P Address

If IP Address is the pattern choice, only valid IP strings are evaluated.

e Node Name

If Node Name is selected, the filter matches the node name.
4. Click Apply to apply your changes.
5. Click OK to confirm your changes and close this dialog box.

6. Select the Order tab to continue configuring this node.

Related Topics:
m Configure Order information for external nodes

m Configure General information for external nodes
m Configure Outage information for external nodes
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Configure Order information for external nodes

Use the Order tab to specify the order of evaluation of external and managed nodes. The order of evaluation
is partly determined by the pattern settings you make in the Details tab.

To specify the order of evaluation

1. In the Details tab, you will have specified the pattern you want to match.

2. Select the Check Before Managed Nodes check box to have external nodes evaluated before
managed nodes. This can be faster, because it avoids some of the checking that occurs with configured
node names. When this box is checked, messages with node IDs that match the pattern you specified
in the Details tab are associated with the external node. If this box is not checked, the managed node
takes precedence.

3. The two lists display all external nodes that have been created. The order of the two list shows the
order of evaluation set for incoming messages. Nodes are evaluated in descending order; the node at
the top of the list has the highest priority and will be evaluated first. You can change the order of
evaluation using the Move Up and Move Down buttons. After the first node has matched, the
message is assigned to that node and no further evaluation takes place.

4. Select the Outage tab to view outage information for the external node.

Related Topics:

m Configure Outage information for external nodes
m Configure General information for external nodes
m Configure Details information for external nodes
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Configure Outage information for external nodes

Use the Outage tab of the External Node Properties dialog box to view outage information for an external
node. This read-only tab displays the settings established for both unplanned and scheduled outages.

A scheduled outage meets these criteria:

m Planned to happen
m Recurs at regular intervals for maintenance
m Configured by a policy

An unplanned outage is unexpected and can occur randomly.

Only administrators can put an external node into maintenance mode.

To view Outage properties for a selected external node

1. Expand the Nodes folder in the console tree, then select HP Defined Groups — External to display
a list of any external nodes that have been configured for your environment.

2. Right-click the name of the external node for which you want to display properties; this opens the
context menu.

3. Click Properties to open the Properties dialog box for the selected external node, which displays the
General tab by default.

4. Select the Outage tab to view the following information:
e Current Outage State:

Displays the outage status of the selected external node. This status will be either "ON " or "OFF".

¢ Unplanned Outage Configuration:

Displays the action that should be taken for Incoming Messages During Outage . Messages can
be either deleted or acknowledged.

e Scheduled Outage Configuration:

Displays the action that should be taken for Incoming Messages During Outage . Messages can
be either deleted or acknowledged.

Related Topics:
m Configure General information for external nodes

m Configure Details information for external nodes
m Configure Order information for external nodes
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Cluster support in HPOM

A cluster is a group of computers that work together to run a common set of applications; the client and the
application see only a single system. The computers in the cluster are connected by cables and
programmatically connected by cluster software.

If one of the nodes in a cluster is out of service due to failure or maintenance, another node in the cluster
becomes available to provide service. This process is called failover.

HP Operations agents are cluster-aware, which means that the agent recognizes that it is running on a
cluster system. (In a cluster, the agent is installed on each of the nodes in the cluster.) The agent supports

switching application monitoring packages between the physical nodes to monitor the application where it
really runs.

For a list of platforms and versions for which HP Operations Manager for Windows cluster-awareness support
is available, see the support matrix on the Software Support Online web site.

Related Topics:

Manage cluster-aware applications

Customize cluster state mappings

Configure HTTPS agents running under non-administrative accounts
Server or cluster failover behavior

TruCluster system information
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Manage cluster-aware applications

The configuration described below will create a scenario where policies that you designate are enabled on
the node in the cluster where the application is currently running, and disabled on all other nodes in the
cluster.

Select the type of agent that you want to configure, and the procedure below will change to reflect the
necessary steps.

HTTPS agent

To monitor a cluster-aware application

1. Optional. For up-to-date information on supported cluster environments, see the support matrix at HP
Software Support Online.

2. Make sure that the resource group which contains the resource being monitored contains both a
network name and an IP address resource.

The figure below shows the Microsoft Cluster Administrator window with the SQL-Server resource
group shown in detail. This group contains the required network name (CLUSTERO4) and IP
address resources.

5 Cluster Administrater - [CLUSTERD (custerf3neutron.dom)] .Jﬂlﬂ
Kbl Yew Wndow Hebo =18 x|
8| 2|4] Xl B 2w
=1 g CLUSTERGS Nt | ate | e _ | Rissource Typs | Descripbion |
= [ Groupe lhosi:  oriee CLUSTERDI Physical Cisk [
£ Chuster Group |11 500 1P Address {CLUSTERDS)  Orire CLUSTERDI IP fiddrass
i VO Greap 112 58 Network Name{CLUSTERDY)  Orline CLUSTERDI betwork: Nasne
. =l pnre 1L 500 Smrver (OWOPS) Ol CLUSTERDI SOL Sarver
L -_]-] Cﬁ?ﬂw&hﬂ 11 508 Server Agent (OV¥ORS) Orle CLUSTERD! S0L Server Agert
ey g (L0508 Server Fulbet {OWOPS)  Orine CLUSTERD Mecrosoft Searc..,
3} CLUSTEROS
For Help, press F1i =

3. Create an XML file that describes the application instances, and name it apminfo.xml .

This file is used to define the resource groups that will be monitored and to map application
instances to resource groups.

Format

DTD

Example
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4. Save the completed apminfo.xml file on each node in the cluster in the following directory:

e Windows DCE agent
<install_dir >\Installed Packages\{790C06B4-844E-11D2-972B-080009EF8C2A}\conf\OpC

e UNIX DCE agent
/var/opt/0V/conf/0pC

5. Save the completed apminfo.xml file on each node in the cluster in the following directory:

$0ovDataDir/conf/conf/

6. Create an XML file that describes the policies to be cluster-aware. The file name must have the
format <name_of_cluster-aware_application> apm.xml . <name_of_cluster-aware_application>
must be identical to the content of the <Name=> tag in the apminfo.xml file.

Format
Example

7. Save the completed <name_of_cluster-aware_application> apm.xml file on each node in the
cluster in the following directory:

$0vDataDir/bin/instrumentation/conf
8. Write policies to monitor the application on the cluster.

9. Assign a category to the policies. For more information about categories, see Add categories to a
policy .
10. Create a category directory for the category you defined earlier. Copy the XML files generated in
step 5 to this directory.

The management server automatically deploys the XML files to the node whenever it deploys
policies of this category. The files are placed in the following directories on the managed nodes:

¢ Windows DCE agent

<install_dir >\Installed Packages\{790C06B4-844E-11D2-972B-
080009EF8C2AF\bin\Instrumentation\conf

e UNIX DCE agent
/var/opt/0V/bin/instrumentation/conf
11. Ensure that the physical nodes where the resource groups reside are all managed nodes.

12. Deploy the policies listed in <name_of_cluster-aware_application> apm.xml and the monitors to all
the physical nodes in the cluster.

13. Optional. For some physical nodes, for example for multihomed hosts, the standard hostname
may be different from the name of the node in the cluster configuration. If this is the case, the
agent cannot correctly determine the current state of the resource group. Configure the agent to
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use the hostname as it is known in the cluster configuration:

a. Obtain the name of the physical node as it is known in the cluster configuration:

ovclusterinfo -a

b. Configure the agent to use the name of the node as it is known in the cluster configuration:

ovconfchg -ns conf.cluster -set CLUSTER_LOCAL_NODENAME <name>

Replace <name=> with the name of the node as reported in the output of ovclusterinfo -
a.

14. Restart the agent:
a. Stop the agent: ovc -stop AGENT

b. Restart the agent: ovc -start AGENT

15. Restart the agent:

a. Stop the agent: opcagt -kill

b. Restart the agent: opcagt -start
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Customize cluster state mappings

The agent checks the state of the resource group on a cluster node to decide whether the policies have to be
enabled or disabled. By default, if a state maps to "online", then a policy is enabled; if it maps to "offline" or
"unknown", then it is disabled.

You may want to modify the mapping, for example, to treat the cluster state "partial” as "online". Use the
tool ovconfchg on all HTTPS agents in a cluster to change the mapping of cluster states. To change the
mapping on DCE agents running Microsoft Cluster Server, you must configure parameters in a nodeinfo

policy.
To customize cluster state mappings on HTTPS agents

ovconfchg -ns conf.cluster.RGState.<cluster_software> -set <cluster_state> <state>

For example, to map the Microsoft Cluster Server state "ClusterGroupPartialOnline" to "online", enter:
ovconfchg -ns conf.cluster _RGState.MSCS -set ClusterGroupPartialOnline online

In the example above, the HTTPS agent has been modified to treat a cluster group in a partial online state as
online rather than the default value of offline, and as such when the resource group is in a partially online
state the policies continue to be enabled.

Default cluster state mappings

To customize cluster group state mappings on DCE agents running
Microsoft Cluster Server

By default only the state "ClusterGroupOnline" is treated as online. But it is possible to map other states
using the following nodeinfo parameters:

m OPC_APM_HANDLE_GROUP_AS_ONLINE
This nodeinfo parameter allows you to define which cluster group states are treated as online.
Syntax:
OPC_APM_HANDLE_GROUP_AS ONLINE <statel>, <state2>
Example:

OPC_APM_HANDLE_GROUP_AS_ONLINE ClusterGroupOnline, ClusterGroupPartialOnline,
ClusterGroupFailed

s PC_APM_HANDLE_PARTIAL_AS_ONLINE (deprecated)
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This nodeinfo parameter allows you to define that the cluster group state "ClusterGroupPartialOnline" is
handled as online.

Syntax:

OPC_APM_HANDLE_PARTIAL_AS_ONLINE TRUE

This nodeinfo variable is still available for backward compatibility but should not be used in future.
Instead use:

OPC_APM_HANDLE_GROUP_AS _ONLINE ClusterGroupOnline, ClusterGroupPartialOnline

If both variables, OPC_APM_HANDLE_GROUP_AS_ONLINE and OPC_APM_HANDLE_PARTIAL_AS_ONLINE,
are used, the variable OPC_APM_HANDLE_GROUP_AS_ONLINE has the higher priority and
OPC_APM_HANDLE_PARTIAL_AS_ONLINE is ignored.

Cluster group states in Microsoft Cluster Server

To customize cluster node state mappings on DCE agents running
Microsoft Cluster Server

By default, the state "ClusterNodeUp" is considered as online. But it is possible to map other states using the
following nodeinfo parameter:

s OPC_APM_HANDLE_NODE_AS_ONLINE
This nodeinfo parameter allows you to define which cluster node states are treated as online.
Syntax:
OPC_APM_HANDLE_NODE_AS_ONLINE <statel>, <state2>
Example:
OPC_APM_HANDLE_NODE_AS_ONLINE ClusterNodeUp, ClusterNodeJoining
Cluster node states in Microsoft Cluster Server

Related Topics:

m Manage cluster-aware applications
= Node Info Policy Type

© Copyright 1999 - 2009 Hewlett-Packard Development Company, L.P. Page 230



HP Operations Manager for Windows 8.16 Online Help

Configure HTTPS agents running under non-administrative

accounts

By default, HTTPS agents regularly check the status of the resource group. On UNIX and Linux nodes, the
agents use cluster application-specific commands, which can typically only be run by root users. (On
Windows nodes, the agents use APIs instead of running commands.)

If you change the user of an HTTPS agent, the agent may no longer have the permissions required to
successfully execute cluster commands. In this case you must configure the agent to use a security program
(for example, sudo or .do) when issuing cluster commands.

To configure non-root HTTPS agents to use a security program

1. On the physical cluster nodes, log in as root and open a shell prompt. Ensure that the PATH variable
contains the path to the agent commands.

e On HP-UX, Solaris, or Linux, type export PATH=/0opt/0V/bin:3PATH and then press Enter .
e On AlIX, type export PATH=/usr/lpp/0OV/bin:$PATH and then press Enter .
e On Tru64, type export PATH=/usr/opt/0OV/bin:$PATH and then press Enter .
2. To stop the agent, type the following command:
ovc -kill

3. To configure the agent to use a security program, type the following command:

ovconfchg -ns ctrl._.sudo -set OV_SUDO <security program >

Replace <security_program = with the name of the program you want the agent to use, for example
/usr/local/bin/.do .

4. To start the agent, type the following command:

ovc -start

Cluster commands

If you are using a configuration file to specify which users can run which commands, you must add the
cluster commands listed in the table below to this file.

For example, if you use sudo and the agent runs as opc_op, add the following line to the sudoers file to
allow the opc_op user to run HP Serviceguard commands without the need for a password:
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opc_op ALL=CALL) NOPASSWD: /usr/sbin/cmviewcl,/usr/sbin/cmgetconf

Cluster application

Cluster commands

AIX Cluster

/usr/es/sbin/cluster/clstat
/usr/es/sbhbin/cluster/utilities/clRGinfo
/usr/es/shin/cluster/utilities/clgetip

HP Serviceguard

/usr/sbin/cmviewcl
/usr/sbin/cmgetconf

Microsoft Cluster Server

The agent uses APIs instead of commands.

Red Hat Enterprise Linux 3

/usr/sbin/redhat-config-cluster-cmd
/usr/sbin/clustat

Red Hat Enterprise Linux 4

/sbin/cman_tool
/usr/sbin/clustat

Red Hat Enterprise Linux 5

/usr/sbin/cman_tool

/usr/sbin/clustat
Sun Cluster /usr/cluster/bin/scha_cluster_get
/usr/cluster/bin/scha_resource_get
/usr/cluster/bin/scha_resourcegroup_get
TruCluster /usr/sbin/clu_get_info

Veritas Cluster

/opt/VRTSvcs/bin/haclus
/opt/VRTSvcs/bin/hasys
/opt/VRTSves/bin/hagrp
/opt/VRTSvcs/bin/hares

Related Topics:

m Change the user of an HTTPS agent on a UNIX or Linux node

m ovconfchg
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Server or cluster failover behavior

HPOM for Windows monitors the availability of server components such as the Windows Management
Interface (WMI), the server itself, and the cluster resource group (if your environment contains clusters.)

In the event of a failure of one or more of these components, some activities may be temporarily
unavailable, until WMI or the server is restored. Depending on the cause of the failure and your specific
environment, you may experience different results depending on your activity at the time of the failure.
Some activities may be interrupted, as described below. You will see a message explaining that a service or
component is temporarily unavailable and you have the option to retry the action.

In a cluster environment, services should fail over to another server in the cluster so that you can continue
to work almost without interruption.

Node Configuration Editor

If a failure occurs while you are bringing nodes under management, the following actions occur:

m The OK and Apply buttons in the editor are disabled.
m You cannot expand folders in the discovered nodes list.

m Operating system discovery will not take place in the managed nodes list. Prerequisite checking cannot
take place because it requires the discovery of a system and OS type. You can manually set the System
and OS type and then manually run the prerequisite check.

m If the problem is a cluster offline event, you cannot add reports and graphs to a node or node group.

You can continue to work in the console to perform the following tasks:

m Bring nodes under management
m Change node locations in the managed nodes list.

m Use the node and node group property sheets.

However, you cannot apply your changes and close the editor until WMI or the server are available again.

Service Type Editor

If you are performing an operation that requires network access to the server at the time of a failure, you
will see a message explaining that your changes will be lost. You can return to the Service Type dialog box
or exit.

Tool Configuration Editor
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If you are performing an operation that requires network access to the server at the time of a failure, you
will see a message explaining that your changes will be lost. You can return to the Tool Configuration dialog

box or exit.

Apply Tool dialog box

If you are in the process of running a tool when the server connection is lost, any tools that are currently
running will stop. You will see a "server down" message in the Tool Output details pane and the Rerun
button will be unavailable. When the server connection is restored, the Rerun button will again be available.

Policy management server

If you are working with the policy management service at the time of a failover, you will see a message
explaining that the connection to the PMAD server is lost. The console will reconnect to the PMAD server
automatically. When the server connection is restored, right-click Policy management and select Refresh
from the context menu.
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TruCluster system information

This topic summarizes the features, notes, and recommendations for monitoring applications on a TruCluster
system, and explains how to relocate the monitoring of a single-instance application during failover.

Notes and recommendations

® You must create a node group for your TruCluster system and add the TruCluster members to this node
group.

m Installing or uninstalling the agent software must be done on one TruCluster member; the software is
added to or deleted from the other TruCluster members automatically.

m Deploy instrumentation and policies to all TruCluster members.
Relocating the monitoring of a single-instance application during failover

Cluster Application Availability (CAA) is used to start a single-instance application on an individual TruCluster
member and relocate it during failover to another cluster member. You can use CAA to relocate application
monitoring during a failover.

For further information on CAA, see the Cluster Highly Available Applications manual in the Tru64 UNIX
TruCluster documentation set. Chapter 2, Using CAA for Single-Instance Application Availability , is
particularly useful.

For further information on TruCluster system administration, see the Cluster Administration manual in the
Tru64 UNIX TruCluster documentation set. Tru64 UNIX documentation is available online at the following
URL: http://h30097 .www3 .hp.com/docs/pub_page/doc_list._html

To make the application a highly available CAA resource

1. Create the CAA resource profile and action script for the application, either through the SysMan Menu
or by using the caa_profile command.

This step creates the /var/cluster/caa/profile/.cap and /var/cluster/caa/scripts/.scr files
, respectively.

a. Test the action script.

b. Validate the resource profile.

c. Register the resource with CAA.
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d. Start the resource.

2. From the HPOM server, assign the template that you created to monitor your application to all
TruCluster members.

3. From the HPOM server, distribute this template to all cluster members.

4. After the initial distribution of the template, use the opctemplate -d command to disable the template
for all cluster members on which the application does not run.

opctemplate -d

This step is required only after the initial template distribution. On subsequent template distributions,
the template state is maintained on the managed TruCluster members.

5. Edit the application's action script, which has three main routines: start, stop, and check.

a. Enable the template in start routine with the opctemplate -e command.

b. Disable the template in stop routine with the opctemplate -d command.
View example

Related Topics:

m Cluster support in HPOM
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Optimize HPOM node name resolution

Several enhancements have been implemented to improve the performance of HPOM for Windows node
name resolution. The speed of the node name resolution has a significant impact on the following areas:

m Message filter (directly impacts flow of new incoming messages)
m Health check

m Actions

These enhancements will help resolve (or at least reduce) the following performance related problems:

m Slow initialization of the HPOM node cache during the startup phase of the OvEpMessageActionServer
service (30-60 minutes). During the initialization, the message flow is disabled.

= Slow name resolution if using agentless nodes.
m Significant delays for new incoming messages due to slow node name resolution.

m Slow health check, slow processing of ICMP replies sent from managed nodes.

Managed environments that do not make use of DHCP will experience the largest benefits. Here, an optional
memory based cache can be configured which drastically reduces the number of the Windows API calls
gethostbyname() and gethostbyaddr() . However, environments using DHCP can also take advantage of a
modified ip-address verification which tries to avoid unnecessary reverse node name resolution.

To make use of the enhancements, you must configure several values using the Server Configuration dialog
box. If the values are not set, then the enhancements will not take effect. See the Related Topics for
enhancement details.

Related Topics:

Avoid unnecessary name resolution for agentless nodes

Reducing the number of Windows API calls gethostbyname() and gethostbyaddr()
Configure the number of retries for gethostbyname() and gethostbyaddr()

Avoid unnecessary reverse name resolution

© Copyright 1999 - 2009 Hewlett-Packard Development Company, L.P. Page 237



HP Operations Manager for Windows 8.16 Online Help

Avoid unnecessary name resolution for agentless nodes

Certain environments make use of "agentless nodes". These nodes are not physical nodes, meaning they do
not have an IP address or an agent id. They are only used to associate messages to them which originate
from non-IP network elements or from other HP BTO Software products such as HP Internet Services.

They are configured in the HPOM node bank by using an arbitrary name. Although agentless nodes do not
have an IP address and an agent ID, the MessageActionServer per default tries to resolve them when
initializing its node cache and each time they appear in a message. This unnecessary name resolution has a
significant impact on startup time and on message throughput.

Currently HPOM node configuration does not allow to explicitly define a node as "agentless". Therefore the
following convention is used to define agentless nodes. A node set up in the node database qualifies for
being recognized as a agentless node when it meets the following prerequisites:

= Must not have an IP address and the name given should not be DNS resolvable at any time.

m Must not have an agent id

m Must not be configured for DHCP

Additionally agentless nodes must match a user-configured value pair for the following properties:

m System type

m Operating system

For example, consider nodes as being agentless nodes if they do not have an IP address, do not have an
agent id, are not configured for DHCP, and have the system type "other" and operating system type
"unknown".

If a node has been qualified as being a agentless node based on the property settings, then no name
resolution will be performed during production and messages associated with the node will pass the message
filter without further checks.

The value pair for agentless nodes is defined by values in the Node Cache Settings namespace in the
Server Configuration dialog box. After you have changed a value, restart the OvEpMessageActionServer
service for the change to take effect. The values, along with their possible settings, are shown below:

Value Possible Settings Default Setting
Node system type for agentless KNOWN, UNKNOWN, ANY, TURNOFF | TURNOFF
nodes

Node OS type for agentless nodes KNOWN, UNKNOWN, ANY, TURNOFF | TURNOFF
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Node system type for agentless nodes specifies how to qualify agentless nodes in dependency of their
system types. If the value is set to "KNOWN", then system type must have been configured to a known
system type (for example, Pentium Compatible, Power PC family, SPARC Family, PA-RISC Family, Itanium
compatible) and must not have been configured as "Other".

If the value is set to "UNKNOWN?", then system type must have been configured as "Other". If the value is
set to "ANY" then any node qualifies independently of the System Type setting.

Node OS type for agentless nodes specifies how to qualify agentless nodes in dependency of their
operating systems. If the value is set to "KNOWN?", then the operating system must have been configured to
a known operating system and must not have been configured as "Unknown". Supported operating systems
are shown on the Software Support Online web site support matrix .

If the value is set to "UNKNOWN" then system type must have been configured as "Unknown". If the value is
set to "ANY" then any node qualifies independently of the operating system setting.

B NOTE:
For qualifying agentless nodes, both values must be set. If none or only one of the values are set, then
no agentless nodes will qualify.

The following examples show how the registry names described above are interpreted while evaluating
whether nodes matching the prerequisites (no IP address, no agent id, not setup as DHCP node) qualify as
agentless nodes or not.

Node system type for Node OS type for agentless | Description
agentless nodes nodes
UNKNOWN UNKNOWN Node qualifies as a agentless node if

system type has been defined as "other"
and operating system has been defined
as "unknown".

KNOWN UNKNOWN Node qualifies as a agentless node if the
system type is not set to "other" and the
operating system is unknown.

ANY ANY Node qualifies as a agentless node
independently of system type and
operating system.

Related Topics:

m Change server configuration values
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Reduce the number of Windows API1 Calls gethostbyname() and
gethostbyaddr()

To drastically reduce the number of the Windows API calls gethostbyname() and gethostbyaddr() , an
HPOM user-configurable name server cache has been added. It caches the parameter and the returned
results of these functions. Whenever a name resolution or reverse name resolution is required for a node, it
will be first checked whether the required information is already available in the cache.

If the information is there, then it will be used instead of calling gethostbyname() or gethostbyaddr() .
When the maximum number of the cache entries is reached, the entry with the lowest reference count
number will be swapped to make space for a new entry. The strategy is to keep those entries which are
mostly referenced in the cache. Also the parameter and results of unsuccessful gethostbyname() and
gethostbyaddr( ) calls are kept in the cache. This helps quickly detect nodes which are not resolvable
because they might have been deleted from DNS but still send messages as an agent is installed there.

& NOTE:

Caching is used only if none of the managed nodes are configured for DHCP in the HPOM node
configuration. If there are DHCP nodes configured, then the name server cache will be ignored
independently of whether it is enabled or disabled.

You can configure the name server cache with two values in the Node Cache Settings namespace in the
Server Configuration dialog box: Turn on node cache and Node cache size . After you have changed a
value, restart the OvEpMessageActionServer service for the change to take effect.

Registry Name Possible Values Effect

Turn on node cache TRUE, FALSE The default value is TRUE. When set to
TRUE, the name server cache is enabled
and will be used.

Node cache size Any value greater than 100. Defines the maximum number of entries
in the name server cache. It should be
set to a minimum value of 100. The
maximum value depends on the available
main memory and the number of
managed nodes.

Recommended setting: Number of
managed nodes + 100.

NOTE: the name server cache is located
in the address space of
OVEpMsgActSrv._exe , so there might be
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an increased usage of the virtual memory
of this process.

Default value=100

Related Topics:

m Change server configuration values
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Configure the number of retries for gethostbyname() and
gethostbyaddr()

Independent of whether name server caching is enabled or disabled, the Windows API functions
gethostbyname() and gethostbyaddr() will be used at some points. Under certain conditions (network
problem, DNS problems) these calls might fail. This would then be interpreted as "node name could not be
resolved”. There is however a very low probability that a name or IP address could be successfully resolved if
these calls would be retried more often.

By default, the maximum number of retries is 3. So if the first call fails, there is a maximum of 2 more
retries. Such retries however have a significant impact on the time it takes to decide whether a node name is
resolvable or not. If the assumption can be made that the network and DNS is reliable and is properly
configured, then the number of retries can be set to the minimum value of 1. In case there are some doubts
on the reliability of the network and DNS, the number should be set to 2 or 3.

The number of overall retries for the Windows API calls gethostbyname() and gethostbyaddr() is configured

by the value Name resolution retries in the Node Cache Settings namespace in the Server Configuration
dialog box. After you have changed a value, restart the OvEpMessageActionServer service for the change to

take effect.

Value Value Range Effect

Name resolution retries 1-3 Specifies the maximum number of retries
in case of unsuccessful gethostbyname()
and gethostbyaddr() function calls.

Default value=3

Related Topics:

m Change server configuration values
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Avoid unnecessary reverse name resolution

By default, HPOM performs reverse name resolution for incoming messages that contain the IP address and
optionally the node name of the managed node, but no agent ID.

Such messages are typically triggered by SNMP traps and are proxied. The default reverse name resolution
process calls the function gethostbyaddr() by using the IP address stored in the arriving message. Then it
takes the returned node name and verifies whether it really corresponds to the name which is stored in the
message.

If no node name is stored in the message, then it crosschecks whether the node name returned by the
gethostbyaddr() call is known in the HPOM node configuration. If the returned node name is a short name,
then it calls gethostbyname() to get the long host name (FQDN). Then it checks whether the long host name
is known in the HPOM node configuration. These multiple level of checks are used to cover all kind of
theoretical corner cases which might show up very rarely in well-managed environments.

The vast majority however will never hit such corner cases, so in most environments the reverse name
resolution could be avoided safely if the following conditions match:

m If the name of a managed node is changed, then this change is immediately performed manually in the
HPOM node configuration by using the HPOM management console.

m If the IP address of a non-DHCP managed node is changed and the IP address was used for configuring
the primary node name or the communication path then this change is immediately performed manually
in the HPOM node configuration by using the HPOM management console.

Avoiding unnecessary reverse name resolution can be configured by the value Reverse name resolution
method in the Node Cache Settings namespace in the Server Configuration dialog box.

Value Possible Settings Effect
Reverse name resolution 1 Reverse name resolution is always
method performed if no agent ID but IP address

is contained in an incoming message.
This is the default value.

2 Reverse name resolution will be avoided
if possible.

If specifying the value 2 for the registry name Reverse name resolution method then HPOM verifies the
IP address differently from the default way to avoid reverse name resolution if possible, as follows: if the
message contains only the IP address, but no node name, then check whether the IP address is known in the
HPOM configuration. If yes, then the message can pass. If the message contains both the IP address and
node name, then first check whether the pair IP address plus node name can be found in the HPOM node
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configuration. If yes, then the message can pass.
Otherwise HPOM performs a reverse name resolution.
B NOTE:

If DHCP is not used and name server caching is enabled, then reverse name resolution (if required) will
be fast in any case.

Related Topics:

m Change server configuration values
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Configuring Agents

An agent is a deployment package that enables you to manage nodes . After you deploy an agent to a node,
it enables you to collect data, discover services, monitor events, and run actions and commands that control
the node.

Before HPOM for Windows 8.00, management servers and agents communicated using DCE/RPC. HPOM 8.10
includes an agent that communicates using HTTPS. Although the DCE agent is currently still supported, you
are encouraged to use the HTTPS agent for new nodes. If nodes already exist in your environment that have
DCE agents, consider migrating to the HTTPS agent.

The HTTPS agent offers the following benefits:
m Secure communication based on the HTTPS protocol. All communications between management servers
nodes is strongly encrypted.

m Policy , message , and action security. Policies, messages, and actions all contain signatures, which
management servers and nodes create and check using certificates. If a malicious user attempts to
tamper with a signed policy, message, or action, the signature becomes invalid.

m Simplified firewall configuration. Nodes and management servers accept all inbound communications to a
single port, so it is simpler to configure firewalls and proxies.

m Multiple management servers can deploy policies to the same node.
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Remote agent installation

You can install agents remotely when you create a new node. Alternatively, when you deploy a policy to a
node , the management server checks that the correct agent packages exist on the node. If the agent
packages are not already installed, or this policy requires an later version of the agent, the management
server automatically deploys the latest agent packages on the node.

The management server can automatically deploy HTTPS and DCE agents to nodes that have a supported
Windows operating system. In addition, if you configure a suitable secure shell client on the management
server, it can also automatically deploy HTTPS agents to nodes that have a supported UNIX or Linux
operating system.

If you are using HTTPS agents, you can specify default settings that you want the management server to
apply when it automatically installs the agent on specific nodes.

If you do not want the management server to install agents automatically, you can disable this feature.

To automatically deploy agent packages, the management server creates a deployment job. Before the job
starts, the management server requests the credentials of a user who has administrative access to the node.

¥ NOTE:
You can also start agent deployment by dragging the Operations-agent deployment package to a node
or node group.

Related Topics:

Install agents remotely

Configure agent deployment to UNIX and Linux nodes
Configure HTTPS agent installation defaults

Disable automatic agent installation

Deploy deployment package
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Install agents remotely

If you have the correct permissions and network access to remote nodes, you can install agents onto the
nodes from the console. To remotely install agents, the management server requires the credentials of a
user who has administrative access to the node. The following table shows the specific permissions required,
according to the node's operating system, and the type of agent.

HTTPS agent DCE agent
m Write access to the admin$ share (the user m Write access to the registry
must be part of the local administrators
group) m Write access to the admin$ share (the
user must be part of the local
Windows m Read access to the registry administrators group)
operating L . L. . .
systems m Permission to log on as a service (this is m Write access to the Program Files
only required if you select User/Password in folder
the Set Credentials list)
m Permission to create DCOM
(Distributed Component Object
Model) connections
UNIX or Linux Permission to log in to SSH on the node for Not applicable. Only manual
operating file transfers and to execute installation installation is possible.
systems commands

Remote agent installation is supported from management servers that belong to an Active Directory domain.
If your management server is in a Windows workgroup environment, install agents manually instead.

To install agents remotely

1. Optional. For up-to-date information on supported agent platforms, see the support matrix at HP
Software Support Online.

2. Open the Agent installation dialog box if it is not already open.

3. Optional. In the list of nodes, select or clear the Deploy check box to indicate the nodes that you want
to install the agent on.

If you select the Deploy check box for nodes that have a UNIX or Linux operating system, the
Credentials dialog box appears. Type the Username of a user who has permission to install software
on the node. Type the password in Password and Repeat Password .

4. Optional. Specify the credentials that the management server uses to deploy the agent. Right-click a
node in the list, and then click Set Credentials . Click one of the following commands:
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e PMAD user . The management server attempts to deploy the agent as the user under which the
policy management and deployment (PMAD) service runs (called HP-OVE-Deleg-User by default).

You can only use this for nodes with a Windows operating system. The nodes can belong to the
same domain as the management server, a trusted domain, or a workgroup. If you are installing a
DCE agent to a Windows node, this is the only command available.

@ NOTE:
The PMAD user does not by default have administrative access to the node. For more
information, see Start Windows node security setup .

e Impersonate user . The management server attempts to deploy the agent using the credentials
that you are currently logged in to Windows with.

You cannot use impersonation for nodes in untrusted domains or workgroups.

You can use impersonation only if the PMAD user is trusted for delegation in Active Directory, unless
your console runs directly on the management server. For more details on delegation, refer to the
Active Directory documentation that Microsoft provides.

e User/Password . The Credentials dialog box appears. Type the Username of a user who has
permission to install software on the node and their Password . Click OK . This automatically
selects the Deploy check box.

For nodes with a UNIX or Linux operating system, this is the only command available .

You can also use this command to install the HTTPS agent to Windows nodes that belong to the
same domain as the management server, a trusted domain, or a workgroup. The user must have
permission to log on as a service. (You can assign this permission in the local Windows security
settings on the node, or a group policy object in Active Directory.)

For Windows nodes specify the username in one of the following formats:

o domain\user (for an Active Directory user)

o computer_name\user (for a local user on the node)

5. Optional. Select or clear the Run prerequisites check automatically during job execution check
box. If a node does not meet any of the prerequisites, the agent installation fails for that node. If you
are sure that the nodes meet all prerequisites, you can clear this check box so that the agent
installation jobs complete more quickly. (This check box is dimmed if an administrator disables all
prerequisite checking using the Server Configuration dialog.)

6. Click OK . The management server creates an agent installation job for each of the nodes that you
selected. To view the progress of these jobs, click Deployment jobs in the console tree. If an agent
installation job fails, right-click the job, and then click Error description .
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¥ NOTE:

The management server does not create a deployment job if the agent package is already in the node’'s
package inventory. If a node's package inventory contains the agent package, but you are sure that the
agent is not actually installed on a node, you can force the management server to remove the agent

package from the inventory in the Uninstall package from... dialog. For more information, see Remove
package from node .

Related Topics:

Install agents in trusted domains
Check prerequisites for managed nodes
Deployment jobs

Generic server configuration

Manual agent installation
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Configure agent deployment to UNIX and Linux nodes

If you want to deploy HTTPS agents to nodes that have a supported UNIX or Linux operating system, you
must configure a suitable secure shell client on the management server . The secure shell client must
provide secure file transfer and remote command execution functionality.

By default, HPOM does not configure a secure shell client as part of the management server. You must
configure your own. For convenience, third-party software (PuTTY) is available in the following folder:

<install_dir >\contrib\OVOW\PUTTY

If you choose to use this third-party software, copy the files PLINK.EXE , PSCP.EXE and runplink.cmd to

any folder that is included in your PATH environment variable. For example, if you installed the management
server into c:\Program Files\HP\HP BTO Software , you could copy the files into the following folder:

c:\Program Files\HP\HP BTO Software\bin

DISCLAIMER:
PuTTY is not HP software. It is provided "as is" for your convenience. You assume the entire risk relating
to the use or performance of PuTTY.

After you install a suitable secure shell client, you must configure the management server to use the client.
You must configure the following attributes in the namespace depl.mechanisms.ssh :

m COPY
This attribute defines a command that the management server can use to copy files to remote UNIX and
Linux nodes.

m EXEC
This attribute defines a command that the management server can use to execute commands on remote
UNIX and Linux nodes.

You can view and change these attributes using the commands ovconfget and ovconfchg from a command
prompt. You must configure appropriate values for whichever secure shell client you install. By default, the
attributes have the following values:

[depl .mechanisms.ssh]
COPY=pscp -q -batch -pw <passwd> <sourcefile> <user>@<host>:<targetfile>
EXEC=runplink.cmd <passwd> <user> <host> <command>

The management server substitutes variables in angle brackets (<>) with actual values when it calls the
command.

The default value for the COPY attribute configures the management server to call pscp to copy files to
nodes.
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The default value for the EXEC attribute configures the management server to call runplink.cmd , which is
a command that calls PLINK.EXE to execute commands on nodes. When any of the PUTTY commands
connects to a remote node for the first time, it requests verification of the node's SSH host key. The
command runplink.cmd approves this request silently. PUTTY stores the node's key automatically in the

Windows registry to use for future connections. If you need to verify SSH host keys manually, you can
reconfigure the EXEC attribute.

To configure manual verification of SSH host keys:

1. Log in to the management server as a user with administrative rights, and open a command prompt.

2. Type ovconfchg -edit . A text editor appears, which enables you to edit attributes.

3. Find the namespace [depl.mechanisms.ssh] , and replace the EXEC attribute with a call to PLINK.EXE.
The value should then be as follows:
EXEC=plink -ssh -batch -2 -pw <passwd> <user>@<host> <command>

4. Save the file, and then close the text editor. The new configuration becomes active immediately.

After you do this, you must verify each node's SSH host key before you can deploy the HTTPS agent. You can
do this by, for example, using the following plink command, which prompts you to verify the SSH host key:

plink -ssh <user name>@<node name> hostname

Related Topics:

m ovconfget
m ovconfchg
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Configure HTTPS agent installation defaults

If you are using HTTPS agents, you can specify default settings that you want the management server to
apply when it automatically installs the agent on specific nodes . You can specify default values for any
attributes that you would otherwise set using ovconfchg on the node.

% NOTE:
You can also use these settings for manual HTTPS agent installations by creating an agent profile.

To configure HTTPS agent installation defaults

1. Copy the file:

<share_dir >\conf\PMAD\agent_install_defaults.cfg.sample

to:
<share_dir >\conf\PMAD\agent_install_defaults.cfg

2. Open the new file in a text editor.

3. On a new line, type the namespace that the parameter you want to set belongs to. Enclose the
namespace in brackets []. For example, to specify a default value for a parameter in the sec.cm.client
namespace, add the following line to the file:

[sec.cm.client]

4. Optional. After the namespace and on a new line, specify the node or nodes to which the management
server should apply the default setting. Type a pattern that matches one or more node names or IP
addresses. Use standard HPOM pattern syntax. For example:

e nodel._example.com matches any node with a name that contains the string nodel.example.com

e example.com$ matches any node with a name that ends with example.com

e N192.168.<<#> -1t 10> matches any node with an IP address in the range 192.168.0.0 to
192.168.9.255

Type a colon (:) at the end of the pattern.

% NOTE:
To specify a default setting for all nodes, omit the pattern and colon.

5. Type the attribute and default value separated by an equal sign (=). If you specified a node pattern,
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continue on the same line, after the colon (:). Otherwise, if the setting applies to all nodes, create a

new line after the namespace. For example, to set the CERTIFICATE_DEPLOYMENT_TYPE attribute to
MANUAL, type the following:

CERTIFICATE_DEPLOYMENT_TYPE = MANUAL
6. Optional. You add further lines under the namespace, and also add other namespaces.
Example HTTPS agent installation defaults
The follow example shows a file that configures different proxies depending on a node's IP address. It also

sets the certificate deployment to manual if a node's name does not contain example.com.

[bbc.http]
N192.168.<*>_.<*> 1 PROXY = proxyA.example.com:8088
N10.<*>_<*>_<*> © PROXY = proxyB._example.com:8088

[sec.cm.client]
I[example.com] : CERTIFICATE_DEPLOYMENT_TYPE = MANUAL

Related Topics:

m Manually install an HTTPS agent with a profile
m Pattern-matching details
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Configure DCE agent installation defaults

During the management server installation the default settings for DCE agents (for example the name of the
management server) are automatically stored in the DCE agent package. The management server to applies
these defaults when it remotely installs the DCE agent on a node .

You can use the SetMgmtServer command to configure the following default settings in the DCE agent
package:

m Management server . To change the name of the management server in the DCE agent package, use
the following command:

SetMgmtServer /servername <name>

m Agent account . In previous releases, two local user accounts (HP ITO Account and opc_op account)
were created on the node during agent installation and random passwords were generated. Since the
OVO for Windows 7.20 release, the DCE agent installation does not create accounts on the node. The
default settings now configure the agent to run under the Local System account.

You can change the default setting in the DCE agent package, so that agents run under a specific user
account. To do this, use the following command:

SetMgmtServer /user <user > /password <encrypted password >

You create the encrypted password with the tool opcpwcrpt . For more details, see Change the default
user of DCE agents on Windows nodes .

Alternatively, you can change the default setting in the DCE agent package to use the HP ITO Account
instead. This may be useful if you are upgrading a DCE agent that already runs under the HP ITO Account.
To change this default settings to use the HP ITO Account, use the following command:

SetMgmtServer /system /off

If you then install the DCE agent on Windows nodes, the agent installation creates the HP ITO account on
the node and adds it to the Administrators group. The installation also assign additional user rights
directly to the HP ITO account.

HPOM also provides tools for managing the default DCE agent account. The tools are available in the
console under Tools — HP Operations Manager Tools — Agent Account .

m Force agent account change . By default, when the management server reinstalls or upgrades the DCE
agent on a node, the existing user account settings remain unchanged for that node. To force the agent
installation to use account settings from the agent package, use the following command:

SetMgmtServer /force /on
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m Authentication: By default, the DCE agent does not require a password when running actions and tools

under a different user account. To require passwords for actions and tools run under a different user
account, use the following command:

SetMgmtServer /auth /on

For more details, see Security authentication module .

m Rename Perl . The Perl interpreter that is included with the agent package is installed with the name
perl_exe by default. You can change this default to ovperl .exe to avoid collisions with existing Perl

installations. To change this default setting in the DCE agent package, use the following command:

SetMgmtServer /renperl /on

The full usage of SetMgmtServer is

Usage: SetMgmtServer.exe []
[/servername <name>]

[-d]

shown below:

[-s]/system [/on|/off]/default]]
[/forced [/on]|/off|/default]]

[Z7auth [/on]/off]/default]]
[/renperl [/on]/off|/defaul
[/current]

[/user <user>]

t]]

[/password <encrypted password>]

Updates the name of the management server in the agent installation <pkg>.

/servername <name>

-d

-S

/system /on
/system /off
/system /default

/forced /on
/forced /off
/forced /default

/auth /on
/auth /off

Sets management server name. By default current management server

Removes the NetBI0OS domain name from the
fully qualified hostname (if included).

Installs agents under the Local System account.

Turns on Local System account installation.
Turns off Local System account installation.
Sets the System account installation to default (on).

Turns on forced switch of the user account.

Turns off forced switch of the user account.

Sets forced switch of the user account back to default
(off).

Turns on authentication.
Turns off authentication.

© Copyright 1999 - 2009 Hewlett-Packard Development Company, L.P. Page

255



HP Operations Manager for Windows 8.16 Online Help

/auth /default Sets the authentication to default (off).

/renperl /on Enforces the agent installation to rename to ovperl._exe.
/renperl /off Sets the agent installation to use perl.exe.

/renperl /default Sets the name of the Perl interpreter to default (off).
/current Shows the settings in the given package or on the system.
/user <user> Sets the user name the agent should be installed under.
/password <pwd> Sets an encrypted password that should be used for the user.

NOTE: Encrypt the password with the command

opcpwcrpt.exe (in %OvinstallDir%\bin\OpC\install)
The specified password is ignored when installing the
agent under the Local System account.

You can combine several options at the same time. For example:

m To set the user to the Local System account for all DCE agent installations and upgrades, use:

SetMgmtServer /system /on /forced /on

m To set the user to the HP ITO Account for all DCE agent installations, use:

SetMgmtServer /system /off /forced /on

m To set the user to the Local System account for new DCE agent installations, but keep the existing user
for upgrades, use:

SetMgmtServer /system /on /forced /off

@ NoTE:

When you start SetMgmtServer the command writes the settings of the /system , Zauth , /forced , and
/renperl switches into the registry. These registry settings are used the next time you start
SetMgmtServer , unless you specify other settings. For example, if you use the following command:

SetMgmtServer /system ON
then the existing settings for in the registry and could result in the following:
SetMgmtServer /system ON /auth OFF /forced OFF

The -s option is only valid for the current call of SetMgmtServer and is not written to the registry. The
next time you call SetMgmtServer without the -s option, the registry settings are used.

% NOTE:
The SetMgmtServer tool changes only the installation defaults in the DCE agent package on the
management server. To apply changes to nodes where the DCE agent is already installed, you must
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redeploy the agent.

Related Topics:

m Reinstall all
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Install agents in trusted domains

You can remotely install agents on nodes in other Active Directory domains if the correct trust relationships
exist. You must provide the credentials of a user who has administrative access to the node. Typically, this
user is a member of the Domain Admins group in the trusted domain, or a member of the Local
Administrators group on the node.

To install agents remotely, open the Agent installation dialog box.

The Agent installation dialog box provides the following options to set the credentials:

m PMAD user . To use this option, you must give the PMAD user administrative access to the node in the
trusted domain. For more information, see Start Windows node security setup .

m Impersonate user . To use this option, you must log in to Windows with the credentials of user who has
administrative access to the node in the trusted domain. The user must also be a member of the HPOM
administrators group (called HP-OVE-ADMINS by default). This group is created when the management
server is installed, and may either be a domain group, or a local group on the management server. If the
HPOM administrators group is a domain group, you may need to change the group scope to universal
before you can add a user from a trusted domain. For more details, refer to the Active Directory
documentation that Microsoft provides.

m User/Password . To use this option, give the credentials of the user who has administrative access to
the node in the trusted domain. This option is available only if you are installing the HTTPS agent. Specify
the username in one of the following formats:

e domain\user (for an Active Directory user)
e computer_name\user (for a local user on the node)
4 NOTE:

To avoid communication problems, ensure that nodes in trusted domains can resolve the name of the
management server. For more details, see Resolve the IP address of the management server .

Related Topics:

m Trust relationships between Active Directory domains
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Specify folders for remote agent installation

When you install an HTTPS agent, the installation creates two main folders on the node :

m [nstallation folder
This folder contains the agent software (for example, the executable files that collect data, discover
services, and monitor events).

m Data folder
This folder contains the data that the agent receives and creates (for example, policies, instrumentation,
and performance data).

The following table lists the default installation and data folders for the HTTPS agent, which vary according to
the node's operating system.

Operating system Installation folder Data folder
W!ndows S(.arver 2008 %Al lUsersProfile%\HP\HP BTO Software
Windows Vista

%ProgramFiles%\HP\HP BTO Software\
Windows Server 2003 %Al lUsersProfile%\Application
Windows XP Data\HP\HP BTO Software
HP-UX
Solaris /opt/0V/ /var/opt/0Vv/
Linux
AlX /usr/lpp/ /var/opt/0Vv/
Tru64 /usr/opt/0Vv/ /usr/var/opt/0V/

On new nodes that run a Windows operating system, you can install the HTTPS agent into different folders. It
is not possible to specify different folders in any other scenario:

m Remote or manual agent installations on UNIX and Linux nodes always use the default folders.

m Upgrades of existing HTTPS agents always use the same folders as the existing agent.

¥ NOTE:
To specify a different data folder on Windows nodes you need HTTPS agent version 8.53 or higher. If
necessary, download the latest agent patch from the HP Software Support web site.

To specify folders for remote agent installation
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1. Prepare the agent installation defaults file, as described in the topic Configure HTTPS agent installation
defaults .

2. On a new line in the agent installation defaults file, type the following namespace:

[pmad]
3. Under the pmad namespace add the following parameters on separate lines:

INSTALL_DIR="<installation_folder >"
DATA_DIR="<data_folder >"

4. Optional. Specify the node or nodes to which the management server should use the folder settings.
Prefix each parameter with a pattern that matches one or more node names or IP addresses. Use
standard HPOM pattern syntax.

Type a colon (:) at the end of the pattern.

% NOTE:
The management server applies the settings in the pmad namespace to remote agent installations only.

To specify folders for manual agent installations, see Specify folders for manual agent installation .

Example

[pmad]
N192.168.<*>: INSTALL_DIR=""C:\HP Operations Agent"

N192.168.<*>:DATA_DIR=""C:\HP Operations Agent Data"

The above example specifies the following folders for remote agent installation on nodes with IP addresses
that begin 192.168.*

m Installation folder: C:\HP Operations Agent
m Data folder: C:\HP Operations Agent Data
On nodes with any other IP addresses, the management server installs the agents using the default folders.

Related Topics:

m Pattern-matching details
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Disable automatic agent installation

By default, the management server automatically installs or updates agents when you deploy policies. If you
deploy a policy that requires a newer version of the agent than is currently installed on the node , the
management server automatically creates a job to first deploy the latest agent packages to the node. You
can disable this feature if, for example, you prefer to install agents manually.

If you disable this feature, a policy deployment job fails if the policy requires a version of the agent that is
newer than the current version on the node. In this case, you must deploy the agent packages from the
console, or you can install the latest agent on a node manually.

To disable automatic agent installation

1. In the console tree, right-click Operations Manager , and then click Configure—= Server... . The
Server Configuration dialog box appears.

2. Select the Expert Mode check box.

3. Click Namespace , and then click Policy Management and Deployment . A list of values appears.
4. Set the value of Automatic agent upgrade to False.

5. Click OK.

ENOTE:
To re-enable automatic agent upgrade, set Automatic agent upgrade back to True .

Related Topics:

m Deploy deployment package
m Manual agent installation

m Change server configuration values
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Deploy agent hotfixes

HP Software Support may provide you with hotfixes for the HTTPS agent to address specific change requests.
Agent hotfixes normally include several updated files, which you can install on affected agents immediately
(without having to wait for the next version of the agent package to become available).

HPOM provides several tools that enable you to deploy and manage agent hotfixes remotely from the
management server. These tools enable you to perform the following tasks:

Deploy agent hotfixes

List installed agent hotfixes

Remove agent hotfixes

Roll back agent hotfixes

To deploy agent hotfixes

1. Extract the hotfix files to a temporary folder on the management server called c:\temp\hotfix (or, if
necessary, any other temporary folder).

2. Launch the tool Tools —=Hotfix Deployment - HP OvEaAgt —Copy Hotfix .

The tool copies the hotfix files from the temporary folder c:\temp\hotfix to a target folder on the
management server. If you extracted the hotfix files to any other folder, specify the folder in the tool
parameters before you launch the tool.

& NOTE:

The Copy Hotfix tool creates a target folder based on information in the hotfix files. If previous
hotfixes already exist in the target folder, the tool overwrites the files. However, hotfixes are
cumulative, and contain all the fixes for a particular version of the agent.

3. Launch the tool Tools —=Hotfix Deployment - HP OvEaAgt —Select Hotfix . In the Edit
Parameters dialog box, select the nodes or node groups to which you intend to deploy the hotfixes, and
then click Launch... .

The Select Hotfix tool creates a configuration file for each combination of operating system, binary
format, and agent version. If you want to deploy only a subset of available hotfixes, you can edit the
configuration files.

4. Launch the tool Tools —=Hotfix Deployment - HP OvEaAgt —=Deploy Hotfix . In the Edit
Parameters dialog box, select the nodes or node groups to which you want to deploy the hotfixes, and
then click Launch... .

The Deploy Hotfix tool copies the hotfixes to each node and starts an installation script on the node.
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The Tool Status dialog box opens, and shows the results of the hotfix deployment. The following log
files also contain details of the results:

e On the management server:
%0OvAgentDir%\log\Agt_Hotfix_Install.log

e On nodes with a Windows operating system:
%O0vDataDir%\log\hotfix_inst.log

e On nodes with a UNIX or Linux operating system:
/var/opt/0V/l1og/hotfix_inst.log

&) NOTE:
If more recent hotfixes already exist on a node, the tool does not deploy the currently selected
hotfixes to that node.

To list installed agent hotfixes

1. Launch the tool Tools —=Hotfix Deployment - HP OvEaAgt —List Inventory .

2. In the Edit Parameters dialog box, select the nodes or node groups for which you want a list of
installed hotfixes, and then click Launch... . The Tool Status dialog box opens, and shows the
inventory of each node that you selected.

To remove agent hotfixes
You can remove all deployed hotfixes from nodes to restore the agent to the latest installed version.

1. Launch the tool Tools —=Hotfix Deployment - HP OvEaAgt —=Remove Hotfix .

2. In the Edit Parameters dialog box, select the nodes or node groups from which you want to remove the
hotfixes, and then click Launch... . The Tool Status dialog box opens, and shows the results of the
hotfix removal.

To roll back agent hotfixes

You can roll back the most recently deployed hotfixes to restore previously installed hotfixes. If no previous
hotfixes exist on a node, or you have already rolled back to the previous hotfixes, the tool restores the agent
to the latest installed version.

1. Launch the tool Tools —Hotfix Deployment - HP OvEaAgt —Rollback Hotfix .

2. In the Edit Parameters dialog box, select the nodes or node groups on which you want to roll back the
hotfixes, and then click Launch... . The Tool Status dialog box opens, and shows the results of the
hotfix roll back.
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Related Topics:

m Configure tool details
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Start Windows node security setup

Before HPOM for Windows 8.00, to deploy an agent to nodes with the Windows operating system, you had to
add a domain group (called HP-OVE-GROUP by default) to the node's local administrators group. You could
do this manually or using the Windows Node Security Setup dialog box. On the management server , the
policy management and deployment (PMAD) service ran under an account that was a member of this domain
group, and therefore had administrative access the nodes.

HPOM now enables you to install the HTTPS agent using the credentials that you are currently logged in to
Windows with. This is called impersonation, because the PMAD service runs under it's own user account
(called HP-OVE-Deleg-User by default), but uses your credentials to access to the nodes. (This requires that
the PMAD user is trusted for delegation in Active Directory, unless your console runs directly on the
management server.)

Alternatively, you can now also install the HTTPS agent using the credentials of a user who already has
access to the node. For example, you can specify the user name and password of the node’s local
administrator.

Therefore, it is no longer necessary to add a domain group to the node's local administrators group.
Nevertheless, you can still give the PMAD user administrative access to nodes. This may be useful if you
need to install DCE agents on Windows nodes, or so that console users who do not otherwise have
administrative access can install agents.

HPOM enables you to add the PMAD user to the nodes' local administrators group in the following ways:

m Start Windows node security setup for specific nodes

m Start Windows node security setup automatically for new nodes

Alternatively, if you are installing DCE agents on Windows nodes, HPOM starts the Windows node security
setup automatically.

¥ NOTE:

Windows node security setup can add the PMAD user to nodes in the same domain as the user that you
are currently logged in to Windows with. For nodes in untrusted domains or workgroups, you must
manually create the PMAD user in the nodes' local administrators group. The management server uses
pass-through authentication to access these nodes. Therefore, you must ensure that the name and
password of user that you create are identical to those that the PMAD service runs under.

To start Windows node security setup for specific nodes

1. Log in to Windows with an account that has administrative rights on the nodes, and open the console.

2. In the console tree, click Tools —=HP Operations Manager Tools . A list of tools appears in the
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details pane.

3. Right-click Windows Node Security Setup and then click All Tasks —sLaunch Tool... . The Edit
Parameters dialog box opens.

4. Select the check boxes for the nodes and node groups that you want to configure, and then click OK..

The Windows Node Security dialog box opens.

To start Windows node security setup for automatically for new nodes

1. In the console tree, right-click Operations Manager , and then click Configure—sServer... . The
Server Configuration dialog box opens.

2. Select the Expert Mode check box.

3. Click Namespaces , and then click Policy Management and Deployment . A list of values appears.

4. Set the value of Enable the old node security setup dialog for nodes to True . The Windows Node
Security Setup dialog box opens automatically when you install an agent remotely on a Windows node.

The Windows Node Security Setup dialog box displays the following information:

m Node: lists each new or selected node.

m Status: displays a status of failed, succeeded, in progress, or waiting for each node.
m Note: displays a message explaining the reported status.

If the attempt to add the user fails for any node, click the node, and then click Details . An error message
appears, which explains the cause of the failure and suggests actions to correct the problem. Examples of
the problems that can occur are as follows:

® You do not have sufficient rights to add the user. Even if the user already exists on the node, you cannot
detect this without administrative rights on the node.
m The node may not be reachable, because of a problem with the network or operating system.

m The node may not be reachable, because the network properties are incorrectly configured in the Node
Properties dialog box.

Related Topics:

m Install agents remotely
m [nstall agents in trusted domains
m Configure network information for managed nodes
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Manual agent installation

In some situations, you may want to install an agent on a node manually, without using the management
server . For example, you may not be able to install software on a remote system because of security
restrictions like firewalls.

In addition, it is not possible to remotely deploy DCE agents to node that have a UNIX or Linux operating
system. Therefore, the only option is to install agents on these systems manually.

The procedures for manual agent installation are different, depending on whether you want to use the HTTPS
agent or the DCE agent. Although the DCE agent is currently still supported, you are encouraged to use the
HTTPS agent for new nodes.

Related Topics:

m Manual installation of HTTPS agents
m Manual installation of DCE agents
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Manual installation of HTTPS agents

In some situations, you may want to install an HTTPS agent on a system manually, without using the
management server . HTTPS agent installation packages are available, which you can copy or transfer to a
system. You can then start the agent installation locally. You must use the correct installation package for
the node's architecture and operating system. The command ovpmutil enables you to download the correct
installation package. You can also find installation packages in the following folder on the management
server:

%OvShareDir%Packages\HTTPS \

Subfolders below this contain different packages for each supported agent platform. (For up-to-date
information on supported agent platforms, see the support matrix at HP Software Support Online.) The
subfolders below %0vShareDir%Packages\HTTPS \ conform to the following structure:

<os type >\<os vendor >\<os versions >\<agent binary format >\Operations-agent\<agent version >\<os
bit length >\https

D NoTE:

By default %OvShareDir% on the management server is \Documents and Settings\All
Users\Application Data\HP\HP BTO Software\shared\ . An alternative path may have been
configured during installation.

The HTTPS agent packages contain subpackages for all supported locales. This means, for example, that you
can download an agent package from a management server that runs in the English locale, and then install it
on a node that runs in the Japanese locale.

If the node does not exist in the console, or does not have any custom configuration, you can manually
install an agent using the default configuration. Otherwise, if you have already created the node in the
console and configured it, you can copy its profile to the system to use during the installation process. You
can also preinstall HTTPS agents, and then configure and start them at a later time.

When you install an HTTPS agent, the installation creates two main folders on the node (an installation
folder, and a data folder). On new nodes that run a Windows operating system, you can manually install the
HTTPS agent into folders that you specify.

Every node that you manage with an HTTPS agent requires a certificate. If you are manually installing HTTPS
agents, you should also plan certificate deployment before you begin.

Related Topics:

Manually install a default HTTPS agent
Manually install an HTTPS agent with a profile
Preinstall an HTTPS agent

Specify folders for agent installation and data
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m Configuring Certificates
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Manually install a default HTTPS agent

You can install the HTTPS agent software manually, instead of deploying it to the node using the
management server . You can install an HTTPS agent with the default configuration in either of the following
situations:

m the node does not already exist on the management server

m the node already exists on the management server, but has a default configuration

To manually install a default HTTPS agent

1. Log in to the node as a user with administrative rights.

2. Optional. Check that the node meets all prerequisites for the agent.

3. Copy the HTTPS agent installation packages into a temporary directory on the node. The agent
packages are available on the management server. Different packages are available to support
different platforms. You can obtain the correct package using the command ovpmutil on the

management server.

If the node already exists on the management server, and the node's system properties are correct,
use the following parameters:

ovpmutil dnl pkg Operations-agent [<package version >] [/d <target directory >] /pnn
<primary node name >

Otherwise, you must specify the system properties on the command line, using the following
parameters:

ovpmutil dnl pkg Operations-agent [<package version >] [/d <target directory >] /ost <OS
type > /osv <OS version > /abf <agent binary format >

The package version and target directory parameters are optional:

<package version >
Specify the version of the agent package that you want to download.

/d <target directory >
Specify the directory to which you want to download the agent package. If you omit this
parameter, the command downloads the packages to the current directory.

For example:
ovpmutil dnl pkg Operations-agent /pnn nodel.example.com
ovpmutil dnl pkg Operations-agent 8.50.10 /d c:\temp /ost Solaris /osv 9 /abf SPARC
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D 1Ip:
To check which agent packages are available, and find values for the package version, OS type, OS

version, and agent binary format parameters, view the deployment packages report. In the console
tree, right-click Deployment packages , and then click View— Package details .

4. Open a command prompt and navigate to the temporary directory that you copied the installation
packages into. The directory contains opc_inst , which you use to start the installation.

e On Windows operating systems:

cscript opc_inst.vbs -srv <management_server_host_name > -cert_srv
<certificate_server_host_name >

e On UNIX and Linux operating systems:
i. Add permission to execute opc_inst (for example, using the command chmod u+x opc_inst ).

ii. ./opc_inst -srv <management_server_host_name > -cert_srv
<certificate_server_host_name >

This installs the agent software and sends a certificate request to the certificate server that you

specify. If it does not already exist, you must configure the node in the console and ensure that the
node receives a certificate.

Related Topics:

m Configure managed nodes
m Configuring Certificates
m ovoregcheckagt
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Manually install an HTTPS agent with a profile

If you need to manually install an HTTPS agent with a custom configuration, you can create an agent profile.
An agent profile contains a list of settings for an agent on a specific node . For example, you can use an
agent profile to configure the communication ports and certificate handling for a node.

To manually install an HTTPS agent with a profile

1. Create an HTTPS node using the console, but do not deploy the agent packages to the node.

2. Open a command prompt and use the following command to generate an agent profile for the node:

ovpmutil dnl prf [/d <target directory >] [/fqdn <fully qualified domain name >] | [Zip <ip
address >] | [/nodeid <objectid >]

If you omit the /d option, the command downloads the packages to the current directory. You only
need to specify one of the command line options /fqdn, Zip, or /nodeid . The command generates a
file on the management server with a name in the format <node=>.profile , where <node> matches
the command line option you choose.

For example, the following command generates the profile for a node with the host name
nodel00.example.com and saves it in on the management server in the file
c:\temp\nodel00.example.com._profile

ovpmutil dnl prf /d c:\temp /fqdn nodel00.example.com

3. The profile contains a list of settings for the node. If the file
%OvShareDir%conf\PMAD\agent_install_defaults.cfg exists, the profile includes defaults from this

file. If necessary, edit the profile with a text editor. You can specify default values for any attributes
that you would otherwise set using ovconfchg on the node.

4. Log in to the node as a user with administrative rights.
5. Optional. Check that the node meets all prerequisites for the agent.

6. Create a temporary folder on the node, and then copy the profile file from the management server to
this temporary folder.

7. Copy the HTTPS agent installation packages into a temporary directory on the node. The agent
packages are available on the management server. Different packages are available to support
different platforms. You can obtain the correct package using the command ovpmutil on the
management server.

If the node already exists on the management server, and the node's system properties are correct,
use the following parameters:
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ovpmutil dnl pkg Operations-agent [<package version >] [/d <target directory >] /pnn
<primary node name >

Otherwise, you must specify the system properties on the command line, using the following
parameters:

ovpmutil dnl pkg Operations-agent [<package version >] [/d <target directory >] /ost <OS
type > /osv <OS version > /abf <agent binary format >

The package version and target directory are optional:

<package version >
Specify the version of the agent package that you want to download.

/d <target directory >
Specify the directory to which you want to download the agent package. If you omit this option,
the command downloads the packages to the current directory.

For example:
ovpmutil dnl pkg Operations-agent /pnn nodel.example.com
ovpmutil dnl pkg Operations-agent 8.50.10 /d c:\temp /ost Solaris /osv 9 /abf SPARC

& Tip:

To check which agent packages are available, and find values for the package version, OS type, OS
version, and agent binary format parameters, view the deployment packages report. In the console
tree, right-click Deployment packages , and then click View— Package details .

8. Open a command prompt and navigate to the temporary directory that contains the installation
packages and agent profile. The directory contains opc_inst , which you use to start the installation as

follows:
e On Windows operating systems:

cscript opc_inst.vbs -configure <profile_filename >
e On UNIX and Linux operating systems:

i. Add permission to execute opc_inst (for example, using the command chmod u+x opc_inst ).

ii. ./opc_inst -configure <profile_filename >

This installs the agent and starts it with the configuration settings from the profile. You must ensure
that the node receives a certificate.

Related Topics:

Configure managed nodes

Configure HTTPS agent installation defaults
ovoreqgcheckagt

Configuring Certificates
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Preinstall an HTTPS agent

You can preinstall the HTTPS agent software on a system without configuring or starting the agent. You then
can start the agent at a later date, using either the default configuration or a custom configuration.

To preinstall an HTTPS agent

1. Log in to the node as a user with administrative rights.

2. Optional. Check that the node meets all prerequisites for the agent.

3. Copy the HTTPS agent installation packages into a temporary directory on the node. The agent
packages are available on the management server . Different packages are available to support
different platforms. You can obtain the correct package using the command ovpmutil on the
management server.

If the node already exists on the management server, and the node's system properties are correct,
use the following parameters:

ovpmutil dnl pkg Operations-agent [<package version >] [/d <target directory >] /pnn
<primary node name >

Otherwise, you must specify the system properties on the command line, using the following
parameters:

ovpmutil dnl pkg Operations-agent [<package version >] [/d <target directory >] /ost <OS
type > /osv <OS version > /abf <agent binary format >

The package version and target directory parameters are optional:

<package version >
Specify the version of the agent package that you want to download.

/d <target directory >
Specify the directory to which you want to download the agent package. If you omit this
parameter, the command downloads the packages to the current directory.

For example:
ovpmutil dnl pkg Operations-agent /pnn nodel.example.com
ovpmutil dnl pkg Operations-agent 8.50.10 /d c:\temp /ost Solaris /osv 9 /abf SPARC

Y Tip:

To check which agent packages are available, and find values for the package version, OS type, OS
version, and agent binary format parameters, view the deployment packages report. In the console
tree, right-click Deployment packages , and then click View— Package details .
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4. Open a command prompt and navigate to the temporary directory that contains the installation
packages. The directory contains opc_inst , which you use to start the installation as follows:

e On Windows operating systems type cscript opc_inst.vbs -no_start and then press Enter .

e On UNIX and Linux operating systems:

i. Add permission to execute opc_inst (for example, using the command chmod u+x opc_inst ).

ii. Type ./opc_inst -no_start and then press Enter .

To start a preinstalled HTTPS agent with the default configuration

Open a command prompt on the node and navigate to the directory %OvIinstal IDir%bin\OpC\install . The
directory contains opcactivate , which you use to start the agent as follows:

m On Windows operating systems:
cscript opcactivate.vbs -srv <management_server_host_name > -cert_srv
<certificate_server_host_name >

m On UNIX and Linux operating systems:
_/opcactivate -srv <management_server_host_name > -cert_srv <certificate_server_host_name
>

This starts the agent and sends a certificate request to the certificate server that you specify. If it does not
already exist, you must create the node in the console and ensure that the node receives a certificate.

To start a preinstalled HTTPS agent with a custom configuration

1. Create the profile on the management server and copy it to the node.

a. Open a command prompt on the management server and use the following command to
generate an agent profile for the node:

ovpmutil dnl prf [/d <target directory >] [/fqgdn <fully qualified domain name >] | [Zip
<ip address >] | [/nodeid <objectid >]

You only need to specify one of the command line options /fgdn, Zip, or /nodeid . The
command generates a file with a name in the format <node=>.profile , where <node> matches
the command line option you choose.

For example, the following command generates the profile for a node with the host name
nodel00.example.com and saves it in the file c:\temp\nodel00.example.com.profile

ovpmutil dnl prf /d c:\temp /fqdn nodel00.example.com

b. The profile contains a list of settings for the node. If the file
%OvShareDir%conf\PMAD\agent_install_defaults.cfg exists, the profile includes defaults from
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this file. If necessary, edit the profile with a text editor. You can specify default values for any
attributes that you would otherwise set using ovconfchg on the node.

2. Open a command prompt on the node and navigate to the directory <install_dir

>\bin\OpC\install . The directory contains opcactivate , which you use to start the agent as
follows:

e On Windows operating systems:
cscript opcactivate.vbs -configure <profile_filename >

e On UNIX and Linux operating systems:
./opcactivate -configure <profile_filename >

This starts the agent with the configuration settings from the profile. You must ensure that the node
receives a certificate.

Related Topics:

m Configure managed nodes
m ovoregcheckagt
m Configuring Certificates
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Specify folders for manual agent installation

When you install an HTTPS agent, the installation creates two main folders on the node :

m [nstallation folder
This folder contains the agent software (for example, the executable files that collect data, discover
services, and monitor events).

m Data folder
This folder contains the data that the agent receives and creates (for example, policies, instrumentation,
and performance data).

The following table lists the default installation and data folders for the HTTPS agent, which vary according to
the node's operating system.

Operating system Installation folder Data folder
W!ndows S(.arver 2008 %Al lUsersProfile%\HP\HP BTO Software
Windows Vista

%ProgramFiles%\HP\HP BTO Software\
Windows Server 2003 %Al lUsersProfile%\Application
Windows XP Data\HP\HP BTO Software
HP-UX
Solaris /opt/0V/ /var/opt/0Vv/
Linux
AlX /usr/lpp/ /var/opt/0Vv/
Tru64 /usr/opt/0Vv/ /usr/var/opt/0V/

On new nodes that run a Windows operating system, you can install the HTTPS agent into different folders. It
is not possible to specify different folders in any other scenario:

m Remote or manual agent installations on UNIX and Linux nodes always use the default folders.

m Upgrades of existing HTTPS agents always use the same folders as the existing agent.

¥ NOTE:
To specify a different data folder on Windows nodes you need HTTPS agent version 8.53 or higher. If
necessary, download the latest agent patch from the HP Software Support web site.

To specify agent installation and data folders
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1. Prepare the manual agent installation as described in one of the following topics, but do not start the
installation script:

e Manually install a default HTTPS agent
e Manually install an HTTPS agent with a profile
e Preinstall an HTTPS agent

2. Open a command prompt and navigate to the temporary folder that contains the installation packages.
The folder contains opc_inst.vbs , which you use to start the installation as follows:

o Default HTTPS agent :
cscript opc_inst.vbs -srv <management_server_host_name > -cert_srv
<certificate_server_host_name > -inst_dir <installation_folder > -data_dir
<data_folder >

e HTTPS agent with a profile:
cscript opc_inst.vbs -configure <profile_filename > -inst_dir <installation_folder >
-data_dir <data_folder >

e HTTPS agent preinstallation:
cscript opc_inst.vbs -no_start -inst_dir <installation_folder > -data_dir
<data_ folder >

The script installs the agent into the installation and data folders that you specify. If you preinstall an
agent, you must later start the agent. In all cases, you must ensure that the node receives a
certificate.

NOTE:
The command-line options are available for manual agent installations only. To specify folders for remote
agent installations, see Specify folders for remote agent installation .

Related Topics:

m Configuring Certificates
m Environment variables

© Copyright 1999 - 2009 Hewlett-Packard Development Company, L.P. Page 278



HP Operations Manager for Windows 8.16 Online Help

Manual installation of DCE agents

Before HPOM for Windows 8.00, management servers and agents communicated using DCE/RPC. HPOM 8.10
includes an agent that communicates using HTTPS. Although the DCE agent is currently still supported, you
are encouraged to use the HTTPS agent for new nodes.

However, in some situations, you may want to install a DCE agent on a system. You can deploy DCE agents
from the management server , or manually, without using the management server.

DCE agent installation packages are available, which you can copy or transfer to a system. You can then
start the agent installation locally. The DCE agent packages are available on the management server in the
folder %OvShareDir%Packages\ . This folder contains subfolders for the supported operating systems and
node architectures. You must copy the correct installation package for the node's operating system and
architecture.

&) NOTE:

By default %OvShareDir% on the management server is \Documents and Settings\All
Users\Application Data\HP\HP BTO Software\shared\ . An alternative path may have been
configured during installation.

For up-to-date information on supported agent platforms, see the support matrix at HP Software Support
Online.

The instructions for deploying DCE agents manually are provided in read-me files with the installation
packages. You can copy these along with the package to the node for reference when performing the
installation. The files are also available here:

Read-me file for DCE agents on Windows
m Read-me file for DCE agents on HP-UX

m Read-me file for DCE agents on Linux

m Read-me file for DCE agents on OpenVMS
m Read-me file for DCE agents on Solaris

m Read-me file for DCE agents on Tru64
Related Topics:

m Manual installation of HTTPS agents
m Remote agent installation
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Read-me File for HP Operations DCE Agents on Windows
Revised March 2008

Contents

m Supported Platforms
m Hardware Requirements

m Software Requirements

e Restrictions if the Default Local System Account is Not Used
e SNMP Requirements for all Windows Managed Nodes
e Windows 2000 Managed Node Software
e Windows XP Managed Node Software
¢ Windows Server 2003 Managed Node Software
m Agent Software Directories

m Agent Installation Procedure

e Installation Types

¢ Installing the Agent

e Performing an Unattended (Silent Mode) Installation
e Install the Agent Using a Third-Party Tool

m Operating the Agent

¢ Managing a Windows Node With a Manually Installed Agent

e Managing a Non-English Windows Node

Supported Platforms

Platform support information changes regularly. For up-to-date information, see the support matrix at HP
Software Support Online.

Hardware Requirements

Before installing the agent on a supported Windows system, make sure that the system meets the following
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hardware requirements:

m Agent Processes - At least 15 MB memory for agent processes.

m Local Drive - 40 MB hard disk space required for installation.

NOTE:

Up to 40MB may be required for the performance database, depending on the configured collections.
The actual disk space used depends on which packages and policies are installed on the managed
node and the amount of performance data collected.

Software Requirements

The following section contains requirements for Windows managed nodes Windows 2000, XP, Windows
Server 2003, and Novell NetWare.

You can run without NetBIOS as part of your Windows 2000 and XP managed node networking environments
as long as Active Directory Service (ADS) client software is installed.

Running the management server in a Microsoft Cluster HA package is possible. You should note the following
requirements and limitations when installing on a node in a cluster:
m Management server software runs only on that node.

m Management server software cannot be run as an HA package; it cannot switch to another cluster system.
Restrictions if the Default Local System Account is Not Used

Observe the following restrictions if you are installing to an Active Directory domain controller. If your agent
is running under the Local System account, you can disregard these instructions.

If you want to install agents on Active Directory domain controllers (DC) and if you cannot use the default
Local System account (your agent is running as an HP ITO account) follow the sequence described:

1. Install the agent software on the Active Directory DC with the Primary Domain Controller (PDC)
emulator FSMO role before you attempt to install the agent on any additional DC.

2. Wait for the Active Directory domain controller account information to be replicated to the other DCs.
It may take some time for the account information to be published to the other DCs. The installation of
the agent software will only succeed if the account information has been replicated.

3. Install the agent software on the domain controllers.

SNMP Requirements for all Windows Managed Nodes
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All Windows managed nodes must meet these SNMP requirements to collect SNMP events and discover node
properties:
m SNMP service must be installed and running.

m Must have at least READ_ONLY access to the community name public (For further details, refer to the
section System types in the online help.)

m Option Accept SNMP packets from any host enabled.
Windows 2000 Managed Node Software

Windows 2000 Professional, Server Edition, Advanced Server Edition or Data Center Edition, Service Pack 1,
2, 3, and 4. Windows 2000 without any service packs is not supported.

Recommended: Windows 2000 SP4.

Microsoft recommends that users accept all critical updates from Windows Update, available from the top of
your Start menu. Click Windows Update to reach the Microsoft Windows Update web page, where you can
scan for recent updates of critical and lesser severity. A list of critical updates is returned and you can select
those you want to download. HP Operations Manager for the Windows operating system was tested with
Microsoft's critical updates.

Windows XP Managed Node Software

Microsoft recommends that users accept all critical updates from Windows Update, available from the Admin
dialog. Select All Programs -> Windows Update to reach the Microsoft Windows Update web page, where you
can scan for recent updates of critical and lesser severity. A list of critical updates is returned and you can
select those you want to download. HPOM for Windows was tested with Microsoft's critical updates.

Windows Server 2003 Managed Node Software

All Windows Server 2003 managed nodes must meet the requirements for the SNMP service for all Windows
managed nodes, as described above.

Microsoft recommends that users accept all critical updates from Windows Update, available from the Admin
dialog.

To reach the Microsoft Windows Update web page, where you can scan for recent updates of critical and
lesser severity, select:

All Programs -> Windows Update

A list of critical updates is returned and you can select those you want to download. HPOM for Windows was
tested with Microsoft's critical updates.

Agent Software Directories
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HPOM for Windows provides a set of binary files for Windows managed nodes, located in the following
directory on the management server.

%OvShareDir%\Packages\Windows\Windows_manual\<language>
For example:

C:\Documents and Settings\All Users\Application Data\HP\HP BTO
Software\shared\Packages\Windows\Windows_manual\en

NOTE:

To manually install the agent on a non-English language system, use the Japanese language version of
the agent for Japanese systems, and the English language version for all other languages (for example,
Spanish, Korean, or Chinese).

Agent Installation Procedure

Although the agent is usually installed using the management server console, there are some circumstances
when installing the agent manually on the Windows node is advantageous or essential, for example:

m When there is no network connection available between the management server and the managed node
system.

m Preinstalling agents if you prepare many computers at a central location.

m Installing the agent on a computer behind a firewall.
The HPOM package is a mechanism for deploying an agent without using an HPOM management server.

This installation installs the agent and the configfile policy type (which is used by some Smart Plug-ins).

Installation Types

= New
A first time install. No previous manual agent package is installed on the target machine.
m Maintenance

Reinvoking the install program for a manual agent package that is already installed places the installer in
"maintenance mode". In this mode, three operations are available (as selected in the maintenance mode
screen displayed when the install program starts). These modes are:

¢ Modify - used to reconfigure the agent. The management server host name and agent service account
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can be changed.

e Repair - reinstalls the manual agent package using the existing configuration. Useful if you suspect
that a file is missing or damaged.

e Remove - uninstalls the manual agent package.

Maintenance mode is invoked by either rerunning setup.exe or selecting the Change button for the
manual agent in Add/Remove Programs.

m Upgrade

Similar to a Modify install, except that existing agent data is preserved during the upgrade process.
During installation, the install program determines automatically if an upgrade is needed.

NOTE:
You can deploy, remove, or reinstall packages on a node from the console with the credentials that you

log into the console with.

Alternatively, if the console users do not have permission to add and remove programs on the managed
node, you can add the policy management and deployment (PMAD) user to the local administrators
group. By default, in an Active Directory environment, the management server installation creates the
PMAD user with the name HP-OVE-Deleg-User (but the administrator who installs the management
server can specify a different user name).

You can add the PMAD user to the local administrators group using Computer Management in Windows.
Alternatively, you can start the Windows Node Security Setup on the management server. Log in to the
management server as a user with administrative rights on the node (for example, a member of the
domain administrators group) and then start OveConfig.exe from a command prompt:

<installation directory >\bin\OveConfig.exe <management server host name > <unique ID of
node >

To copy the unique ID of a node:

1. Right-click the node in the console tree, and then click Properties .
2. In the General tab, select the value of Unique ID , including the braces ({}).

3. Right-click the selected ID, and then click Copy .

Installing the Agent

1. Check to ensure that the managed node meets all hardware and software requirements specified
above. Update the node as necessary before continuing.

NOTE:
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Prerequisites can be checked automatically with the ovoreqcheckagt tool, with the command:
Windows_manual\<language>\ovoreqcheckagt.exe
For detailed information about the ovoreqcheckagt tool, refer to the HPOM for Windows online
help.
2. On the management server, go to the directory:
%O0vShareDir%\Packages\Windows\Windows_manual\<language>
Copy the directory to your managed node system or to some portable media.

3. On the node, start setup.exe .

4. In the Destination Folders screen you can use the default destination folder or select a destination
folder where you want to install the agent. The destination location you select here will be used as the
default folder for other HP BTO Software products and once set cannot be changed without first
uninstalling all HP BTO Software products using it. This includes the agent.

The default destination folders are:
<ProgramFilesFolder >\HP OpenView\
and

<ProgramFilesFolder >\HP OpenView\Data

where <ProgramFilesFolder > is the default program files parent folder on the target machine.

5. In the Agent Configuration screen, set the host name of the agent’'s management server and the
name of the account that the agent service will use.

In Hostname , type the fully qualified name of the management server that you want to manage this
node, for example, "potato.veg.com"”.

In the Run Agent service as radio group, select either HP 1TO Account or LocalSystem .

In previous releases, the two local user accounts (HP ITO Account and opc_op account) were created
on the node and random passwords were generated. Since the OVO for Windows 7.20 release, the HP
ITO Account and opc_op account are no longer created on the node. Instead, the Local System account
is used as the default.

If you are upgrading from a previous release that used the HP ITO Account, you can continue to use
this account. Upgrades keep the existing user on the node. See the HP Operations Manager for
Windows Installation Guide for further details on the HP ITO Account and Local System accounts.

NOTE:
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After the agent is installed, you can change the management server host name and agent service
account by invoking Modify mode (see Installation Types ).

6. Click Install to begin the installation.

7. Check the status of the completed installation operation by viewing the install log file. Log files reside
in <TempFolder > (where <TempFolder > is the name of the target machine's "temp" folder. This is
typically:

C:\Temp or C:\Documents and Settings\<user name >\Local Settings\Temp

A log file is created for every install operation (see Installation Types below) using the following
naming rules:

e AgentinstallResults.txt - new, modify, and repair installations

o AgentUninstallResults.txt - uninstallations

e AgentUpgradeResults.txt - upgrade installations

Any previous log file is saved by appending a number to its file name before the new log file is created.
8. If you want to check to see if the agent is running, open a command shell and enter:

opcagt -status
To restart the agent, enter:

opcagt -start
Performing An Unattended (Silent Mode) Installation

You can install agents in unattended mode by using a configuration file and some command line parameters.
In addition, you can use the configuration file in an interactive installation to offer different default values in

the install wizard. In the configuration file you can specify all the configuration values that you can specify
during an interactive install.

The default configuration file is named AgentConfig.ini and resides in the same location as the installation
files. The installation uses this file automatically. You can also specify an alternative configuration file on the
install command line (see below). For instructions on how to edit configuration parameters read the
information contained in the AgentConfig.ini file.

There are three methods for launching an unattended install:
m setup.exe

® msiexec.exe

m the MSI file (using the .msi default action)
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Command Line Options
m /qr - runs the install in "reduced"” Ul mode. No user input needed. Only modeless status dialogs are
displayed.

m /qb - runs in install in "basic" Ul mode. Similar to reduced mode, but adding a "+" to the option (/gb+)
displays a modal dialog at the end of the installation session.

m /qgn - runs the install with no visual indicators. Adding a "+" to the option (/gn+) displays a modal dialog
at the end of the installation session.

m CONFIGFILE=<config filename >
- use to specify a configuration file other than the default. <config filename > is the fully qualified name of
the configuration file.

Unattended Install Examples

= Run an install completely silently. This example shows all three launch methods.
setup.exe /v'/qn"’
or
"HP Operations Manager Manual Agent.msi' /qgn
or

msiexec.exe /1 "HP Operations Manager Manual Agent.msi" /gn

m Run an install completely silently, and display a modal dialog signifying that the installation is complete.

setup.exe /v'/qn+"

m Run an install showing a progress dialog, and display a modal dialog signifying that the installation is
complete.

setup.exe /v''/qb+"
m Run a completely silent install and use the custom configuration file ""'c:\temp\myconfig.ini".

setup.exe /v"/qn CONFIGFILE=c:\temp\myconfig.ini"

Install the Agent Using a Third-Party Tool

It is possible to use the third-party tool Netlnstall to perform the manual installation of the Windows agent.
If you own the Netlnstall software (which is not provided with HPOM for Windows) you can use it to install
the Windows agent providing you meet the preconditions described below and the correct patches are
applied.
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If you do not want to accept the defaults in the AgentConfig.ini file, you need to change the file in these
areas: (You must at least modify the management server host name section.)
m Installation program location: Enter the desired install directory name and path.

m Management server host name: Specify the management server you want to use. (Starts out blank, so
must be modified.)

m Installation data location : Specify the data directory to use.

You will find the AgentConfig.ini file with the rest of the agent package in the following folder on the
management server:

%OvShareDir%\Packages\Windows\Windows_manual\en

To use NetInstall to manually install the Windows agent, follow these steps:

1. Change a copy of the AgentConfig.ini file.

2. Follow the Netlnstall Guide instructions on setting up the HP Operations Manager Manual Agent.msi
file.

3. Refer to the Netlnstall documentation for further instructions to configure and deploy the manual agent
installation.

Operating the Agent

When the computer is connected to the network, it will begin to broadcast its presence to the management
server. Use the procedure below to begin to manage the node.

Managing A Windows Node With A Manually Installed Agent
To manage a Windows node with a manually installed agent, complete the following steps:
1. In the console tree, right-click a node and select Configure Nodes . The Configure Managed Nodes

window opens.

2. In the Configure Managed Nodes window, expand the Unmanaged Nodes with Agents folder and
locate the node that you manually added.

3. Click the node in the Unmanaged Nodes with Agents folder, drag it to the Nodes folder, and drop it
into the chosen folder.

4. Select OK.

5. In the console tree, right-click the new node and select: All Tasks -> Synchronize inventory ->
Packages . This updates the package inventory to reflect the version of the agent.

6. Optional . Start the Windows Node Security Setup, (see above).
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Managing A Non-English Windows Node

After performing the installation procedure above, you need to indicate the character set that the node is
using by adding an entry to the nodeinfo file on the node.

1. Open the file %ovagentdir%\conf\opc\nodeinfo in a text editor.

2. Add the line:
OPC_NODE_CHARSET <character set >

Where <character set > is one of the following:

e Traditional Chinese: big5

e Simplified Chinese: gh2312

e Japanese: sjis or acp932

e Korean: eucKkR

e Central European languages, for example Czech: acp1250
e Cyrillic: acp1251

e Hebrew: acpl1255

e Others: utf8 or ascii

If you use utf8 or ascii as codeset in the nodeinfo file, the data is not converted but is sent "as is" to
the management server. Therefore the data must be in a codeset the management server can handle.

With OVO for UNIX, the management server cannot communicate with a managed node that uses the
codeset utf8. If the managed node reports to both an HPOM for Windows and an OVO for UNIX
management server, use ascii instead of utf3.

NOTE:
If for some reason the node does not appear under unmanaged nodes, you can add it as if it were a new

node.

Copyright 2001-2008 Hewlett-Packard Development Company, L.P.

The information contained herein is subject to change without notice. The only warranties for HP products
and services are set forth in the express warranty statements accompanying such products and services.
Nothing herein should be construed as constituting an additional warranty. HP shall not be liable for technical
or editorial errors or omissions contained herein.

Microsoft and Windows are U.S. registered trademarks of Microsoft Corporation.
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UNIX is a registered trademark of The Open Group.
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Read-me File for HP Operations DCE Agents on HP-UX
Revised August 2007

Contents

m Supported Platforms
m Hardware Requirements

m Patches and Software Requirements

e HP-UX 11.11 Patches

e Important Kernel Parameters

e General Software Requirements
m Agent Software Directories

m Agent Installation Procedure

Supported Platforms

Platform support information changes regularly. For up-to-date information, see the support matrix at HP
Software Support Online.

Hardware Requirements

Before installing the DCE agent on a supported HP-UX system, make sure that the system meets the
following hardware requirements:

m Disk Space - 45 MB (plus 45 MB required temporarily during software installation).
m Additional swap space - None

m Additional RAM - None
Patches and Software Requirements

HP-UX 11.11 Patches

On systems with the HP-UX 11.11 operating system, make sure that the system has the following software:
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m Patches

PHCO_24402 | libc cumulative header file patch

PHCO_26124 libc cumulative patch

PHNE_25625 | ONC/NFS General Release/Performance Patch

PHSS_24638 | HP aC++_AA runtime libraries (aCC A.03.33)

PHNE_31247  Cumulative ARPA Transport patch

m Required dependencies

PHCO_24777 | mountall cumulative patch

Important Kernel Parameters

The following table gives values for kernel parameters on HP-UX managed nodes.

Parameter Description Minimum Value
nfile Maximum number of open files | 20 (see note )
semmns Required semaphores 20

shmmax Maximum shared memory None required
msgmni Message queues None required
nflocks File locks 10

NOTE:

The nfile number depends on several factors. Normally a value of 20 per process is sufficient. However,
the more lodfiles that are configured for the logfile encapsulator, the more file descriptors are needed.
Normally, one logfile requires one file descriptor. Any actions that result in processes being started on
the managed node need additional file descriptors.

General Software Requirements

Before installing the DCE agent, be sure the following software is installed on the supported HP-UX 11.x
systems that you want to manage.

m Operating System

Any required patches listed above.
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m Kernel or System Parameters

As listed above. You can verify and change the system parameters using the SAM tool. If monitoring
performance metrics with the embedded performance component, increase the value of the kernel
parameter max_thread_proc to at least (Number_of_Policies x 2).

m Internet Services
SD package: InternetSrvcs.INETSRVCS-RUN
= LAN/9000
SD package: Networking.NET-RUN
m SNMP Agent for MIB Monitoring
SD Package for HP-UX 11.x and higher: OVSNMPAgent

m Native Language Support (NLS) Package

SD package: OS-Core.NLS-AUX

Agent Software Directories

HPOM for Windows provides sets of binary files for HP-UX managed nodes, located in the directories shown
below (one for directory for PA-RISC platforms and the other for Itanium 1A64, native 32-bit mode).

m PA-RISC

%OvShareDir%\Packages\HPUX\11PA
For example:
C:\Documents and Settings\All Users\Application Data\HP\HP BTO
Software\shared\Packages\HPUX\11PA

m [tanium IA64, native 32-bit mode
%OvShareDir%\shared\Packages\HPUX\111A
For example:

C:\Documents and Settings\All Users\Application Data\HP\HP BTO
Software\shared\Packages\HPUX\111A

Agent Installation Procedure

The DCE agent can be installed on computers running HP-UX using the procedure below.
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NOTE:

If the installed agent is from OVO for UNIX version 7.0 or greater, and you only want to receive
messages from, and carry out actions on the managed node (that is, you don't want to deploy policies on
the node), you can achieve this without reinstalling the agent. See the online help topic Communicate
with nodes installed by OVO for UNIX for more information.

1. Ensure that you are logged in as a user with appropriate administrative rights.

2. Uninstall any existing OVO for UNIX agent software:

swremove ITOAgent

NOTE:

If you are installing a newer agent version than one already installed, uninstalling of the existing
agent is optional. If you uninstall the agent software, all configuration and performance data are
lost. If you prefer, you can upgrade the agent without first uninstalling the earlier software version.
This preserves configuration and performance data on the node.

3. Copy the files opc_pkg.Z , comm_pkg.Z , perf_pkg.Z , svcdisc_pkg.Z , opc_inst , ovoreqcheckagt,
ovoreqcheckagt.awk , and ovoreqcheck.cfg from the management server to the /tmp directory on
the computer to be managed. These files are located in: %OvShareDir%\Packages\<supported
operating system>\<supported version>\<supported version> directory exists only if different

versions have different packages.

NOTE:
If you use ftp to copy the files, remember to use binary mode.

4. Make the opc_inst and ovoreqcheckagt scripts executable with the commands:
chmod +x /tmp/opc_inst
chmod +x /tmp/ovoreqcheckagt

5. Check to ensure that the managed node meets all hardware and software requirements. Update the
node as necessary before continuing.

NOTE:
Prerequisites can be checked automatically with the ovoreqcheckagt tool, with the command:

/tmp/ovoreqcheckagt -det -agt_comm_type DCE -agt _bin_format [IPF32 | PA-RISC]

For detailed information about the ovoreqcheckagt tool, refer to the HPOM for Windows online help.
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6. Install the agent using the command:

/tmp/opc_inst

NOTE:

If you install a newer agent version over one already installed, you must stop the agent with the

command:

opcagt -kill

before starting the install script opc_inst .

7. Start the agent with the command:

/opt/0V/bin/OpC/install/opcactivate -s <VP_mgt_server> -cs <server_codeset> -cn

<agent_codeset> -sv

NOTE:

The server and agent code set on an English system is usually iso88591.

For non-English nodes reporting to an HPOM for Windows management server, set <server_codeset>
to utf8, and set the <agent_codeset> to one of the following:

Language nodeinfo value | Agent locale
Traditional Chinese big5 zh_TW.big5
Simplified Chinese gh2312 zh_CH.hp15CN
Japanese - SJIS sjis ja_JP.SJIS
Japanese - EUC euc ja_JP.eucJP
Korean euckR ko_KR.eucKR
Central European languages, for example Czech | iso88592 cs_CZ.iso88592
Cyrillic iso88595 ru_RU.iso88595
Hebrew iso88598 iw_IL.iso88598
Others utf8 or ascii C

If you use utf8 or ascii as codeset in the nodeinfo file, the data is not converted but is sent "as is" to
the management server. Therefore the data must be in a codeset the management server can handle.

An OVO for UNIX management server cannot communicate with a managed node that uses the codeset
utf8. If the managed node reports to both an HPOM for Windows and an OVO for UNIX management

server, use ascii instead of utf8.
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8. Add the node to the HPOM console.

9. To synchronize the package inventory on the management server so that it includes the agent
package, right-click the node in the console tree, and then click All Tasks -> Synchronize inventory
-> Packages .

10. Deploy instrumentation to the node.

Copyright 2001-2007 Hewlett-Packard Development Company, L.P.

The information contained herein is subject to change without notice. The only warranties for HP products
and services are set forth in the express warranty statements accompanying such products and services.
Nothing herein should be construed as constituting an additional warranty. HP shall not be liable for technical
or editorial errors or omissions contained herein.

Microsoft and Windows are U.S. registered trademarks of Microsoft Corporation.
UNIX is a registered trademark of The Open Group.
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Read-me File for HP Operations DCE Agents on Linux
Revised January 2007

Contents

m Supported Platforms
m Hardware Requirements

m Patches and Software Requirements

e Important Kernel Features
e General Software Requirements
m Agent Software Directories

m Agent Installation Procedure

Supported Platforms

Platform support information changes regularly. For up-to-date information, see the support matrix at HP
Software Support Online.

Hardware Requirements

Before installing an agent on a supported Linux system, make sure that the system meets the following
hardware requirements:

m Disk Space - 70 MB (plus 70 MB required temporarily during software installation).

NOTE:
The agent must be installed on a second extended (ext2) file system.

m Additional swap space - None

m Additional RAM - 20 MB
Patches and Software Requirements

Important Kernel Features

© Copyright 1999 - 2009 Hewlett-Packard Development Company, L.P. Page 297



HP Operations Manager for Windows 8.16 Online Help

The following kernel features must be enabled:

CONFIG_NET Networking support

CONFIG_BINFMT_ELF Kernel support for ELF binaries

CONFIG_SYSVIPC System V IPC

CONFIG_INET TCP/IP networking

CONFIG_NETDEVICES Network devices support

CONFIG_EXT2_FS or Second extended file system support or Reiser file system
CONFIG_REISERFS_FS support

CONFIG_PROC_FS Proc file system support

General Software Requirements

Use the following command to obtain a list of installed packages and the architecture of those packages:

rpm -qa --qf "%{NAME} %{VERSION} %{RELEASE} %{ARCH}\n "

The following packages must be installed:

m All Linux distributions

e bash

e gawk

e DCE RPC - Delivered with the agent packages.
= RHEL 3

uname -a = i686:
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Name Version Release Arch
bash 2.05b >=29.0.3 i386
gawk 3.1.1 >=9 i386
glibc 2.3.2 >= 95.30 i686
compat-libstdc++ | 7.3 >=2.96.128 | i386
rpm 4.2.3 >= 13 i386
rpm-libs 4.2.3 >=13 i386

Due to a bug in the "rpm" and "rpm-libs" in v4.2.2 (corruption of the RPM database when you install OPC
packages) you have to upgrade to v4.2.3 (Taroon Update 4)

uname -m = iab4:

Installation of i386 rpm on ia64 fails. In the file Zetc/rpm/macros , add the line : %_autorelocate_path
/emul/i1a32-1inux (Bugzilla Bug 137452)

Name Version Release Arch
bash 2.05b >=41.4 ia64
gawk 3.11 >=9 ia64
glibc 2.3.2 >= 95.37 ia64
rpm 4.2.3 >= 13 or 24_nonptl | ia64
rpm-libs 4.2.3 >= 13 or 24_nonptl | ia64
ia32el 1.3 >=1.EL3 ia64
compat-libstdc++ | 7.3 >= 2.96.128 i386
glibc 2.3.2 >= 95.37 i686
redhat-Isb 1.3 >= 3.1.EL3 i386

uname -m = x86_64:
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Name Version Release Arch
bash 2.05b >=29.0.30r41.4 | x86_64
gawk 3.1.1 >=9 x86_64
glibc 2.3.2 >=95.27 or 95.33 | x86_64
rpm 4.2.3 >= 10 or 21_nonptl | x86_64
rpm-libs 4.2.3 >= 10 or 21_nonptl | x86_64
glibc 2.3.2 >= 95.33 i686
compat-libstdc++ | 7.3 >=2.96.128 i386

m RHEL 4

uname -m = i686:

Name Version Release | Arch
bash 3.0 >=19.2 i386
gawk 3.1.3 >=10.1 i386
glibc 2.3.4 >=2 i686
compat-libstdc++-296 | 2.96 >=132.7.2 | i386

uname -m = x86_64:

Name Version Release Arch
bash 3.0 >=19.2 x86_64
gawk 3.1.3 >=10.1 x86_64
glibc 2.3.4 >=2.9 x86_64
glibc 2.3.4 >=2.9 i686
compat-libstdc++-296 | 2.96 >= 132.7.2 | i386

NOTE:

Due to a bug in the "ia32el" package (version <= 1.2-4.EL3.1), the rpcd process hangs. You must
upgrade to ia32el, which is available with RHEL 4.0 Update 2. DCE agents are not supported with the
initial release of RHEL 4.0 or with RHEL 4.0 Update 1. For more information, refer to document ID OV-
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EN020032 at HP Software Support Online.

m SLES9

uname -m = ia64:

Name Version Release Arch
bash 2.05b >= 305.6 iab4
gawk 3.1.3 >= 210.1 ia64
glibc 2.3.3 >=98.28 ia64
ia32el 5.3 >=2.13 ia64
bash-x86 9 >= 200407011228 ia64
glibc-x86 9 >= 200407011233 ia64
compat-x86 9 >= 200407011228 | ia64
NOTE:

Due to a bug in the "ia32el" package (version 4.4-1.2), the rpcd process hangs. You must upgrade to
IA-32 EL 5.3.5352/ 5.3.109.44.24. The DCE agent runs with this version (available from Novell's
support web site). For more information, refer to document ID OV-EN020032 at HP Software Support
Online.

uname -m = x86_64:

Name Version Release Arch
bash 2.05b >= 305.9 x86_64
gawk 3.1.3 >=210.1 x86_64
glibc 2.3.3 >= 98.38 x86_64
glibc-32bit 9 >= 200412131610 x86_64
compat-32bit | 9 >= 200407011229  x86_64

The following packages are optional:

m SNMP Daemon (optional)

To provide the management server with sufficient information to automatically determine the node type
of the Linux managed node, the SNMP daemon (snmpd) should be running when you install the software
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remotely from the management server. After you finish the installation, the daemon must be running if
you want to use MIB variable monitoring.

Agent Software Directories

HP Operations Manager for the Windows operating system provides a set of binary files for Linux managed
nodes, located in the directory shown below.

%OvShareDir%\Packages\Linux

For example:

C:\Documents and Settings\All Users\Application Data\HP\HP BTO Software
\shared\Packages\Linux

Agent Installation Procedure

The agent can be installed on computers running Linux using the procedure below.

NOTE:

If the installed agent is from OVO for UNIX version 7.0 or greater, and you only want to receive
messages from, and carry out actions on the managed node (that is, you don't want to deploy policies on
the node), you can achieve this without reinstalling the agent. See the online help topic Communicate
with agents installed by OVO for UNIX for more information.

1. Ensure that you are logged in as a user with appropriate administrative rights.
2. Before beginning the uninstall steps, run the command:

opcagt -kill
3. Uninstall any existing OVO for UNIX agent software:

rpm -e OPCSVCDISC OPCPERF OPCJRE OPC OPCCOMM

rpm -e dce

NOTE:
If you are removing a version of the agent earlier than 7.0, use the command:

rpm -e OPC dce

To find out which version of the agent is installed, check the value of the parameter
OPC_INSTALLED_VERSION in the Zopt/0V/bin/0OpC/install/opcinfo file on the node.
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4. Copy the files opc_pkg.Z , comm_pkg.Z , perf_pkg.Z, svcdisc_pkg.Z , opc_inst , ovoreqcheckagt ,
ovoreqcheckagt.awk , and ovoreqcheck.cfg from the management server to the /tmp directory on
the computer to be managed. These files are located in:

%0vShareDir%\Packages\<supported operating system >

NOTE:
If you use ftp to copy the files, remember to use binary mode.

5. Make the opc_inst and ovoreqcheckagt scripts executable with the commands:
chmod +x /tmp/opc_inst
chmod +x /tmp/ovoreqcheckagt

6. Check and ensure that the managed node meets all hardware and software requirements. Update the
node as necessary before continuing.

NOTE:
Prerequisites can be checked automatically with the ovoreqcheckagt tool, with the command:

/tmp/ovoregcheckagt -det -agt_comm_type DCE -agt bin_format [x64 | x86]

For detailed information about the ovoreqcheckagt tool, refer to the HPOM for Windows online help.

7. Install the agent using the command:
/tmp/opc_inst
8. Start the agent with the command:
/opt/0V/bin/OpC/install/opcactivate -s <management_server > -cs <server_codeset > -cn

<agent_codeset > -sv

NOTE:
The server and agent code set on an English system is usually iso88591.

For non-English nodes reporting to an HPOM for Windows management server, set <server_codeset >
to utf8, and set <agent_codeset > to one of the following:
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Language nodeinfo value Agent locale
Traditional Chinese big5 zh TW
Simplified Chinese gb2312 zh_CN
Japanese - SJIS sjis ja_JP.SJIS
Japanese - EUC euc ja_JP

Korean See Others below | See Others below
Central European languages, for example Czech | iso88592 cs_Cz

Cyrillic is088595 ru_RU

Hebrew iso88598 iw_IL

Others utf8 or ascii C

If you use utf8 or ascii as codeset in the nodeinfo file, the data is not converted but is sent "as is" to
the management server. Therefore the data must be in a codeset the management server can handle.

An OVO for UNIX management server cannot communicate with a managed node that uses the codeset
utf8. If the managed node reports to both an HPOM for Windows and an OVO for UNIX management

server, use ascii instead of utf8.

9. Add the node to the HPOM console.

10. To synchronize the package inventory on the management server so that it includes the agent

package, right-click the node in the console tree, and then click All Tasks -> Synchronize inventory

-> Packages.

11. Deploy instrumentation to the node.

Copyright 2001-2007 Hewlett-Packard Development Company, L.P.

The information contained herein is subject to change without notice. The only warranties for HP products
and services are set forth in the express warranty statements accompanying such products and services.
Nothing herein should be construed as constituting an additional warranty. HP shall not be liable for technical

or editorial errors or omissions contained herein.

Microsoft and Windows are U.S. registered trademarks of Microsoft Corporation.

UNIX is a registered trademark of The Open Group.
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Read-me File for HP Operations DCE Agents and SPI on
OpenVMS

Revised January 2007

Contents

m Supported platforms

m Software requirements

m Agent software directories

m Configuring the management server

m Installing the OpenVMS DCE agent

m Performing additional configuration on the management server

m Installing the Smart Plug-in (SPI) for OpenVMS

Supported platforms

Platform support information changes regularly. For up-to-date information, see the support matrix at HP
Software Support Online.

Software requirements

Before you install the DCE agent and SPI on an OpenVMS system, ensure that the system has the following
OpenVMS patches. The patches are available at the services web site:

http://www.itrc.hp.com/service/patch/mainPage.do

HP recommends that you also install the DCE Denial of Service Security Patch (DCE_030_SSRT3608 V1.0).

Version 7.3-2 Alpha

= VMS732_SYSV11.0

= VMS732_UPDATE V9.0

Version 8.2 Alpha
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= VMS82A_SYS V6.0
= VMS82A_UPDATE V5.0

= VMS82A_ PERFAPI V1.0

Version 8.2-1 Integrity

= VMS821I1_SYS V3.0
= VMS821I1_UPDATE V5.0

= VMS821I1_PERFAPI V1.0

Agent software directories

HP Operations Manager for the Windows operating system provides binary files for OpenVMS managed
nodes, located in the directories shown below.

m For Alpha servers:
%0vShareDir%\Packages\OpenVMS\Alpha

m For Integrity servers:
%O0vShareDir%\Packages\OpenVMS\I1tanium

For example:
C:\Documents and Settings\All Users\Application Data\HP\HP BTO
Software\shared\Packages\OpenVMS\Alpha

Configuring the management server

Before you can manage OpenVMS nodes, you must configure your HPOM for Windows management server as
follows:

1. On the management server, extract the compressed files, which contain the VMS .PCSI files that you
need:

e opc_pkg.Z
e opc_spi.Z

The files are located in the directories shown below:

e For Alpha nodes:
%0OvShareDir%\Packages\OpenVMS\Alpha

e For Integrity nodes:
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%OvShareDir%\shared\Packages\OpenVMS\I1tanium
2. Open a command prompt and navigate to the directory that contains the .PCSI files.

3. FTP the .PCSI files to the each OpenVMS node by entering the following commands:

ftp <your OpenVMS node >

SYSTEM

<password >

ftp> cd SYS$UPDATE: (the colon is required)

ftp> bin

ftp> put hp-<architecture >ovoagents-<kit >._pcsi
ftp> put hp-<architecture> vmsspi-<kit >_pcsi

NOTE:
Replace <architecture > and <kit > with the architecture and version number from the file name,
for example, hp-i64vms-ovoagents-v0200-22-1.pcsi .

Installing the OpenVMS DCE agent

Follow the steps in this section after you have made the appropriate updates to your management server
(see Configuring the management server ).

To install the OpenVMS DCE agent:

1. Log on to the OpenVMS node with system account.

2. Set your default directory to SYS$UPDATE, which contains the .PCSI files that were copied from
management server:

$ SET DEFAULT SYS$UPDATE

3. Use the PRODUCT INSTALL command to install the agent:

$ PRODUCT INSTALL OVOAGENTS

The installation procedure moves most files to subdirectories under SYS$SPECIFIC: [OVO] . Several files
are moved to standard system directories such as SYS$STARTUP and SYS$MANAGER . One file, the
shareable image OVO$LIBOPC_R.EXE , is moved to SYS$SYSROOT: [SYSLIB] .

4. To start the agent, type the following commands. When prompted, type the name of your management
server.

$ @SYS$SMANAGER:OVO$CONFIG

$ @SYS$STARTUP:OVOSSTARTUP

© Copyright 1999 - 2009 Hewlett-Packard Development Company, L.P. Page 307



HP Operations Manager for Windows 8.16 Online Help

Performing additional configuration on the management server

Follow the steps in this section after you install the agent on the nodes that you want to manage (see
Installing the OpenVMS DCE agent ). Refer to the appropriate online help sections if you need additional
instructions.

1. In the console, add the OpenVMS nodes and clusters, on which you already installed the agent.

2. To synchronize the package inventory on the management server so that it includes the agent
package, right-click the node in the console tree, and then click All Tasks -> Synchronize inventory
-> Packages .

3. Deploy appropriate policies to each OpenVMS node. In the console tree, the OpenVMS policies are
available within the following policy groups:

Policy management > Policy groups > OpenVMS_ policies
Policy management > Policy groups > OpenVMS_SPI1_policies

4. Add the message group OpenVMS to the user roles of users who monitor messages from the
OpenVMS nodes.

Installing the Smart Plug-in (SPI) for OpenVMS

Follow the steps in this section after you complete all the steps above.

NOTE:
You must install the agent software on the selected managed node before you install the SPI (see
Installing the OpenVMS DCE agent ).

To install the files in the SPI, follow the numbered steps below:

1. Log in to the system account.

2. Set your default directory to SYS$UPDATE :
$ SET DEFAULT SYS$UPDATE

3. Use the PRODUCT INSTALL command to install the kit:
$ PRODUCT INSTALL VMSSPI

The distribution procedure moves most files to subdirectories under SYS$SPECIFIC:[0VO] . Several
files are moved to standard system directories such as SYS$STARTUP and SYS$MANAGER .

4. Start the OSSPI:

$ @SYSSSTARTUP:VMSSPI$STARTUP

© Copyright 1999 - 2009 Hewlett-Packard Development Company, L.P. Page 308



HP Operations Manager for Windows 8.16 Online Help

NOTE:

To customize the SPI configuration files, refer to the HP Smart Plug-in (SPI) for OpenVMS User's
Guide . This guide is available in postscript and pdf formats and the files are located in
SYS$SPECIFIC: [0VO] with the file names:

e VMSSPI_USER_GUIDE.PS

e VMSSPI_USER_GUIDE.PDF

Copyright 2004-2007 Hewlett-Packard Development Company, L.P.

The information contained herein is subject to change without notice. The only warranties for HP products
and services are set forth in the express warranty statements accompanying such products and services.
Nothing herein should be construed as constituting an additional warranty. HP shall not be liable for technical
or editorial errors or omissions contained herein.

Microsoft and Windows are U.S. registered trademarks of Microsoft Corporation.
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Read-me File for HP Operations DCE Agents on Solaris

Revised January 2007

Contents

m Supported Platforms
m Hardware Requirements

m Patches and Software Requirements

e Solaris 8 Patches
e Solaris 9 Patches
e Problems Caused by Missing OS Patches for Sun Solaris

e Important Kernel Parameters

General Software Requirements
m Agent Software Directories

m Agent Installation Procedure

Supported Platforms

Platform support information changes regularly. For up-to-date information, see the support matrix at HP
Software Support Online.

Hardware Requirements

Before installing the agent on a supported Solaris system, make sure that the system meets the following
hardware requirements:

m Disk Space - 65 MB (plus 65 MB required temporarily during software installation).
m Additional swap space - None

m Additional RAM - None
Patches and Software Requirements

The following patches are required for Sun Solaris managed nodes. They are available from the
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www.sunsolve.sun.com web site.

NOTE:

The Sun Microsystems download site may contain more recent patches than those listed in this
document. Patches with higher version numbers than those listed should be usable, but they have not
been tested with the agent. Note that Sun only allows downloading of their latest version.

Solaris 8 Patches

109147-09  SunOS 5.8: Linker patch

108434-03 | SunOS 5.8: Shared library patch for C++

108827-11 | SunOS 5.8: libthread patch

Solaris 9 Patches

None required.

Problems Caused by Missing OS Patches for Sun Solaris

If the operating system patches for Sun Solaris are missing, the following problems occur:

m Patch Versions

If version -04 or -05 of patch 101327 is installed, the agent installation fails on Sun Solaris managed
nodes with the following message:

tar xof...core dump

To solve this problem, do one of the following:

e Install patch version -06 (or later).

e Deinstall the old patch.

To check which patches are currently installed on Sun Solaris systems, enter:
showrev -p

m  Multi-processor Patch

Be sure you have the following patches installed. The monitor agent process (opcmona ) may hang on a
multi-processor Solaris managed node if the following patches are not installed.

For Solaris 8, use the following recommended patches:
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108827-11

Important Kernel Parameters

The following table gives values for kernel parameters on Solaris managed nodes.

Parameter Description Minimum Value
nfile Maximum number of open files. 20 (see note )
semmni Number of semaphore identifiers 30

semmns Number of semaphores in system 200 or greater
semmsl Maximum number of semaphores per ID | 100

You can check and change the kernel parameters by editing the Zetc/systen file.

NOTE:

The minimum value of 20 for nfile depends on several factors. Normally a value of 20 per process is
sufficient. However, the more logfiles that are configured for the logfile encapsulator, the more file
descriptors are needed. Normally, one logfile requires about one file descriptor. Any actions that result in
processes being started on the managed node need additional file descriptors.

General Software Requirements

m Communication Software

HPOM supports the DCE RPC communication type. If none of the supported DCE packages is installed (or
running) on the managed node, then the HPlwdce (HP Lightweight DCE runtime version 1.1) is installed
and configured during agent installation. The supported DCE packages are listed below:

oS DCE

Solaris 8 | IBM DCE 3.1, HPlwdce, DASCOM DCE 1.1

Solaris 9 | IBM DCE 3.1, HPlwdce, DASCOM DCE 1.1

m ARPA/Berkeley Services

= MIB

The MIB monitoring functionality of HPOM requires the snmpd provided by HP, or SNMP-based, MIB-I
(RFC 1156) or MIB-11 (RFC1158) compliant agent software.
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Agent Software Directories

HP Operations Manager for the Windows operating system provides a set of binary files for Solaris managed
nodes, located in the directory shown below.

%OvShareDir%\Packages\Solaris

For example:
C:\Documents and Settings\All Users\Application Data\HP\HP BTO
Software\shared\Packages\Solaris

Agent Installation Procedure

The DCE agent can be installed on computers running Solaris using the procedure below.

NOTE:

If the installed agent is from OVO for UNIX version 7.0 or greater, and you only want to receive
messages from, and carry out actions on the managed node (that is, you don't want to deploy policies on
the node), you can achieve this without reinstalling the agent. See the online help topic Communicate
with nodes installed by OVO for UNIX for more information.

1. Ensure that you are logged in as a user with appropriate administrative rights.

2. Stop all agents running on the managed node with the command:
/opt/0V/bin/0OpC/opcagt -kill

3. Uninstall any existing OVO for UNIX agent software:

/usr/sbin/pkgrm OPC OPCCOMM OPCPERF OPCSVCDIS HPIwdce

NOTE:

If you are installing a newer agent version than one already installed, uninstalling of the existing
agent is optional. If you uninstall the agent software, all configuration and performance data are
lost. If you prefer, you can upgrade the agent without first uninstalling the earlier software version.
This preserves configuration and performance data on the node.

NOTE:
If you are removing a version of the agent earlier than 7.0 use the command:

/usr/sbin/pkgrm HPIwdce OPC

To find out which version of the agent is installed, check the value of the parameter
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OPC_INSTALLED_VERSION in the Zopt/0V/bin/0OpC/instal l/opcinfo file on the node.

4. Copy the files opc_pkg.Z , comm_pkg.Z , perf_pkg.Z , svcdisc_pkg.Z , opc_inst , ovoreqcheckagt,
ovoreqcheckagt.awk , and ovoreqcheck.cfg from the management server to the /tmp directory on
the computer to be managed. These files are located in:

%0vShareDir%\Packages\<supported operating system >

NOTE:
If you use ftp to copy the files, remember to use binary mode.

5. Make the opc_inst and ovoreqcheckagt scripts executable with the commands:
chmod +x /tmp/opc_inst

chmod +x /tmp/ovoreqcheckagt

6. Check to ensure that the managed node meets all hardware and software requirements. Update the
node as necessary before continuing.

NOTE:
Prerequisites can be checked automatically with the ovoreqcheckagt tool, with the command:

/tmp/ovoreqcheckagt -det -agt_comm_type DCE -agt bin_format [SPARC | x86]

For detailed information about the ovoreqcheckagt tool, refer to the HPOM for Windows online help.

7. Install the agent using the command:

/tmp/opc_inst

NOTE:
If you install a newer agent version over one already installed, you must stop the agent with the
command:

opcagt -kill

before starting the install script opc_inst .

8. Start the agent with the command:

/opt/0V/bin/OpC/install/opcactivate -s <VP_mgt_server > -cs <server_codeset > -cn
<agent_codeset > -sv

The server and agent code set on an English system is usually iso88591. For non-English nodes
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reporting to an HPOM for Windows management server, set <server_codeset > to utf8,

<agent_codeset > to one of the following:

Language nodeinfo value Agent locale
Traditional Chinese big5 zh_TW.big5
Simplified Chinese gh2312 zh
Japanese - SJIS sjis ja_JP.PCK
Japanese - EUC euc ja
Korean euckR ko
Central European languages, for example Czech | iso88592 cs_CZ.1S08859-2
Cyrillic iso88595 ru_RU
Hebrew iso88598 he
Others utf8 or ascii C

and set

If you use utf8 or ascii as codeset in the nodeinfo file, the data is not converted but is sent "as is" to
the management server. Therefore the data must be in a codeset the management server can handle.

An OVO for UNIX management server cannot communicate with a managed node that uses the codeset
utf8. If the managed node reports to both an HPOM for Windows and an OVO for UNIX management

server, use ascii instead of utf8.

9. Add the node to the HPOM console.

10.

To synchronize the package inventory on the management server so that it includes the agent

package, right-click the node in the console tree, and then click All Tasks -> Synchronize inventory

-> Packages .

11. Deploy instrumentation to the node.

Copyright 2001-2007 Hewlett-Packard Development Company, L.P.
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e Deinstalling Agents on a TruCluster System
Supported Platforms

Platform support information changes regularly. For up-to-date information, see the support matrix at HP
Software Support Online.

Hardware Requirements

Before installing the DCE agent on a supported HP Tru64 UNIX system, make sure that the system meets the
following hardware requirements:

m Disk Space - 50 MB (plus 50 MB required temporarily during software installation).

NOTE:
For TruCluster systems, this disk space is required on each node.

m Additional swap space - None
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= Additional RAM - None

Patches and Software Requirements

Before installing the DCE agent, be sure the following software is installed on the HP Tru64 UNIX managed
node you want to manage.

HP Tru64 TruCluster Software

DCERTS410 DCE Runtime Services v4.1 and DCERTS420 DCE Runtime Services v4.2 are the only valid DCE
runtime kits for TruCluster systems. You must configure DCE on each TruCluster member individually.

The following patch must be installed on systems in a TruCluster environment in order for clu_add_member
to propagate the agents properly when adding a TruCluster member.

You can download the latest version from the following web pages:

m TruCluster 5.1A:
http://www.zk3.dec.com/dupatchwww/v50pats.html
Using the dupatch utility, install patch number:

TCRPAT00024600520 (00246-00)

NOTE:
LCore and the DCE agent cannot coexist on a HP Tru64 UNIX system. For LCore, /usr/op/0V and

/usr/var/opt/0V are shared directories. All other directories below /usr/var/opt/0V except for
"shared" are CDSLs. For the DCE agent, Zusr/opt/0V and Zusr/var/opt/0V are CDSLs. No coexistence

is possible.

Important Kernel Parameters

The following table gives values for kernel parameters on HP Tru64 UNIX managed nodes.
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Parameter Description Minimum Value
nfile Maximum number of open files. | 20 (see note )
semmns Required semaphores. 20

shmmax Maximum shared memory. None required.
msgmni Message queues. None required.
nflocks File locks. 10

NOTE:

This number depends on several factors. Normally a value of 20 per process is sufficient. However, the

more logfiles that are configured for the logfile encapsulator, the more file descriptors are needed.

Normally, one logfile requires one file descriptor. Any actions that result in processes being started on
the managed node need additional file descriptors.

If monitoring performance metrics with the embedded performance component, and agent runs as non-root

user, increase the value of the kernel parameter max_threads_user to:

default + (Number_of_Templates * 2)

General Software Requirements

m Basic Networking Services

OSFCLINET4xx Basic Networking Services

m DCE Runtime Kit

DCE Runtime Kit

HP Tru64 UNIX System | OS Version

DCERTS 430 DCE | TruCluster or single

V5.1B

Runtime Services V4.3 system

NOTE:

HP Operations Manager for the Windows operating system supports DCE versions supplied with the HP

Tru64 UNIX operating system. DCE has to be installed separately as an optional product.

For a TruCluster system, you must configure DCE on each TruCluster member individually.

m Japanese Base System
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I0SJPBASE4xx Japanese Base System. This system is only for managed nodes running HP Tru64 UNIX in
a Japanese environment.

m Package: OSFINCLUDE440

OSFINCLUDE440 Standard Header Files package is required for building executables on HP Tru64 UNIX
nodes.

m Additional Prerequisite Packages

Install the following packages from the Associated Products Volume 1 disk, supplied with your HP Tru64
UNIX operating system.

e |IOSWWBASE<version_id>

e IOSWWBINUCS<version_id>

Where version_id is:

520 for 5.1 A
These files are located at:
<cdrom_mount_point >Worldwide_Language_Support/kit
These files can be installed with the command:

cd <cdrom_mount_point >/Worldwide_Language_Support/kit \ setld -1 pwd <package >

Agent Software Directories

HPOM for Windows provides binary files for HP Tru64 UNIX managed nodes which are located in the directory
shown below:

%0OvShareDir%\Packages\Tru64\5.1A

For example:

C:\Documents and Settings\All Users\Application Data\HP\HP BTO
Software\shared\Packages\Tru64\5. 1A

Agent Installation Procedure

NOTE:

Before installing new agents on any HP Tru64 UNIX node, be sure that old agents are uninstalled from
the managed node. Also make sure that after old agents are uninstalled, neither of the following
directories are present on the managed node:
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