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1 Introduction

This guide provides information about the management tasks that you need to
complete for the ongoing set up and maintenance of your Business Process
Insight (HPBPI) solution.

This chapter describes the tools and procedures that are available for
managing HPBPI. Some of these tools are provided with HPBPI and some are
tools that are available with the third-party products that HPBPI uses, for
example, database tools.

HPBPI comprises a number of different components, some of which can be
distributed to other systems; for example, OVIS probes are installed on the
system where OVIS is installed. However, there are some HPBPI components
that always need to be located together and these are collectively referred to
as the HPBPI Server components.

This guide describes the administration tasks that relate to the HPBPI
components, the administration tools that are available and how to use these
tools to maintain your HPBPI system.

For information about the architecture of the HPBPI system and how HPBPI
integrates with other products, refer to the Business Process Insight Reference
Guide. You do not need to understand the HPBPI architecture in order to
manage the HPBPI system; however, it provides useful information that helps
to understand how the components relate to each other.

The Business Process Insight Reference Guide also provides reference
information; for example, information relating to the HPBPI database tables,
which you might find helpful.

13



Tools Available to Manage HPBPI

The following are the tools that are available to you for managing your HPBPI
system:

14

HPBPI Server Administration Console

This console enables you to modify parameters relating to the HPBPI
Server components. The console, and details of the components that can
be managed through it, are described in Chapter 2, HPBPI Component
Administration.

Log files

Use the log files to identify what is happening in your HPBPI system. You
can set the logging to report at different levels of detail when you are
trying to identify specific problems. Refer to Chapter 2, HPBPI
Component Administration for details of how to set the logging levels for
HPBPI Server components through the Administration Console. Refer to
Chapter 3, HPBPI Modeler Administration for details of the HPBPI
Modeler log files.

Notification Server Administration Console

Use this console to add and delete users who want to receive email alerts
and HP Operations Manager SLO and SLA notifications from HPBPI. You
can also use this console to configure HP Operations Manager
subscriptions and to configure scripts that the Notification Server runs
when it receives a notification event; see Chapter 6, Notification Server
Configuration.

Engine Instance Cleaner

Use the Business Impact Engine Instance Cleaner to remove active or
completed Flow and Data instances from the database and the HPBPI
system. Typically, you do not use the Engine Instance Cleaner to remove
individual Flow or Data instances. To remove individual instances, use
the Intervention Client. Both the Engine Instance Cleaner and the
Intervention Client are described in Chapter 7, Intervention.

Chapfer 1
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Repository Explorer

Use the Repository Explorer to provide you with a view of the Model
Repository data. It enables you to:

— view and print details of the definitions that are stored in the
Repository.

— export current and superseded versions of your business flows.
— delete definitions.

— view the history of your definitions.

Intervention Client

The Intervention Client enables you to intervene or gain access to
instances of Flow and Data definitions. You might need to do this in cases
where the flow instance is blocked for some reason and cannot progress, or
where you have entered inaccurate start and complete conditions in your
progression rules.

The Intervention Client also enables you to change the status of Services
defined for your business flows, delete instances and undeploy definitions.
Refer to Chapter 7, Intervention for details of the Intervention Client

If you want to delete multiple Flow and Data instances that are active or
complete, on a regular basis, use the Engine Instance Cleaner.

Integrity Checker

The Installation Integrity Checker checks the HPBPI installation status
and compares the current status of your HPBPI system to its status
immediately following its installation. For example, it checks file
permissions and the J2SE version. The Integrity Checker is described as
one of the problem solving tools in the Business Process Insight Problem
Solving Guide.
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Common Management Tasks

The following are examples of some of the management tasks that you might
need to complete and details of where you can find more information about
them in this guide:

Changing logging levels for components.

If you are trying to gather information about a particular problem that is
occurring in your HPBPI system, or you are trying to debug a Flow
definition that you have created, you might need to modify the level at
which the HPBPI components are logging. Chapter 2, HPBPI Component
Administration describes how to change the logging levels for HPBPI
components.

Configuration of the HPBPI system.

Use the Administration Console to modify the HPBPI configuration
parameters as described in Chapter 2, HPBPI Component
Administration.

Managing the HPBPI Modeler.

There are some management tasks associated with the HPBPI Modeler,
for example, importing and exporting flow definitions. These tasks are
described in Chapter 3, HPBPI Modeler Administration.

Managing the Business Process Metric Definer.

There are some management tasks associated with the Business Process

Metric Definer, which are described in this guide, for example, exporting

and importing metric definitions. These tasks are described in Chapter 4,
HPBPI Metric Definer Administration.

Customizing the Business Process Dashboard.

You can modify the code for the Business Process Dashboard in order to
integrate the Business Process Dashboard into your solution, for example,
you might have a Web portal that you want to use to show the impact
information for your business flows. Modifying the example Business
Process Dashboard is described in HP Business Process Insight
Integration Training Guide - Customizing the Business Process
Dashboard.

Chapfer 1
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Managing business flow data in the Model Repository,

You can export definitions from the Business Impact Engine using the
Repository Explorer. You can also use the Repository Explorer to view and
print your flow, data and event definitions. These definitions are provided
in a forms-style interface using the Explorer, which makes them easier to
read and print.

The Repository Explorer is described in Chapter 5, Repository Explorer.

Configuring user accounts to receive alerts for SLO and SLA violations,
flow event notifications and metric threshold alerts.

You use the Notification Server to configure user accounts to subscribe to
event notifications and alerts. You can also subscribe user accounts to
events, such that when a specified subscription event is received by the
Notification Server, a script is run.

Using the Notification Server Web Administration Console is described in
Chapter 6, Notification Server Configuration.

Intervening in flow progression.
The following are examples of why you might need to intervene in a flow:

— where you have Flows that are not progressing, perhaps because
someone has manually completed a step in the flow, when a service is
not available

— there is an error in the start and complete conditions.

Chapter 7, Intervention describes the tools that are available to intervene
in the progression of a flow.

Database housekeeping.

If you are monitoring many HPBPI flow instances, the data in the HPBPI
database can build up over time. Chapter 7, Intervention describes the
tools and parameters that are available to manage the data in the HPBPI
database.

Configuring the authorization mechanism used by your HPBPI clients.

You can configure the method that you use to authorize or authenticate
your HPBPI clients and components using one of:

— HP Select Access; see Chapter 8, Select Access Authorization
— The Servlet Engine; see Chapter 9, Servlet Engine Authentication

17
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Creating a high availability solution for HPBPI on Microsoft Windows:

You can install and configure HPBPI as part of a Microsoft Server Cluster
in order to provide a high availability solution for HPBPI; see Chapter 10,
High Availability Using Microsoft Clusters.

Backup and recovery.

For production systems, you need to make sure that you have a backup
policy for your HPBPI system that fits in with your overall organizational
backup policy. Chapter 11, Backup and Recovery describes how to backup
HPBPI and alerts you to any specific requirements that might have an
effect on your organizational backups.

Problem solving.

If you have specific problems with your system that you need to resolve,
refer to the Business Process Insight Problem Solving Guide, as the
problem and recovery might be documented. If you are unable to solve a
particular problem, report it to HP, and include the information requested
in the Business Process Insight Installation Guide.

Architecture and integration

If you want to find out about the architecture of HPBPI and how it
integrates with other HP BTO Software and third-party components, refer
to the Business Process Insight Reference Guide.
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2 HPBPI Component Administration

This chapter describes the HPBPI Administration Console and the
parameters that can be modified through the console. Later chapters in this
guide, and chapters in the Business Process Insight Reference Guide, provide
more information about the management tasks that you can complete using
the Administration Console, specifically, describing the use of the console
within the context of the task that you are trying to complete.

This chapter includes the following information:
e The parameters that can be modified using the Administrative Console.

e How to make sure that any modifications made through the
Administrative Console are preserved.

e  Accessing the License Manager software.

Not all the parameters described in this chapter need to be modified. What
you need to change depends on your particular configuration and
requirements. You are advised not to change anything unless you are
recommended to in the documentation, or by your support representative.
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Administration Console Description

You use the Administration Console to manage the HPBPI Server
components. (The HPBPI components that make up the HPBPI Server are
described in the Business Process Insight Reference Guide.) The
Administration Console is a graphical management interface that displays a
list of the parameters that can be modified. The Administration Console runs
on both Microsoft Windows and HP-UX.

Figure 1 on page 20 shows an example of the Administration Console when it
is first started on Windows following a full installation with Oracle as the
configured database server.

Figure 1 Layout of Administration Console

The Administration Console opens on the Status panel, which is where you
start and stop the HPBPI Server components.

Chapfer 2



You navigate through the Administration Console configurations using the
explorer-style menu in the left-hand pane. Select the option from the pane
that you want to manage. For example, if you want to manage port numbers
select the Port Numbers option.

When you select an option in the left-hand pane, the right hand pane is
updated to contain the configuration details for the parameters that can be
modified. The console presents only the parameters for the components that
are installed on the system where it is running. For example, on HP-UX, the
console displays information about the HP Operations Manager Adapter, port
numbers and logging parameters as the HP Operations Manager Adapter is
the only HPBPI component installed.

You do not necessarily need to complete all the tasks described in this chapter
for your implementation. Many of the parameters that you can change are
used to configure more than one HPBPI component, for example, changing the
database password affects all components that access the database.

Make sure that you follow the instructions in each section when making
changes to the configuration for HPBPI Server components through the
Administration Console. This is because the steps for changing the
parameters can vary according to the parameter that is being modified.

Starting the Administration Console

You start the Administration Console as follows:
e On Windows, select:
Start |Programs |HP |HP Business Process Insight|Administration
e On HP-UX, type the following command:
hpbpi-install-dir/bin/biaadmin.sh
The Administration Console opens at the Status pane.

You can close the Administration Console at any time without applying
outstanding changes and it does not impact the status of the system. You
might need to click the Reset button to reset the page back to its state when
you opened it. The next time that you start the Administration Console, it
shows the current status of the HPBPI components.

HPBPI Component Administration 2]
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Functions Provided by the Administrative Console

HPBPI comprises a number of individual components, each of which has its
own configuration, or property, file that define the parameters that can be
used to control how the component behaves. Examples of parameter values
that can be configured are:

e retry delays
e port numbers
e logging levels

Many of the parameters in these property files do not need to be changed.
Therefore, in order to simplify the management of the HPBPI system, only
those parameters that do need to be modified have been made available
through the HPBPI Administration Console.

If you do make changes directly to the properties in the property files, you will
need to reapply the changes each time you reinstall HPBPI. This is because
the files are overwritten when HPBPI is installed.

Specifically, the Administration Console provides access to the following
HPBPI Server component areas:

e Server component status, which shows whether or not the HPBPI Server
components are running and enables you to start and stop components;
see section Status on page 25.

e Notification Server parameters; see section Component Configurations -
Notification Server on page 38.

e Business Impact Engine parameters; see section Component
Configurations - Business Impact Engine (BIE) on page 42.

e Metric Engine parameters; see section Component Configurations -
Metric Engine on page 59.

e BAC Data Samples Destinations; see section Component Configuration -
BAC Data Sample Destinations on page 73.
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e Operational Service Sources (section Component Configuration -
Operational Service Sources on page 78), which includes:

— OVIS interopeability parameters; see section OVIS on page 78.

— HP Operations Manager interopeability parameters; see section HP
Operations Manager on page 82.

— HP Business Availability Center interoperability parameters; see
section Other Service Sources on page 87.

— SOA Manager interopeability parameters; see section Other Service
Sources on page 87.

e Model Repository parameters; see section Component Configurations -
Model Repository on page 95.

¢ Business Event Handler parameters; see section Component
Configurations - Business Event Handler on page 98.

¢ Business Process Dashboard parameters; see section Component
Configurations - Business Process Dashboard on page 102.

e Microsoft SQL Server access; see section Component Configurations - MS
SQL Server Access on page 110.

e Qracle Server access; see section Component Configurations - Oracle
Server Access on page 113.

e HP Operations Manager Adapter settings; see section Component
Configurations - HP Operations Manager Adapter on page 116.

e  Port number settings; see section Component Configurations - Port
Numbers on page 118.

e Security options; see section Component Configurations - Security on
page 123.

¢ Logging parameter settings; see section Component Configurations -
Logging on page 128.

The configuration parameters that you can modify for these component areas
are described in the remaining sections of this chapter.

The Modeler is not an HPBPI Server component; its configuration is
described in Chapter 3, HPBPI Modeler Administration.
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In addition to individual component configurations, the Administration
console provides access to the HP License Manager software; see section
License Management on page 133.
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Status

Use this option to start and stop the HPBPI Server components and also to
view the component log files of these components.

The Status pane lists the HPBPI Server components that you can start and
stop, and includes buttons labeled, Start, Stop and View Log. The
components included on the Status pane, following a full installation on
Windows, are:

¢ Business Impact Engine (BIE)

The component responsible for managing the progress of flow instances,
based on the business and operational events received from external
sources.

e Metric Engine

The component that analyzes and provides the statistical results from
business process metrics and performance indicators. The business
process metrics are created using the Business Process Metrics definer.

e Business Event Handler

Used to accept and manage the business events between the Business
Impact Engine and other business applications, for example, databases
and files.

e Model Repository

The design-time repository where the HPBPI Modeler stores its
definitions. The Repository Server uses the information in the Model
Repository when deploying the business flows.

e BAC Data Samples Provider

The HPBPI component that is responsible for sending KPI data samples
to the BAC system. The data samples are configured within the Metric
Definer.

e  Web Services Provider

The HPBPI interface that exposes HPBPI Web Services to an external
consumer, for example HP Operations Dashboard.
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e Service Adapters

This is the SOA Manager Adapter, which is used to manage the
communication between the Business Impact Engine and HP SOA
Manager; this option does not affect the status of the OVIS and HPSD
integrations.

e Servlet Engine

This is the Web Server component (Tomcat) that is installed as part of
HPBPI. This component manages the server-side of all the HPBPI
Web-based interfaces, for example: the Business Process Dashboard,
Notification Server Web Administration Console and Intervention Client.

e Notification Server

The component used to send email notifications of business events to
configured recipients.

e HP Operations Manager Adapter

Used to manage the communications between the Business Impact
Engine and HP Operations Manager (either HP-UX or Windows,
according to where the adapter is installed).

This option appears automatically if you install the HP Operations
Manager Adapter for Windows or HP-UX. If you want to use the adapter
on a system where the HPBPI Server is installed, you need to add the
adapter to the status screen using the option under HP Operations
Manager Adapter as described in section Component Configurations - HP
Operations Manager Adapter on page 116.

In addition, there are the Start 211 and Stop 211 buttons, which you can
use to start and stop all HPBPI components.

The status pane lists only those components that you have installed; for
example, the HP Operations Manager Adapter option is available only
following an installation of the adapter on HP-UX, or when you explicitly add
the Adapter to the status pane using the HP Operations Manager Adapter
option.

The section Starting and Stopping the HPBPI Server Components on page 27
describes the procedure for starting and stopping the HPBPI server
components.
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You also access the log files for the HPBPI Server components from the
Status pane. This enables you to identify status and error information for
that component. The level of detail shown in the log files is controlled by the
logging levels that you set. Setting log levels is described in section
Component Configurations - Logging on page 128.

If the log files are not displaying correctly on your system, you can change the
viewer used to display the log files as described in section Log File Locations
and Changing the Log Viewer on page 37.

Starting and Stopping the HPBPI Server Components

You can use the HPBPI Administration Console to start and stop the HPBPI
Server components that you have installed on the system where the
Administration Console is running.

The HPBPI Server components are also defined as Windows Services and as
installed are started automatically when your machine starts. This chapter
describes using the Administration Console to start and stop the HPBPI
Server components; refer to the Business Process Insight Installation Guide
for details of the Windows Services for the HPBPI Server components.

Starting the HPBPI Server Components Using the Administration Console

You start the HPBPI Server components from the Status panel. Click the
Start All button to start all the components installed on the system.
Alternatively, click the Start button adjacent to the individual HPBPI
components that you want to start.

There are some dependencies between components, for example, some
components require the database to be started before they can start. You are
therefore advised to use the Start A1l option to start the components unless
instructed otherwise.
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Stopping the HPBPI Server Components Using the Administration Console

Before stopping the HPBPI Server components, make sure that you have
stopped the other HPBPI components that might rely on them, for example
the:

e HPBPI Modeler

e Metric Definer

e Repository Explorer

e Business Process Dashboard

e Service Desk Process Insight Dashboard

e Notification Server Administration Console
e Intervention Client

You stop the HPBPI Server components in the same way that you started
them, from the Status panel of the Administration Console. Select the Stop
All option to stop the HPBPI Server, or stop the components individually.

There are some background components, not listed, which are also
automatically started and stopped through the HPBPI Administration
Console. These are components that need to be running before the listed
HPBPI components can be started and stopped. These components are started
when the Administration Console is started and, in the case of the Windows
Services, when the individual Services are started.

Note that there is also an Administration Console Server, which is always
running while the Administration Consoles is open on the machine. The
Administration Console Server must not be running when you are installing
or removing HPBPI components, you must therefore always close the
Administration Console to also shut down the Administration Console Server
before completing any installation tasks.
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Starting and Stopping HPBPI Web Clients

HPBPI has the following Web clients:
e Metric Definer

This is a Web application that you use to configure business process
metrics and metric threshold definitions. Using the Metric Definer to
configure business process metrics and thresholds is described in the
Business Process Insight Training Guide - Defining Business Metrics.
Opening the Metric Definer is described in section Accessing the HPBPI
Metric Definer on page 30.

e Notification Server Administration Console

This is a Web application that you use to add and configure users who
want to receive email alerts from HPBPI. You also use it to configure
HPOM to receive HP Operations Manager messages. Opening the
Notification Server Web Administration Console is described in section
Accessing the HPBPI Notification Server Administration Console on
page 33. Using the Notification Server Web Administration Console to
configure the Notification Server users is described in Chapter 6,
Notification Server Configuration.

e The Business Process Dashboard

This is a Web application where the Web pages for monitoring the
business flows are displayed. The Dashboard can be on any system that
has access to the HPBPI server. You can load the Business Process
Dashboard pages using a Web browser client through a URL as described
in section Accessing the Business Process Dashboard on page 35.

e Repository Explorer

This is a Web application that you use to manage entries in the Model
Repository, which holds the details of the business flows that you have
created using the HPBPI Modeler. The Repository Explorer is described in
Chapter 5, Repository Explorer. Opening the Repository Explorer is
described in Accessing the Repository Explorer on page 32.

e The Intervention Client

This is a Web application that enables you to make changes to definitions
and instances that are active or completed in the Business Impact Engine.
Starting and stopping the Intervention Client is described in section
Accessing the Intervention Client on page 36.
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There is also the HP Service Desk Process Insight Dashboard. Information
about starting and stopping this Dashboard can be found in the Business
Process Insight Integration Training Guide - Monitoring Service Desk.

The Web Server that manages the Web pages for the Web-based consoles,
dashboard and clients is Tomcat. You start Tomcat using the Servlet Engine
component on the HPBPI Administration Console. Be aware that starting and
stopping the Servlet Engine has an impact on all the Web applications that
use it.

You can also configure your own security options for accessing the HPBPI
interfaces. You do this using either HP Select Access or the Servlet Engine
(Tomcat). Refer to the following chapters for more information:

e Chapter 8, Select Access Authorization
e Chapter 9, Servlet Engine Authentication

Accessing the HPBPI Metric Definer

Before trying to start the HPBPI Metric Definer, make sure the Servlet
Engine is started.

Opening the Metric Definer Web Interface
To start the HPBPI Metric Definer Web interface, complete the following
steps:
1. Open a new Web browser window.
2. Type the following URL into the Web Browser:
http://hostname:44080/ovbpimetricdefiner
where:

— hostname is the fully qualified domain name of the system where the
HPBPI Server is installed and running. You can use localhost as the
hostname, if you are starting the definer on the system where the
HPBPI server components are installed and running.

— 44080 is the port number for the Servlet Engine, identified by either
the ServletEngine HTTP port number or the ServletEngine HTTPS
port number. Use the port number configured for your system.

You are prompted for a username and password.
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3. Enter the username and password for the Metric Definer. Following a new
installation, these are:

— Username: admin
— Password: hpbpi

You can change the password used for the Metric Definer; see Chapter 8,
Select Access Authorization or Chapter 9, Servlet Engine Authentication.

Closing the Metric Definer

You close the Metric Definer by closing the browser Window where the definer
is running.

If you close the Metric Definer browser Window before completing a definition
(clicking the OK button on the appropriate pane), the definition is lost. Before
closing the Browser Window, make sure that any definition that you are
creating appears in the list of definitions within the Metric Definer. If you are
modifying a definition, allow the definer to respond (usually by taking you to
the page where the revised definition is listed), before closing the Browser
Window.

You are advised to use the Web Server authorization mechanisms to lock the
Web Browser screen after a certain length of time; this increases the level of
security for the Metric Definer pages. Refer to Chapter 9, Servlet Engine
Authentication for details of the default authorization.
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Accessing the Repository Explorer

Before trying to start the HPBPI Repository Explorer, make sure the Servlet
Engine and the Model Repository components are started.

Opening the Repository Explorer Web Interface

To start the HPBPI Repository Explorer Web interface, complete the following
steps:

1.
2.

Open a new Web browser window.

Type the following URL into the Web Browser:
http://hostname :44080/ovbpirepositoryexplorer
where:

— hostname is the fully qualified domain name of the system where the
HPBPI Server is installed and running. You can use localhost as the
hostname, if you are starting the definer on the system where the
HPBPI server components are installed and running.

— 44080 is the port number for the Servlet Engine, identified by either
the ServletEngine HTTP port number or the ServletEngine HTTPS
port number. Use the port number configured for your system.

You are prompted for a username and password.

Enter the username and password for the Repository Explorer. Following
a new installation, these are:

— Username: admin
— Password: hpbpi

You can change the password used for the Repository Explorer; see
Chapter 8, Select Access Authorization or Chapter 9, Servlet Engine
Authentication.
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Closing the Repository Explorer

You close the Repository Explorer by closing the browser Window where the
explorer is running. Closing the browser window has no effect on how the
Repository Server operates, but if you have not completed an administration
task, the task is lost when the browser window is closed.

You are advised to use the Web Server authorization mechanisms to lock the
Web Browser screen after a certain length of time; this increases the level of
security for the Repository Explorer pages. Refer to Chapter 9, Servlet Engine
Authentication for details of the default authorization.

Accessing the HPBPI Notification Server Administration Console

Before trying to start the HPBPI Notification Server Administration Console,
make sure the Servlet Engine is started.

Opening the Web Administration Console
To start the HPBPI Notification Server Web Administration complete the
following steps:
1. Open a new Web browser window.
2. Type the following URL into the Web Browser:
http://hostname :44080/ovbpinotifyadmin
where:

— hostname is the fully qualified domain name of the system where the
HPBPI Server is installed and running. You can use localhost as the
hostname, if you are starting the definer on the system where the
HPBPI server components are installed and running.

— 44080 is the port number for the Servlet Engine, identified by either
the ServletEngine HTTP port number or the ServletEngine HTTPS
port number. Use the port number configured for your system.

You are prompted for a username and password.
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3. Enter the username and password for the Web Administration Console,
following a new installation, these are:

— Username: admin
— Password: hpbpi

You can change the password used for the Notification Server
Administration console; see Chapter 8, Select Access Authorization or
Chapter 9, Servlet Engine Authentication.

Closing the Web Administration Console

You close the Notification Server Administration Console by closing the
browser Window where the Console is running. Closing the browser window
has no effect on how the Notification Server operates, but if you have not
completed an administration task, the task is lost when the browser window
is closed.

You are advised to use the Web Server authorization mechanisms to lock the

Web Browser screen after a certain length of time; this increases the level of

security for the Notification Server Administration pages. Refer to Chapter 9,
Servlet Engine Authentication for details of the default authorization that is

provided for the Notification Server.
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Accessing the Business Process Dashboard

Before trying to start the HPBPI Business Process Dashboard, make sure
that the Servlet Engine component is started from the HPBPI
Administration Console.

Opening the Business Process Dashboard

To access the Business Process Dashboard, complete the following steps:
1. Open a new Web browser window.
2. Type the following URL into the Web Browser:
http://hostname:44080/hpbpi-bpd
where:

— hostname is the fully qualified domain name of the system where the
HPBPI Server is installed and running. You can use localhost as the
hostname, if you are starting the definer on the system where the
HPBPI server components are installed and running.

— 44080 is the port number for the Servlet Engine, identified by either
the ServletEngine HTTP port number or the ServletEngine HTTPS
port number. Use the port number configured for your system.

On a new installation you do not need to log in: a browser window opens
on the Home page for the Business Process Dashboard. You can select to
view Flow summaries or Service summaries from this Home page.

You can add and change the password used for the Business Process
Dashboard; see Chapter 8, Select Access Authorization or Chapter 9,
Servlet Engine Authentication.

Closing the Business Process Dashboard

To close the Business Process Dashboard, close the browser Window where
the Dashboard is running.
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Accessing the Intervention Client

Before trying to start the HPBPI Intervention Client, make sure that the
Servlet Engine component is started from the HPBPI Administration
Console.

Opening the Intervention Client Web Application

You access the Intervention Client as follows:

1.
2.

Open a new Web browser window

Type the following URL:
http://hostname:44080/ovbpiintclient
where:

— hostname is the fully qualified domain name of the system where the
HPBPI Server is installed and running. You can use localhost as the
hostname, if you are starting the definer on the system where the
HPBPI server components are installed and running.

— 44080 is the port number for the Servlet Engine, identified by either
the ServletEngine HTTP port number or the ServletEngine HTTPS
port number. Use the port number configured for your system.

You are prompted for a username and password.

You are presented with a dialog to enter the login credentials for the
Intervention Client. Enter a User Name and Password for the Client. On
a new installation the User Name is admin and the Password is hpbpi.

Section Security and the Intervention Client on page 223 describes how to
change the username and password credentials for the Intervention
Client.
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Closing the Intervention Client Web Application

To close the Intervention Client Web application, close the browser Window
where it is running.

If you want to increase the level of security for the Intervention Client, you
can use the Web Server authorization mechanisms to lock the Web Browser
screen after a certain length of time. This is advisable as someone could
inadvertently use the Intervention Client to delete flows and flow instances
within your HPBPI system. Section Security and the Intervention Client on
page 223 provides details of the authorization that is provided for the
Intervention Client by default.

Log File Locations and Changing the Log Viewer

All the HPBPI components have log files; however the log files presented
through the Status pane relate only to the HPBPI Server components, which
are managed using the Administration Console.

The Modeler is not an HPBPI server component and its log file is described in
Chapter 3, HPBPI Modeler Administration. The structure of all HPBPI log
files is described in the Business Process Insight Problem Solving Guide.

All the HPBPI log files, including the Modeler log files, are located in the
following directory:

HPBPI-install-dir\data\log

Use the View Log button on the Status pane (adjacent to the Start and Stop
buttons) to view the log files for the server components. By default the logs are
displayed using the following commands:

e HppPBPI-install-dir/lbin/bia/logviewer.sh (HP-UX)
e notepad (Windows)

Section Component Configurations - Logging on page 128 describes the
parameters for modifying the viewer application that is used to display the log
files for HPBPI Server components.
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Component Configurations - Notification Server

Table 1 lists the parameters that you can modify to change the configuration
of the Notification Server using the Administration Console.

Table 1 Notification Server Parameters

Descriptive Parameter Name

Description

SMTP hostname

The fully qualified domain name of the system where
the SMTP email server is running.

The HPBPI system needs access to a running SMTP
email server in order to send impact alerts through
email to registered users.

Refer to Chapter 6, Notification Server
Configuration for information about registering
users to receive email alerts.

SMTP port number

The port number that the SMTP server is
communicating on.

The HPBPI system communicates with the SMTP
email server through a specific port number, which is
usually port 25.

Sender email address

The email address that you want to appear in the
Sender: field on email notifications sent from the
HPBPI system. This is the return email address that
is sent out in response to impact alerts for all email
messages.

This is required for email messages sent out in
response to impact alerts.

Retry interval to SMTP server
(minutes)

The time (in minutes) that the Notification Server
waits before attempting to send a notification to the
SMTP server, if it fails on the first attempt. If the
Notification Server is unable to send the message, it
logs a warning message and temporarily stores the
message in the database. The message is removed
from the database when the notification is
successfully delivered.
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Table 1 Notification Server Parameters

Descriptive Parameter Name

Description

Maximum retries to SMTP server

Maximum number of retry attempts made by the
Notification Server to send a notification message to
the SMTP server. When the maximum number of
retries is reached, the Notification Server deletes the
message from the database, issues an error message
in its log file and makes no further attempts to
deliver the message to the email server.

Path to HP Operations Manager
Opcmsg utility

The full path name for the opcmsg utility within HP
Operations Manager. Used by the Notification
Server to send notifications to HP Operations
Manager.

Retry interval to HP Operations
Manager (minutes)

The time (in minutes) that the Notification Server
waits before attempting to send an HP Operations
Manager message to HP Operations Manager, if it
fails on the first attempt. If the Notification Server is
unable to send the message, it logs a warning
message and temporarily stores the message in the
database. The warning message is removed from the
database when the notification is successfully
delivered.

Maximum retries to HP Operations
Manager

Maximum number of retry attempts made by the
Notification Server to send an HP Operations
Manager message to HP Operations Manager. When
the maximum number of retries is reached the
Notification Server deletes the message from the
database, issues an error message in its log file and
makes no further attempts to deliver it.
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Table 1 Notification Server Parameters

Descriptive Parameter Name

Description

Retry interval for script execution
(minutes)

The time (in minutes) that the Notification Server
waits before attempting to execute a script that you
have created, if the script fails to execute on the first
attempt. If the Notification Server is unable to
execute a script, it logs a warning message in the
Notification Server log file.

Maximum retries for script execution

Maximum number of retry attempts made by the
Notification Server to execute a script that you have
created. When the maximum number of retries is
reached the Notification Server, issues an error
message in its log file and makes no further attempts
to execute the script.

Timeout for script execution
(seconds)

The time (in seconds) that the Notification Server
waits before aborting the execution of the script,
after the script has started executing. Once aborted,
the Notification Server waits for the retry interval
before attempting to execute the script again.

Changing the Notification Server Parameters

To change the Notification Server parameters, complete the following steps on
the Windows system, where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Notification Server option
from the Navigator pane on the HPBPI Administration Console.

3. Enter the changes that you want to make to the Notification Server
parameters in the right-hand pane as appropriate.

4. Click Apply to apply the changes to the HPBPI configuration.
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5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart all the HPBPI Server components using the Stop All
and Start All buttons. You could stop and restart only the Notification
Server and the Servlet Engine; however, you are recommended to use
Stop All and Start All to make sure that components are started and
stopped in the correct order.

The new Notification Server parameter values are now applied to your HPBPI
system.

If you want to change the login password for the Notification Server
Administration Console, refer to Chapter 9, Servlet Engine Authentication.
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Component Configurations - Business Impact Engine

(BIE)

The Business Impact Engine configuration parameter settings are divided
into a number of logical sections. These sections appear hierarchically in the
Administration Console under the Engine option as follows:

e BIE Java Virtual Machine (JVM) settings

e BIE Model Cleaner settings

e BIE Flow and Data Instance Cleaner settings
e BIE Event settings

e BIE Event Queue settings

e BIE Notification settings

e BIE JDBC settings

The parameters relating to these settings appear on the right-hand pane of
the Administration Console when you select one of these options in the
console’s navigation tree. If the options are not visible, you need to expand the
entries under Engine using the usual Explorer style navigation techniques.

BIE Java Virtual Machine (JVM) Settings

This section describes the parameters that you can modify through the BIE
Java Virtual Machine (JVM) settings option.

Table 2 shows the Business Impact Engine parameters that enable you to
modify the amount of memory heap available to the JVM for the system.
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A heap is a storage management structure for tracking and allocating
memory. In this case, the Java heap is used for allocating the Java objects
used by the Engine.

Table 2 BIE Java Virtual Machine (JVM) Settings

Descriptive Parameter Name Description

Initial size of the JVM heap (MB) The initial size of the storage allocated by the JVM

for Java objects.

Maximum size of the JVM heap (MB) | The maximum size of the storage allocated by the

JVM for Java objects.

Modifying the BIE Java Virtual Machine (JVM) Settings

To change the BIE Java Virtual Machine (JVM) Settings, complete the
following steps on the Windows system, where the HPBPI Server is installed:

1.

Start the Administration Console as described in section Administration
Console Description on page 20.

Select the Component Configuration > Business Impact Engine
(BIE) > BIE Java Virtual Machine (JVM) settings option from the
Navigator pane on the HPBPI Administration Console.

Enter the changes that you want to make to the settings as appropriate in
the right-hand pane.

Click apply to apply the changes to the property files.

Select the Status option to move to the panel where the HPBPI
component status are shown.

Stop and restart all the HPBPI Server components using the Stop A1l
and Start All options.

The new Business Impact Engine settings are now applied to your HPBPI
system.
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BIE Model Cleaner Settings

This section describes the parameters that you can modify through the BIE
Model Cleaner Settings option. The Model Cleaner is a thread that runs at
intervals and deletes Flow and Data definitions that have been undeployed or
superseded, and that no longer have any associated instances running.

Table 3 shows the Business Impact Engine parameters that enable you to
remove undeployed Flow and Data definitions, and unused Service
definitions, from the Business Impact Engine database.

Table 3 BIE Model Cleaner Settings

Descriptive Parameter Name Description
Delay between checking for all The time interval (in minutes) that the Business
Models (minutes) Impact Engine waits before reading the latest list of

definitions. This list is used as input for the Delay
between checking each model parameter.

Delay between checking each Model | The time (in seconds) that the Business Impact
(seconds) Engine waits between checking each entry in the list
of definitions created as a result of the Delay
between checking for all models parameter. It
is used to establish those definitions that have been
undeployed and which are therefore candidates to be
deleted.

Definitions are not deleted if:
e the definition is deployed.

e instances of the definition exist within the
Business Impact Engine database.

¢ the definition is referenced from another
definition that is currently defined in the
Business Impact Engine database; for example, a
Service Definition is referenced from a Flow

definition.
Disable cleanup of files for Models A check box indicating whether or not to remove the
not in database? Java source, Java Class and script files for flow and

data models that have been cleaned from the
Business Impact Engine. When checked, the source,
classes and scripts are not removed.
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Modifying the BIE Model Cleaner Settings

To change the BIE Model Cleaner Settings, complete the following steps on
the Windows system, where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Business Impact Engine
(BIE) > BIE Model Cleaner settings option from the Navigator pane
on the HPBPI Administration Console.

3. Enter the changes that you want to make to the Engine settings as
appropriate in the right-hand pane.

4. Click Apply to apply the changes to the property files.

5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart all the HPBPI Server components using the Stop aA11
and Start All options.

The new Business Impact Engine settings are now applied to your HPBPI
system.

BIE Flow and Data Instance Cleaner Settings

This section describes the parameters for the BIE Flow and Data Instance
Cleaner settings. For details of the Metric Engine Instance Cleaner
settings, refer to section Metric Engine Instance Cleaner Settings on page 68.

The BIE Flow and Data Instance Cleaner settings section describes how
often the instance cleaner thread is run and therefore how often the
Completed and Active instances are deleted (or not deleted) from the
database. Chapter 7, Intervention provides more information on the business
impact Engine instance cleaner thread and the parameters that control it.

Instances are initially marked as being candidates to be deleted and the
business impact Engine instance cleaner then runs at intervals that you
specify to delete the instances that have been marked as candidates. More
details of this process are provided in Engine Flow and Data Instance Cleaner
Parameters on page 224.
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You also have the option to delete complete instances as soon as they are
complete using this setting. There is no requirement for the Engine Instance
Cleaner to run in this case, as the instances are deleted as soon as they are
complete.

For a new installation, the Engine Instance Cleaner thread does not run and
instances are not deleted when they complete. Completed and Active
instances can therefore accumulate in the database and this might have an
impact on the performance of your HPBPI system.

If performance is a consideration, you need to modify this default to remove
these instances and also consider archiving data in order that you can monitor
historical data. Refer to Chapter 7, Intervention for details of how you can
specify your own SQL to archive flow data before it is removed from the
HPBPI database.

There are settings for how often the Engine Instance Cleaner marks instances
as being candidates to be deleted, plus individual settings for controlling
when the Completed and Active Instances are deleted. These are described in
Table 4, Table 5 and Table 6.

If you delete all Completed instances as soon as they are completed, data is no
longer available to be viewed through the Business Process Dashboard for
monitoring or archiving purposes.
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Table 4 lists the Engine Flow and Data Instance Cleaner thread settings,
which enable you to control how often the instance cleaner thread is executed.

Table 4 BIE Flow and Data Instance Cleaner Settings

Descriptive Parameter Name

Description

Mark instances for deletion:

The option for marking flow and data instances as
candidates to be deleted by the Instance Cleaner
thread at a specified interval (Delete interval).

You have the following options:
® Never - instances are never marked to be deleted.

® Periodically - instances are marked to be
deleted at the interval that you specify.

® Once a day - instances are marked to be deleted
once a day, at the time that you specify.

® Twice a day -instances are marked to be deleted
twice a day, at the times that you specify.

Delete interval for marked instances

The time interval used to control when the instance
cleaner thread runs to delete any instances that
have been marked for deletion.

Delete batch size

The maximum number of active and complete flow
and data instances that the instance cleaner thread
deletes in one Delete interval. There are four
batches, one each for active and complete flow
instances, and active and complete data instances.
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Table 5 lists the settings that control when Completed flow and data instances
are deleted from the Business Impact Engine database.

Table 5 Completed Flow and Data Instance Cleaner Settings

Descriptive Parameter Name

Description

Delete completed instances from the
database

The option for deleting Completed instances from
the database. You have the following options for
deleting Completed instances:

e Never - completed instances are never deleted
and remain in the database

e As scheduled above - completed instances are
deleted from the database at an interval that you
specify in the Engine Flow and Data Instance
Cleaner settings options.

e Tmmediately on completion - completed
instances are deleted as soon as they reach the
state COMPLETED and are not under the control of
the settings for the Engine Instance Cleaner
thread.

Age of the completed instances to be
removed (minutes)

The age (in minutes) that the Completed instances
must be before they can be deleted. This is the age of
the instance at the time when the Engine Instance
Cleaner runs.

The following are quick references to common time
durations expressed as minutes:

1 day = 1440 minutes
1 week (7 days) = 10080 minutes
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Table 6 lists the settings that control how often Active flow and data instances
are deleted from the Business Impact Engine database.

Table 6 Active Flow and Data Instances Cleaner Settings

Descriptive Parameter Name

Description

Delete active instances from the
database?

This is an indication of whether or not you want to
delete active instances from the database.

® Never - active instances are never deleted and
remain in the database

® As scheduled above - active instances are
deleted from the database at an interval that you
specify in the Engine Flow and Data Instance
Cleaner settings options.

Age of the active instances to be
removed:

The age (in days, hours or minutes) that the Active
instances must be before they can be deleted. This is
the age of the instance at the time when the Engine
Instance Cleaner runs.

If you enter a value of 60 minutes, the next time that

you access this pane, the value is presented in terms
of hours and not minutes.

These parameters, and information about archiving instances before deleting
them, are further described in section Engine Flow and Data Instance
Cleaner Parameters on page 224.

Moditying the BIE Instance Cleaner Settings

To change the BIE Instance Cleaner Settings, complete the following steps on
the Windows system where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Business Impact Engine
(BIE) > BIE Flow and Data Instance Cleaner settings option from
the Navigator pane on the HPBPI Administration Console.

3. Enter the changes that you want to make to the Engine Instance Cleaner
settings as appropriate in the right-hand pane.
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Table 7

4. Click Apply to apply the changes to the property files.

5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart all the HPBPI Server components using the Stop All
and Start All options.

The new Business Impact Engine settings are now applied to your HPBPI
system.

BIE Event Seftings

This section describes the parameters that you can modify through the BIE
Event settings option.

The parameter settings listed in Table 7 enable you to minimize the amount of
time that the components spend in loops and possible database deadlock
situations and provides settings for throughput rates.

BIE Event Settings

Descriptive Parameter Name Description

Maximum event generation number | A limit for the number of child events created from

an initial incoming event. This is intended to
interrupt potential infinite loops for subscriptions to
data definitions.

Maximum retries for an event The maximum number of attempts by the Business
transaction deadlock Impact Engine to retry a database transaction before

aborting it. It is possible for deadlocks to occur when
the Engine and other applications are accessing the
HPBPI database simultaneously. This parameter
ensures that, in the case of a deadlock, the Engine
aborts the transaction in order to break the
deadlock.

When this threshold is exceeded, the Business
Impact Engine generates an error message and
sends an exception to the Business Event Handler.
The Business Event Handler then rolls back the
event transaction and retries at a later time.
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Table 7 BIE Event Settings

Descriptive Parameter Name Description
Event sample count used for The number of Events used as a basis for calculating
calculating rates throughput rates. Set this parameter according to

the incoming Event rate (to the Business Impact
Engine). You want to use sufficient numbers of
Events to give you a realistic throughput rate.

Decay period for rates when no The time period after which the throughput rates are

events are received (seconds) decremented, in stages, to zero. This is used for
periods of inactivity, to maintain realistic results for
throughput rates.

Modifying the BIE Event Settings
To change the BIE Event Settings, complete the following steps on the
Windows system, where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Business Impact Engine
(BIE) > BIE Event settings option from the Navigator pane on the
HPBPI Administration Console.

3. Enter the changes that you want to make to the Engine settings as
appropriate in the right-hand pane.

4. Click Apply to apply the changes to the HPBPI configuration.

5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart all the HPBPI Server components using the Stop A1l
and Start All options.

The new Business Impact Engine settings are now applied to your HPBPI
system.
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Table 8

BIE Event Queue Settings

The following are the parameters that you can modify through the BIE Event
Queue settings option.

These settings enable you to configure a business event queuing mechanism
within the Business Impact Engine (BIE). When you select the option to use a
queue for incoming events, all new business events are placed on a queue by
the Business Event Handler. This means that the Business Event Handler
does not need to wait for the BIE to process the business event and can
immediately return to monitoring the event source and process the next
incoming business event.

If you choose not to use a queue for business events, the Business Event
Handler waits until the business event has been processed by the BIE; this
includes waiting for all the necessary information from the event to be
committed to the database.

The settings listed in Table 8 on page 52 control whether or not a queue is
utilized for business events and the characteristics of the queuing mechanism.

BIE Event Queue Settings

Descriptive Parameter Name Description

Use a queue for incoming events? Select this option if you want HPBPI to use a queue

for incoming business events. Clear the check box if
you do not want to use a queue.

When cleared, all the remaining options for the BIE
Event Queue settings are unavailable.

Maximum number of events in the The maximum number of business events that

queue

placed on the queue. When the number of business
events on the queued reaches this maximum, no
further business events can be added to the queue.
In this case, the Business Event Handler has to wait
until the queue is reduced before it can add further
events.
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Table 8 BIE Event Queue Settings

Descriptive Parameter Name

Description

Save the queue to the database

Select this option if you want to write each business
event to the database either as it arrives on the
queue, or each time the HPBPI Server is shut down
(where shut down is stopping the HPBPI Server
from the Administration Console, or stopping the
Windows Services.)

Using this option enables you to rebuild the queue in
the event of a system failure. If the business events
are not written to the database, there is a risk that
the events might be lost following a system failure.
Be aware that there is a possible performance impact
when you select the option to save each event as it
arrives to the database. You need to determine
whether the performance impact for writing
individual events to the database is significant in
your implementation.

Event queue cleaner interval (mins)

The time interval used to control the frequency that
the event queue cleaner runs. Each time the event
queue cleaner runs, it deletes, from the database, all
business events that have been successfully
processed by the BIE.

This setting is available when the option to save the
queue to the database for every event is selected.

Number of event handling threads

The number of individual processes available to
process business events held on the event queue.

A recommendation is to set this parameter to be
twice the number of CPU cores that are available on
your machine.
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Modifying the BIE Event Queue Settings

To change the BIE Event Queue Settings, complete the following steps on the
Windows system, where the HPBPI Server is installed:

1.

Start the Administration Console as described in section Administration
Console Description on page 20.

Select the Component Configuration > Business Impact Engine
(BIE) > BIE Event Queue settings option from the Navigator pane on
the HPBPI Administration Console.

Enter the changes that you want to make to the Business Impact Engine
settings as appropriate in the right-hand pane.

Click Apply to apply the changes to the HPBPI configuration.

Select the Status option to move to the panel where the HPBPI
component status are shown.

Stop and restart all the HPBPI Server components using the Stop A11
and Start All options.

The new Business Impact Engine settings are now applied to your HPBPI
system.
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BIE Notification Settings

The following are the parameters that you can modify through the BIE
Notification settings option.

If the Business Impact Engine initially fails to send an event notification to
the Notification Server, it can try again. The settings listed in Table 9 on
page 55 control at what impact level notifications are sent, and the number of
retry attempts and the interval between the retries for the notifications.

Table 9 BIE Notification Settings

Descriptive Parameter Name

Description

Node impact notification service
severity threshold

The minimum threshold for the severity for a node’s
service that can trigger an impact of impeded or
blocked for the flow. When one (or more) node
services reach the threshold specified a notification
event is issued. Possible levels of severity are:
Normal, Warning, Minor, Major and Critical. These
map to other HP BTO Software products’ levels of
severity.

Maximum number of retries

The maximum number of attempts that the Business
Impact Engine tries to send a notification event to
the Notification Server, if the initial attempt fails.
When the maximum number of retries is reached,
the Business Impact Engine issues an error message
in its log file and makes no further attempts to send
the notification event.

Retry delay (seconds)

The delay (in seconds) between the Business Impact
Engine’s attempts to retry sending notification
events to the Notification Server. Each time the
Engine fails a retry attempt, it issues a warning
message to the log file.
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Modifying the BIE Notification Settings

To change the BIE Notification Settings, complete the following steps on the
Windows system, where the HPBPI Server is installed:

1.

Start the Administration Console as described in section Administration
Console Description on page 20.

Select the Component Configuration > Business Impact Engine
(BIE) > BIE Notification settings option from the Navigator pane
on the HPBPI Administration Console.

Enter the changes that you want to make to the Business Impact Engine
settings as appropriate in the right-hand pane.

Click Apply to apply the changes to the HPBPI configuration.

Select the Status option to move to the panel where the HPBPI
component status are shown.

Stop and restart all the HPBPI Server components using the Stop A11
and Start All options.

The new Business Impact Engine settings are now applied to your HPBPI
system.
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BIE JDBC Settings

The following are the parameters that you can modify through the BIE JDBC

settings option.

Table 10 lists the settings that enable you to tailor the JDBC connection
between the Business Impact Engine and the database.

Table 10 BIE JDBC Settings

Descriptive Parameter Name

Description

Maximum number of active JDBC
Connections

The maximum number of JDBC connections that the
Business Impact Engine can have active at any one
time.

If a connection does not become available in the
required time, the connection is refused and the
Engine is unable to commit the transaction. In this
case, the Engine writes an error to its log file.

Maximum wait time for a JDBC
Connection (seconds)

The maximum length of time (in seconds) that the
Business Impact Engine waits for an available JDBC
connection before reporting an error.

If a connection does not become available in the
required time, the connection is refused and the
Engine is unable to commit the transaction. In this
case, the Engine writes an error to its log file.

Maximum number of idle JDBC
Connections?

The maximum number of JDBC connections that can
be idle at any one time.

Maximum number of active JDBC
Prepared Statements!

The maximum number of database Prepared
Statements that can be active at any one time.

Maximum wait time for a JDBC
Prepared Statement (seconds)

The maximum length of time (in seconds) that the
Business Impact Engine waits for a Prepared
Statement to be executed before reporting an error
in the log file and aborting the transaction.

Maximum number of idle JDBC
Prepared Statements!

The maximum number of Prepared Statements that
can be idle at any one time.

a. These connections are managed by Apache Commons DBCP (Database Connection Pool).
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Modifying the BIE JDBC Settings
To change the BIE JDBC Settings, complete the following steps on the
Windows system, where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Business Impact Engine
(BIE) > BIE JDBC settings option from the Navigator pane on the
HPBPI Administration Console.

3. Enter the changes that you want to make to the Engine settings as
appropriate in the right-hand pane.

4. Click Apply to apply the changes to the HPBPI configuration.

5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart all the HPBPI Server components using the Stop aA11
and Start All options.

The new Business Impact Engine settings are now applied to your HPBPI
system.
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Component Configurations - Metric Engine

The Metric Engine configuration parameter settings are divided into a
number of logical sections. These sections appear hierarchically in the
Administration Console, under the Metric Engine option as follows:

e Metric Engine Java Virtual Machine (JVM) settings
e Metric Engine Events Settings

e Metric Engine Statistics settings

e Metric Engine Threshold settings

e Metric Engine Instance Cleaner settings

The parameters relating to these settings appear on the right-hand pane of
the Administration Console when you select one of the Metric Engine options
in the console’s navigation tree. If the Metric Engine options are not visible in
the navigation tree, expand the entries under Metric Engine using the usual
Explorer-style navigation techniques.

Metric Engine Java Virtual Machine (JVM) Settings

This section describes the parameters that you can modify through the Metric
Engine Java Virtual Machine (JVM) settings option. These are the Metric
Engine parameters that enable you to modify the amount of memory heap
available to the JVM and are listed in Table 11.

A heap is a storage management structure for tracking and allocating
memory. In this case, the Java heap is used for allocating the Java objects
used by the Metric Engine.

Table 11 Metric Engine Java Virtual Machine (JVM) Settings

Descriptive Parameter Name Description

Initial size of the JVM heap (MB) The initial size of the storage allocated by the JVM
for Java objects.

Maximum size of the JVM heap (MB) | The maximum size of the storage allocated by the
JVM for Java objects.
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Modifying the Metric Engine Java Virtual Machine Settings

To change the Metric Engine Java Virtual Machine Settings, complete the
following steps on the Windows system where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Metric Engine > Metric
Engine Java Virtual Machine (JVM) settings option from the
Navigator pane on the HPBPI Administration Console.

3. Enter the changes that you want to make to the Metric Engine Java
Virtual Machine settings as appropriate in the right-hand pane.

4. Click Apply to apply the changes to the property files.

5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart the Metric Engine component.

The new Metric Engine settings are now applied to your HPBPI system.

Metric Engine Events Settings

This section describes the parameters that you can modify for the Metric
Engine Events settings option.

These settings provide control for the rate at which the Metric Engine
processes Metric events and the maximum sizes of the resulting database
transactions as Metric events are processed.

When both the Business Impact Engine and the Metric Engine are processing
events simultaneously, the settings also provide some control to regulate the
rate at which Metric events are generated. This control is based on the rate at
which the Business Impact Engine processes its Business events. The settings
enable the Metric Engine to process Metric events in line with the rate at
which business events are processed in order to avoid a backlog of Metric
events building up.

The values for the Metric Engine Events settings have been set to be
suitable for most implementations. You should not change them unless you
are advised to by your support representative.
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The Metric Engine Events settings parameters are listed in Table 12.

Table 12 Metric Engine Events Settings

Descriptive Parameter Name

Description

The maximum number of pooled
metric event processors (1 tol19)

The number of parallel threads available to the
Metric Engine for processing different Metric events.

The maximum number of metric
events to process in each batch

The number of Metric events that can be processed
in a single batch. This provides a balance between
the Metric event processing rate and database
transaction size. It also optimizes how the Metric
events are processed across all available threads.

The metric events high-water mark

In cases where both the Business Impact Engine and
the Metric Engine are active, this is the number of
unprocessed Metric events that signal that the
Metric Engine is not keeping up with the Business
Impact Engine.

When the high-water mark is exceeded, the Business
Impact Engine temporarily stops processing
Business events until the Metric Engine signals that
it has cleared its backlog.

The metric events low-water mark

In cases where both the Business Impact Engine and
the Metric Engine are active, this is the number of
unprocessed Metric events that signal that the
Metric Engine has cleared its backlog and is now
keeping up with the Business Impact Engine.

As a result, the Business Impact Engine can resume
its processing of Business events.

The metric events idle wait time
(seconds)

Each time the Metric Engine determines that there
are no more Metric events to process, it waits for this
time period before checking again.

This prevents the Metric Engine continuously
initiating searches that can return no results.
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Modifying the Metric Engine Events Settings

To change the Metric Engine Events settings complete the following steps
on the Windows system where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Metric Engine > Metric
Engine Events settings option from the Navigator pane on the HPBPI
Administration Console.

3. Enter the changes that you want to make to the Metric Engine Events
settings as appropriate in the right-hand pane.

4. Click Apply to apply the changes to the property files.

5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart the Metric Engine component.

The new settings are now applied to your HPBPI system.

Metric Engine Statistics Settings

The Metric Engine Statistics settings parameters control how the
Metric Engine processes the staged statistical data and stores them in the
user-configured statistical time intervals.

Staged statistical data are produced and stored as Metric events are
processed. At intervals that you configure, the Metric Engine collects the
staged statistics into the statistics table for the completed time intervals.
Most of the parameters in Table 13 control the rate at which statistics are
generated and these settings should not be modified unless you are instructed
to do so by your support representative. The exception is the settings that
controls how far back in time metric statistics are generated when the Metric
Engine is restarted.

When HPBPI is restarted following a system shutdown, the metric statistics
are calculated for all the metric definitions defined for flows. If you have shut
your HPBPI system down for a significant amount of time (several days), then
these statistic calculations can take considerable time, and impact the
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performance of your system. You can configure how far back in time to
calculate these statistics following a restart using the Maximum age of
generated statistics on startup (days) setting.

In Table 13, the following settings are used to control how the staged statistics
are processed into the user-defined time intervals:

® The maximum number of statistics consolidators (1 to 19)

® The maximum number of staged statistics’ rows per transaction
¢ The maximum number of staging transactions each time

® The maximum number of statistics aggregators (1 to 19)

In the description of the parameters, consolidation is the process of producing
the data for specific time intervals directly from the staged data. If you have

defined Business Metrics that have Groups, aggregation is also the process of
taking all the individual groups' time interval data and producing the overall

time interval data, where overall is the combined data for all the groups.

Table 13 lists the parameters that you can set to configure how often the
Metric Engine polls the HPBPI database.

Table 13 Metric Engine Statistics Settings

Descriptive Parameter Name

Description

Statistics generation polling interval
(seconds)

The time interval (in seconds) that the Statistics
generator polls the metric tables in order to update
the statistics that have been configured using the
Metric Definer.

Maximum age of generated statistics
on startup (days)

The time interval (in days) that the Metric Engine
uses to calculate historical Metric statistics following
a period of HPBPI shutdown.

The maximum number of statistics
consolidators (1 to 19)

The number of parallel threads available to
consolidate the staged statistical data, for different
Metric events, into the user-defined statistical time
intervals. This includes Metric events that have
Groups defined.

The maximum number of staged
statistics’ rows per transaction

Controls the size of database transactions as the
statistical data is being consolidated.
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Table 13 Metric Engine Statistics Settings

Descriptive Parameter Name Description
The maximum number of staging Controls the rate at which statistics are
transactions each time consolidated. This is a multiplier of The maximum

number of staged statistics’ rows per
transaction and is applied each time the Metric
Engine processes statistics.

The maximum number of statistics | The number of parallel threads available to
aggregators (1 to 19) aggregate statistics that have Groups defined into
their overall statistical time intervals.

Modifying the Metric Engine Statistics Settings
To change the Metric Engine Statistics settings, complete the following
steps on the Windows system where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Metric Engine > Metric
Engine Statistics settings option from the Navigator pane on the
HPBPI Administration Console.

3. Enter the changes that you want to make to the Metric Engine
Statistics settings as appropriate in the right-hand pane.

4. Click 2pply to apply the changes to the property files.

5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart the Metric Engine component.

The new settings are now applied to your HPBPI system.
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Metric Engine Threshold Settings

This section describes the parameters that you can modify through the
Metric Engine Threshold settings option.

The Metric Engine Threshold Settings are divided into two logical sections.
These sections appear on the Metric Engine Threshold settings pane
within the following categories:

e Metric Engine Threshold checking settings

e Metric Engine Threshold alert notification settings

Table 14 lists the Metric Engine Threshold settings that enable you to control
how often the Metric Engine polls its data in order to identify threshold
information for alarms, notifications and for statistical sampling.

Table 14 Metric Engine Threshold Checking Settings

Descriptive Parameter Name

Description

Threshold polling interval (seconds)

The time interval (in seconds) that the Threshold
checker polls for metric values from the Metric
database in order to determine whether an alarm
needs to be generated.

Threshold minimum sample count,
used for calculating relative
thresholds

The minimum number of metric instances required
for the calculation of the relative scope thresholds.

If the number of metric instances available for
sampling is less than this minimum figure, the
threshold is not calculated. As a result, there are no
notifications or alarms generated based on the
threshold.

The maximum number of pooled
threshold monitors (1 to 19)

The number of parallel threads available to the
Metric Engine for processing different Business
Metric Thresholds

Table 15 lists the Metric Engine Threshold settings that enable you to control
the number of, and frequency at which, notifications (email, HP Operations
Manager messages and script invocations) are sent out when metric threshold

violations occur.
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When a threshold is violated, the Metric Engine database records the detail of
the violation. You can then be notified of these threshold violations in a
number ways; for example, email; this is done using the Notification Server.

Where there is a significant failure in your business, for example, an
application becomes unavailable, you can have the situation where thousands
of thresholds are violated, or a small number of thresholds are violated many
times. This can result in large numbers (or a storm) of notifications being
generated. In the case of email, this can quickly fill up your email Inbox and it
is possible that your email Server is unable to keep up with the rate at which
the notifications are generated. This in turn creates a backlog of notifications
and can severely impact the performance of the HPBPI system. In the case of
HP Operations Manager messages or scripts, the backlog created depends on
how your system is configured to receive the notifications.

Use the parameters in Table 15 to control the frequency and numbers of
notifications that you receive. This reduces the possibility of these notification
storms occurring, and still notifies users of the metric threshold violations.

The following is an example of the effect of setting these parameters:
The parameter values set when you install HPBPI for the first time are:
— 300 seconds for the polling interval
— a maximum of 10 notifications for each threshold violated

This means that you receive a maximum of 10 notifications for each
threshold alert, every 5 minutes (300 seconds); this is for each threshold.
If there are 20 thresholds violated, there are potentially 200 (10 x 20)
notifications in each 5 minute polling interval.
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If you know the number of threshold violations your business is likely to
generate, you can set these parameters such that:

e you receive all notifications for the occasional problems.

e you have the maximum threshold set such that when there is a system
failure, notification storms are prevented and you receive a summary

instead.

This also has the effect of reducing the impact of notification storms on

HPBPI performance.

Table 15 Metric Engine Threshold Alert Notification Settings

Descriptive Parameter Name

Description

Threshold alert notification polling
interval (seconds)

The time interval (in seconds) that the Metric
Engine waits between the time that is sends the last
notification message at the end of one polling period,
to the start of the next polling period.

Maximum number of individual alert
notifications per threshold per
polling interval

The maximum number of alert notifications sent to
the Notification Server for each business metric
threshold violation. The actual number of threshold
alerts generated might be significantly more than
this maximum; however, if you are using the default
Velocity email templates, each email notification also
has summary information, which includes all the
threshold alerts generated during the polling
interval.

Modifying the Metric Engine Threshold Settings

To change the Metric Engine Threshold Settings, complete the following steps
on the Windows system where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Metric Engine > Metric
Engine Threshold settings option from the Navigator pane on the
HPBPI Administration Console.

3. Enter the changes that you want to make to the Metric Engine Threshold
settings as appropriate in the right-hand pane.
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4. Click Apply to apply the changes to the property files.

5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart the Metric Engine component.

The new Metric Engine settings are now applied to your HPBPI system.

Metric Engine Instance Cleaner Settings

This section describes the parameters that you can modify through the Metric
Engine Instance Cleaner settings option.

The Metric Engine instance cleaner settings section controls how often the
Metric Engine instance thread is run and therefore how often Active and
Completed metric instances, Metric alarm instances and statistics are
deleted.

If you set a low Collection interval for your business process metric
definitions, the metric data can accumulate very quickly and consume a
considerable amount of disk space. In addition, if you shutdown your HPBPI
system and restart it after a significant amount of time, the metric statistics
are calculated for the period of the shutdown as soon as the HPBPI Server is
restarted. As an example, if you set a Collection interval of five minutes and
shut down your HPBPI system for a week. When you restart your HPBPI
Server, the Metric Engine calculates all the metric statistics for each
five-minute period since the last time the metrics were calculated. This can
result in a significant amount of calculation time, and a significant amount of
disk space for the results.

If these results are immediately deleted as a result of the instance cleaner
settings, this can also have an impact on the overall operational performance
of your machine.

The Collection interval is a parameter that you set when you define a
business process metric in the Metric Definer and is described in the Business
Process Insight Online Help for the Metric Definer.
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The configuration parameters are divided into a number of logical sections.
These sections appear in the Metric Engine Instance Cleaner settings pane
within the following categories:

Metric Engine Instance Cleaner settings
Active Metric Instances settings
Completed Metric Instances settings
Metric Statistics settings

Metric Alarm Instances settings

The parameters relating to these settings are described in the following
sections.

Metric Engine Instance Cleaner Settings

Table 16 lists the settings that controls how often the Metric Engine instance
cleaner thread is executed. This interval impacts all the other sections on the
Metric Instance Cleaner pane.

Table 16 Metric Engine Instance Cleaner Settings

Descriptive Parameter Name Description

Instance cleaner execution interval | The time period (in minutes) that you want the

(minutes)

Metric instance cleaner thread to run. When it runs,
it deletes all eligible Active metric instances,
Completed metric instances, Metric Alarm instances
and Statistics.
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Active Metric Instances Settings

Table 17 lists the settings that enable you to control the amount of Active
metrics instance data held in the Metrics database.

Table 17 Active Metric Instances Settings

Descriptive Parameter Name

Description

Delete active metric instances from
the database?

Select this check box if you want to delete Active
metric instances from the Metrics database. Clear
the check box if you do not want to delete the Active
metric instances.

Age of active metric instances to be
removed (days)

This option is available when you select the check
box for deleting Active metric instances.

Enter the age (in days) of the Active metric instances
that you want to be deleted when the Metric Engine
instance cleaner thread is run.

Completed Metric Instances Settings

Table 18 lists the settings that enables you to control the amount of
Completed metrics instance data held in the Metrics database.

Table 18 Completed Metric Instances Settings

Descriptive Parameter Name

Description

Delete completed metric instances
from the database?

Select this check box if you want to delete Completed
metric instances from the Metrics database. Clear
the check box if you do not want to delete the
Completed metric instances.

Age of completed metric instances to
be removed (days)

This option is available when you select the check
box for deleting Completed metric instances.

Enter the age (in days) of the Completed metric
instances that you want to be deleted when the
Metric Engine instance cleaner thread is run
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Metric Statistics Settings

Table 19 lists the settings that enable you to control the amount of statistical
data held in the Metrics database.

Table 19 Metric Statistics Settings

Descriptive Parameter Name

Description

Delete metric statistics from the
database?

Select this check box if you want to delete statistics
from the Metrics database. Clear the check box if you
do not want to delete the statistics data.

Age of metric statistics to be removed
(days)

This option is available when you select the check
box for deleting statistics.

Enter the age (in days) of the statistics data that you
want to be deleted when the Metric Engine instance
cleaner thread is run

Metric Alarm Instances Settings

Table 20 lists the settings that enables you to control the amount of Metric
Alarm instance data held in the Metrics database.

Table 20 Metric Alarm Instances Settings

Descriptive Parameter Name

Description

Delete metric alarm instances from
the database?

Select this check box if you want to delete Metric
Alarm instances from the Metrics database. Clear
the check box if you do not want to delete the Metric
Alarm instances.

Age of metric alarm instances to be
removed (days)

This option is available when you select the check
box for deleting Completed metric instances.

Enter the age (in days) of the Metric Alarm instances
that you want to be deleted when the Metric Engine
instance cleaner thread is run
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Modifying the Metric Engine Instance Cleaner Settings

To change the Metric Engine Instance Cleaner Settings, complete the
following steps on the Windows system where the HPBPI Server is installed:

1.

6.

Start the Administration Console as described in section Administration
Console Description on page 20.

Select the Component Configuration > Metric Engine > Metric
Engine Instance Cleaner settings option from the Navigator pane on
the HPBPI Administration Console.

Enter the changes that you want to make to the Metric Engine Instance
Cleaner settings as appropriate in the right-hand pane.

Click Apply to apply the changes to the property files.

Select the Status option to move to the panel where the HPBPI
component status are shown.

Stop and restart the Metric Engine component.

The new Metric Engine settings are now applied to your HPBPI system.
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Component Configuration - BAC Data Sample
Destinations

The BAC Data Sample Destinations options enable you to configure the
details of the BAC system, or systems, where you want HPBPI data samples
to be sent.

You need to configure a Data Sample Destination if you want to be able to
have HPBPI flow and business metric data displayed within the BAC
Dashboard.

You can have more than one destination for your data samples; for example,
there might be a BAC Core Server and Dashboard both in Europe and in the
United States where you want to display HPBPI data. In all cases, HPBPI
sends the data samples to all configured destinations that it can contact.

The BAC Data Sample Destinations page is divided into the following logical
sections:

e BAC Data Sample Destinations; see section Data Sample Destinations on
page 74.

e  Web Proxy; see section Web Proxy on page 77.
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Data Sample Destinations

To configure a Data Sample Destination, make sure that the BAC Data
Sample Destinations option is selected in the Administration Console

navigator pane.

To create a new Destination, you need to click Add in the right-hand pane. The
Business Availability Center Data Samples Destination Properties

dialog is displayed.

The properties for the Data Sample Destinations are described in Table 21.

Table 21 BAC Data Sample Destinations Parameters

Descriptive Parameter Name

Description

Destination Name

Unique name that identifies the Destination when
displayed in the HPBPI interfaces. The name can be
up to 40 characters.

You are advised to include some location information
in the name, to make it easier to distinguish between
Destinations and their location when they are
displayed in HPBPI.

Description

An optional description of the Destination.

BAC Core Server hostname

The fully qualified DNS name of the machine where
the BAC Core Server that is hosting the Destination
is installed. This can also be an IP address.

BAC Core Server HTTP port

The port number used by the Web Server on the BAC
Core Server. This is usually port 80.

Data samples send interval (seconds)

The time interval (in seconds) that you want HPBPI
to use to send data samples to the named BAC Core
Server.
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Table 21 BAC Data Sample Destinations Parameters

Descriptive Parameter Name

Description

Connection timeout (seconds)

The period of time (in seconds) allowed for the
HPBPI Server to request a connection with the BAC
Core Server.

If this parameter is set to zero (0), the time allowed
for requesting a connection is unlimited, that is, no
timeout occurs.

If a timeout does occur, HPBPI attempts to resend
the data sample after waiting for the interval
configured for Data samples send interval.

Guaranteed retention period
(minutes)?

The period of time (in minutes) that a Data Sample
is guaranteed to be made available for transfer to the
BAC Core Server and before it is discarded.

In cases where it is not possible to make a connection
to the BAC Core Server, or where the BAC Core
Server’s buffer tables are full, HPBPI retains copies
of each Data Sample for the period specified by this
parameter.

Override Data Samples Provider’s
log level?

Select this checkbox of you want to change the log
level setting for this Data Sample Destination.

Log level for this destination

The level of logging required for this Data Sample
Destination. It can be one of Finer, Fine or Info; see
section Component Configurations - Logging on
page 128 for a description of the log levels.

a. Note that for versions of the Business Availability Center prior to version 7.5, that this
parameter has no effect. This is because versions of the Business Availability Center prior to
version 7.5 are able to display only the latest value of the Data Sample.

When you have added the values for you Data Sample Destinations, click OK
to close the properties dialog.

You can control whether a particular Data Sample Destination is enabled for
data transfer, or not, by selecting or clearing the checkbox under the Enabled?
option on the BAC Data Sample Destination dialog.
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Modifying the BAC Data Sample Destinations Settings

To change the BAC Data Sample Destinations settings, complete the
following steps on the Windows system, where the HPBPI Server is installed:

1.

Start the Administration Console as described in section Administration
Console Description on page 20.

Select Component Configuration > BAC Data Sample Destinations
option from the Navigator pane on the HPBPI Administration Console.

Select the Data Sample Destination that you want to modify.
Select the Modify button.

Enter the changes that you want to make to the settings as appropriate in
the dialog presented.

Click OK to dismiss the dialog.
Click Apply to apply the changes to the HPBPI configuration.

Select the Status option to move to the panel where the HPBPI
component status are shown.

Stop and restart all the HPBPI Server components using the Stop aA11
and Start All options.

The new settings are now applied to your HPBPI system.
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Web Proxy

Use this option to set parameters for a Web Proxy that is common to all your
BAC Data Sample Destinations.

The properties for Web Proxy are described in Table 22.
Table 22 Web Proxy

Descriptive Parameter Name Description

Enable proxy?

Select this checkbox to enable your proxy. Clear the
checkbox to disable the proxy.

Proxy host

Name of the host used to be for HI'TP access.

Proxy port

Port number used for hosting HTTP access to the
BAC Data Sample Destinations.

Moditying the Web Proxy Settings

To change the Web proxy settings, complete the following steps on the
Windows system, where the HPBPI Server is installed:

1.

Start the Administration Console as described in section Administration
Console Description on page 20.

Select Component Configuration > BAC Data Sample Destinations
option from the Navigator pane on the HPBPI Administration Console.

Enter the changes that you want to make to the settings as appropriate in
the right-hand pane.

Click OK to dismiss the dialog.
Click Apply to apply the changes to the HPBPI configuration.

Select the Status option to move to the panel where the HPBPI
component status are shown.

Stop and restart all the HPBPI Server components using the Stop A1l
and Start All options.

The new settings are now applied to your HPBPI system.
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Component Contiguration - Operational Service
Sources

The Operational Service Options enable you to configure the sources of
operational service events that you want to receive from other HP BTO
Software. These components include:

e HP OpenView Internet Services (OVIS)

e HP Operations Manager for Windows (HPOM)

e HP Service Oriented Architecture (SOA) Manager
e HP Business Availability Center

The Operational Service Sources configuration page is divided into the
following logical sections:

e Operational Service Sources; these sources can be any one of:
— OVIS; see section OVIS on page 78.

— HP Operations Manager; see section HP Operations Manager on
page 82.

— Instances of SOA Manager Service or Business Availability Center
sources that you add; see section Other Service Sources on page 87.

e  Proxy for Web service adapters; see section Proxy for Web Service
Adapters on page 93.

OVIS

OVIS describes one of the pre-named service sources, which is available for
you to select and modify in the table of Operational Service Sources. To enable
HPBPI to be able to import operational services from OVIS, you need to
configure and then enable this Service Source.
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To configure interoperability with OVIS as a Service Source, make sure that
OoVIS is selected and click the Modi fy button below the list of service sources.
You can then configure the details of the integration.

The configuration options described in this section do not apply to the
configuration of the HPBPI custom probes for OVIS; they apply only to
HPBPI polling OVIS for details of operational services and impact events.

If you choose to import services, you must also configure details of the OVIS
connection to enable HPBPI to communicate with OVIS.

To enable the OVIS Service Source, select the Enabled? checkbox next to the
OVIS option. If the check box is not selected, operational services cannot be

imported into HPBPI and HPBPI is not able to generate service impact

events.

The OVIS configuration parameter settings are divided into a number of
logical sections, which are described in the following sections.

Event Poll Intervals

Table 23 lists the setting that enable you to configure the time interval that
HPBPI uses to for polling OVIS for alarms, service impact events and

violations.

Table 23 OVIS Event Poll Intervals

Descriptive Parameter Name

Description

Alarm polling interval (minutes)

The time interval (in minutes) for the poll interval
where the OVIS Event Receiver polls for alarm
events from OpenView Internet Services.

SLO violation polling interval
(minutes)

The time interval (in minutes) for the poll interval
where the OVIS Event Receiver polls for SLO
violation events from OpenView Internet Services.

SLA violation polling interval
(minutes)

The time interval (in minutes) for the poll interval
where the OVIS Event Receiver polls for SLA
violation events from OpenView Internet Services.
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OVIS Database Settings

These settings enable you to specify the details for the OVIS database in order
that HPBPI can access alerts, SLA and SLO violations; the Business Impact
Engine polls the OVIS database and the Business Process Dashboard queries

the OVIS database.

You need to find out these details from the person responsible for managing

OVIS and its database.

Table 24 lists the parameters that enable you to specify the OVIS database

details.

Table 24 OVIS Database Settings

Descriptive Parameter Name

Description

Database type

Either MS SQL Server or Oracle.

Database server hostname

The fully qualified host name of the system where
the Reporter database used by OVIS is installed.

Database server port number

The port number for the database used by OVIS.

Database user name

The username that HPBPI needs to specify to access
the OVIS tables in the database.

Password

The password that HPBPI needs to specify to access
the OVIS tables in the database.

Database name? (MS SQL only)

The name of the database for the OVIS data within
the Microsoft SQL Server database.

Database SIDP (Oracle only)

The database instance for the OVIS data within the
Oracle database.

a. Available only when OVIS configured for a Microsoft SQL Server database
b. Available only when OVIS configured for an Oracle Server database
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Service Import Settings

This section describes the parameters that you can modify through the
Service Import settings option.

The Service Import settings must be applicable to the OVIS Server that
uses the database described in section OVIS Database Settings on page 80.
You cannot specify Service Import settings for one OVIS Server and have 0VIs
Database settings that are applicable to another OVIS Server.

Table 25 lists the setting that enable you to configure the location of the OVIS
system from where you want to import service definitions when you are
designing business flows using the HPBPI Modeler.

Table 25 OVIS Service Import Settings

Descriptive Parameter Name Description

OVIS management server hostname | The fully qualified host name of the system where
the OpenView Internet Services Management Server
is installed.

OVIS HTTP server port number The port number for the Internet Information
Services (IIS) Web Server used by OVIS.

Moditying the OVIS Settings

To change the OVIS settings, complete the following steps on the Windows
system, where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

e Select the Component Configuration > Operational Service
Sources.

e Select OVIS option from the right-hand pane.
e (Click the Modi fy button.

2. Enter the changes that you want to make to the settings, as appropriate,
in the OVIS Source Properties dialog.

3. Click 2apply to apply the changes to the HPBPI configuration.
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4. Select the Status option to move to the panel where the HPBPI
component status are shown.

5. Stop and restart all the HPBPI Server components using the Stop All
and Start All options.

The new settings are now applied to your HPBPI system.

HP Operations Manager

HP Operations Manager is a pre-named service source, which is available for
you to select and modify in the table of Operational Service Sources. To enable
HPBPI to be able to import operational services from HP Operations
Manager, you need to install the HP Operations Manager Adapter on a
system where HP Operations Manager is located and then you need to
configure HP Operations Manager interoperability.

Specifically, this option enables you to specify whether or not you want HPBPI
to interoperate with HP Operations Manager Service Navigator component
(on HP-UX), or HP Operations Manager for Windows.

An HPBPI Server can connect to one HP Operations Manager Server at any
one time, this can be on HP-UX (Service Navigator component), or Windows
(HP Operations Manager for Windows). An HPBPI server cannot connect to
both HP-UX and Windows at the same time.

To configure interoperability with HP Operations Manager:
1. Select HP Operations Manager

2. Click the Modi fy button below the list of service sources to configure the
details of the integration.

3. Select the Enabled? checkbox next to the HP Operations Manager
option to enable the interoperability. If this check box is not selected,
operational services are not synchronized with those defined in the
Modeler, and you are not able to deploy a Flow definition that references
an HP Operations Manager Service definition.

The HP Operations Manager configuration parameter settings are described
in Table 26.
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Table 26 lists the HP Operations Manager parameters.

Table 26 HP Operations Manager

Descriptive Parameter Name

Description

HP Operations Adapter hostname

The fully qualified domain name for the system
where the HP Operations Manager Adapter is
installed and running.

Clients’ maximum wait time
(seconds)

The maximum time (in seconds) that a client waits
for a response from the adapter before assuming that
an error has occurred and causing the connection to
time out. An error message is written to its log file
when this maximum time is exceeded.

Clients’ reconnect interval (seconds)

The time (in seconds) that a client waits before
retrying a connection to the adapter following a
previously failed connection. A warning message is
written to its log file each time the client fails to
reconnect.

If you want to enable or disable HP Operations Manager synchronization; see
section Enabling or Disabling HP Operations Manager Settings for
Interoperability on page 84.

If you want to modify the Adapter hostname, refer to section Modifying HP
Operations Manager Adapter Hostname on page 84.

If you want to modify the client maximum wait time and reconnect intervals,
refer to section Modifying the Client Maximum Wait and Reconnect Intervals

on page 86.
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Enabling or Disabling HP Operations Manager Settings for Interoperability

This setting enables you to configure whether or not you want to enable or
disable synchronization with the HP Operations Manager Adapter services.

To change modify this setting, complete the following steps:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Operational Service
Sources option from the Navigator pane on the HPBPI Administration
Console.

3. Select or clear the checkbox adjacent to the HP Operations Manager
entry in the Service Source table as appropriate.

4. Click Apply to apply the changes to the HPBPI configuration.

5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart all the HPBPI Server components using the Stop aA11
and Start All options.

The new setting is now applied to your HPBPI system.

Moditying HP Operations Manager Adapter Hostname

This is the hostname of the system where the HP Operations Manager
Adapter is installed. As the adapter has to be installed on the same system as
the HP Operations Manager Server, this is also the hostname of the system
where either the HP Operations Manager Service Navigator component or HP
Operations Manager for Windows are installed (according to your
configuration). If you want to change this hostname for any reason, complete
the following steps on the Windows system, where the HPBPI Server is
installed:

1. Make sure that the HP Operations Manager Adapter is installed and
running on the new system.

2. Make sure that the HP Operations Manager services required by your
HPBPI flows are available on the new server.
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3. Use the HPBPI Modeler to undeploy all the parent flows that link to the
affected HP Operations Manager services.

You do this by individually selecting the Flow Definitions from the
navigator pane in the HPBPI Modeler and selecting Undeploy from the
File menu. Chapter 3, HPBPI Modeler Administration discusses
undeployment in more detail.

4. Start the Administration Console on the HPBPI Server system as
described in section Administration Console Description on page 20.

5. Using the Administration Console, stop the Business Impact Engine and
the Model Repository using the Stop button on the Status option.

6. Start the Administration Console as described in section Administration
Console Description on page 20.

e Select the Component Configuration > Operational Service
Sources.

e Select HP Operations Manager option from the right-hand pane.
e (Click the Modi fy button.

7. Enter the new name for the HP Operations Manager Adaptor hostname
in the HP Operations Manager Source Properties dialog.

This should be the fully qualified hostname for the system where either
Service Navigator is installed, or HP Operations Manager for Windows is
installed.

8. Select Apply and the changes are made to the configuration files.
9. Select the status option where the component states are listed.
10. Stop and all the HPBPI Server components using the Stop 211 button.

The HPBPI Modeler issues a warning stating that it has lost its
communication link with the HPBPI Server and prompting you to close
the modeler. All unsaved changes are saved when the HPBPI Modeler
shuts down.

1. Restart the all the HPBPI Server components using the Start All
button.

12. Restart the HPBPI Modeler so it re-establishes its connection to the
Model Repository.
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13.

14.

Use the File|Link to HP Operations Manager Services... menu
option in the Modeler to re link the HP Operations Manager services on
the new HP Operations Manager Server.

Use the HPBPI Modeler to redeploy the previously undeployed Flow and
Service definitions to the new HP Operations Manager system.

This is in order that the new services are registered with the HP
Operations Manager system.

You have now completed the configuration for the hostname for the HP
Operations Manager Adapter system.

Modifying the Client Maximum Wait and Reconnect Intervals

To change these settings, complete the following steps on the Windows
system, where the HPBPI Server is installed:

1.

Start the Administration Console as described in section Administration
Console Description on page 20.

Start the Administration Console as described in section Administration
Console Description on page 20.

e Select the Component Configuration > Operational Service
Sources.

e Select HP Operations Manager option from the right-hand pane.
e  (Click the Modi fy button.

Enter the changes that you want to make to the settings as appropriate in
the HP Operations Manager Source Properties dialog.

Click 2pply to apply the changes to the HPBPI configuration.

Select the Status option to move to the panel where the HPBPI
component status are shown.

Stop and restart all the HPBPI Server components using the Stop A1l
and Start All options.

The new settings are now applied to your HPBPI system.
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Other Service Sources

In addition to the two pre-named Service Sources (OVIS and HP Operations
Manager), you can add instances of a SOA Manager Operational Service
sources and HP Business Availability sources.

SOA Manager Service Sources

In order to access SOA Manager as a source of operational services, you also
need to install the SOA Manager adapter. If you want to connect to more than
one SOA Manager system, you must install the adapter multiple times and
you can then create an instance of the SOA Manager service source for each
adapter installation.

To add a new SOA Manager Service source:
1. Click Add to add a new Service Source
The 2dd Operational Service Source dialog is presented.

2. Select Service Oriented Architecture Manager
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The Service Oriented Architecture Manager Source Properties
dialog is presented. The properties for the SOA Manager Service Source
are described in Table 27.

Table 27 HP SOA Manager Service Source

Descriptive Parameter Name

Description

Service Source Name

Unique name that identifies the service source
within the HPBPI interfaces. The name can be up to
40 characters and must not include the following
strings:

® (QOVIS

® (OVSN

® OVIS Services

® (OVO

These names are reserved for use by HPBPI in all
upper and lower case options.

You are advised to include the name of the machine
where the adapter is located in order to distinguish
between adapter instances in the HPBPI Modeler
and other HPBPI interfaces.

Description An optional description of the source adapter.

Hostname The name of the host where the SOA Manager
adapter is installed and running.

Port Port Number used to publish the SOA Manager

adapter as a Web Service. This is the Axis port
number as configured when you install the SOA
Manager adapter.

Status Event Poll Interval (seconds)

The time interval (in seconds) that you want be used
for this service source to poll the SOA Manager
adapter for status events from SOA Manager.
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Table 27 HP SOA Manager Service Source

Descriptive Parameter Name Description

Connection timeout (seconds) The period of time allowed for the HPBPI Server
(SOA Manager adapter client) to request Service
Definition and Service status information from the
SOA Manager adapter.

If this parameter is set to zero (0), the time allowed
for the connection is unlimited, that is, no timeout
occurs.

If a timeout does occur, the SOA Manager adapter
retries requests for Service status information when
it next polls SOA Manager for service information.

In the case of Service Definition information, the
Model Repository parameter Background service
import determines the timing of next request for
Service Definitions.

Override Service Adapter’s log level? | Select the Check Box if you want to change the log
level setting for this adapter instance.

Log level for this adapter The level of logging required for the adapter
instance. It can be one of Finer, Fine or Info; see
section Component Configurations - Logging on
page 128 for a description of the log levels.

HP Business Availability Center

If you want to use HP Business Availability Center (BAC) as the source for the
status of IT Operational Services, you need to add an operational service
source for each BAC system that you want to connect to.

To add a new BAC source:
1. Click Add to add a new Service Source
The 2dd Operational Service Source dialog is presented.

2. Select the HP Business Availability Center option.
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The Business Availability Center Source Properties dialog is
presented. The properties for the HP Business Availability Center Sources
are described in Table 28

Table 28 HP Business Availability Center Source

Descriptive Parameter Name

Description

Service Source Name

Unique name that identifies the service source
within the HPBPI interfaces. The name can be up to
40 characters.

You are advised to include the name of the machine
where BAC is located to make it easier to identify the
service source name from within the HPBPI
interfaces.

Description

An optional description of the Business Availability
Center source.

BAC Centers Server hostname

The DNS name of the host where the Business
Availability Center Server is installed and running.
This can be an IP address.

Where the Business Availability Center is deployed
across a number of machines, this is the DNS name
of the Business Availability Center Gateway Server.

BAC Centers Server HTTP port

HTTP port number used by the HPBPI Business
Process Dashboard to link to the Business
Availability Center Dashboard. This is the HTTP
port number for the Business Availability Center
Server or Business Availability Center Gateway
Server; the terminology depends on the version of
Business Availability Center you are using. This is
usually port 80.

BAC View name

The name of the Business Availability Center
Dashboard view that contains the business process
information (service status information in HPBPI
terms), required for display in the HPBPI
Dashboard.

The default view for the Business Availability
Center dashboard is the Business Processes view.
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Table 28 HP Business Availability Center Source

Descriptive Parameter Name

Description

User name A user account name with sufficient privileges to
access the Business Availability Center Dashboard
view specified in View name.

Password The account password for the user account identified

by User name. The password text is protected as it is
typed in the Administration Console.

Status event poll interval (seconds)

The time interval (in seconds) that you want be used
for this service source to poll the Business
Availability Center Core Server or Business
Availability Center Gateway Server servlet engine
for status events.

Connection timeout (seconds)

The period of time allowed for the HPBPI Server to
request Service status information from the
Business Availability Center Core Server or
Business Availability Center Gateway Server servlet
engine.

If this parameter is set to zero (0), the time allowed
for the connection is unlimited, that is, no timeout
occurs.

If a timeout does occur, the HPBPI Server waits for
the interval configured for Status event poll
interval before issuing another request for status
events.

Override Service Adapter’s log level?

Select the Check Box if you want to change the log
level setting for this Business Availability Center
Core Server connection.

Log level for this adapter

The level of logging required. It can be one of Finer,
Fine or Info; see section Component Configurations
- Logging on page 128 for a description of the log
levels.
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Modifying the Service Source Settings

To change the Service Source settings, complete the following steps on the
Windows system, where the HPBPI Server is installed:

1.

Start the Administration Console as described in section Administration
Console Description on page 20.

Select Component Configuration > Operational Service Sources
option from the Navigator pane on the HPBPI Administration Console.

Select the Service Source that you want to modify.
Select the Modify button.

Enter the changes that you want to make to the settings as appropriate in
the dialog presented.

Click OK to dismiss the dialog.
Click Apply to apply the changes to the HPBPI configuration.

Select the Status option to move to the panel where the HPBPI
component status are shown.

Stop and restart all the HPBPI Server components using the Stop aA11
and Start All options.

The new settings are now applied to your HPBPI system.
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Proxy for Web Service Adapters

You can set parameters for a Web proxy if you have one for your organization.
This Web proxy can then be used by the instances of any Web Service adapters
that you create from the Operation Service Source option. The Web proxy
applies only to adapters that use Web services, which currently includes only
the SOA Manager adapter.

The properties for the Proxy for web service adapters are described in

Table 29.

Table 29 Proxy for Web Service Adapters

Descriptive Parameter Name

Description

Enable proxy?

Select this checkbox to enable your proxy. Clear the
checkbox to disable the proxy.

Proxy host Name of host used for HTTP access.
Use this option to configure Web proxy details as an
alternative to accessing the SOA Manager service
sources that you are configuring.

Proxy port Port number used by host for HTTP access.

Use this option to configure Web proxy details as an
alternative to accessing the SOA Manager service
sources that you are configuring.

Moditying the Web Service Proxy Settings

To change the Proxy for Web Service Adapter settings, complete the
following steps on the Windows system, where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select Component Configuration > Operational Service Sources
option from the Navigator pane on the HPBPI Administration Console.

3. Enter the changes that you want to make to the settings as appropriate in
the right-hand pane.

4. Click OK to dismiss the dialog.

5. Click Apply to apply the changes to the HPBPI configuration.
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6. Select the Status option to move to the panel where the HPBPI
component status are shown.

7. Stop and restart all the HPBPI Server components using the Stop All
and Start All options.

The new settings are now applied to your HPBPI system.
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Component Configurations - Model Repository

The Model Repository configuration has one section as follows:
e Background service import

The parameters relating to these settings appear on the right-hand pane of
the Administration Console when you select one of these options in the
console’s navigation tree.

Background Service Import

This section describes the parameters that you can modify through the
Background service import option.

These settings enable you to configure the intervals for polling OVIS, HP
Operations Manager and SOA Manager for Service Definitions as a
background activity.

Services are imported into the Model Repository as a background activity at
the time period specified and each time the Model Repository is started. The

services are imported only when you have also enabled service definition

import for OVIS (as described in section OVIS on page 78), or SOA Manager

(as described in section Other Service Sources on page 87). HP Operations

Manager Services are references to the Services and are not imported into the

Model Repository.

HPBPI Component Administration

25



This then makes the services available automatically to you through the
Modeler without needing to refresh the services manually through the
Modeler interface.

Table 30 lists the Background Service Import parameters that you can modify.
Table 30 Background Service Import

Descriptive Parameter Name Description

Enable background service definition | A check box to enable or disable importing service
import? definitions into the Model Repository. When checked,
background import is enabled. If you uncheck this
check box, you can use the menu options within the
HPBPI Modeler to import the services that you need
defined.

Service import period (minutes) The time interval (in minutes) for importing Service
definitions when background importing is enabled.

Modifying the Background Service Import Parameters

To change the Background service import option, complete the following
steps on the Windows system, where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Component Configuration > Model Repository>
Background service import option from the Navigator pane on the
HPBPI Administration Console.

3. Enter the changes that you want to make to the settings as appropriate in
the right-hand pane.

4. Click Apply to apply the changes to the HPBPI configuration.
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5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart all the HPBPI Server components using the Stop All
and Start All options. You can stop and restart the Model Repository
component; however, you are advised to use Stop All and Start All to
ensure that the HPBPI components are stopped and started in the correct
order.

The new settings are now applied to your HPBPI system.
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Component Configurations - Business Event Handler

The Business Event Handler options enable you to configure the
parameters for the Adaptor (based on openadaptor) that sends and receives
events between the Business Impact Engine and the Business Event Handler.

These parameters are listed in Table 31.

Table 31 Business Event Handler Settings

Descriptive Parameter Name Description

Log package information? A check box that when checked means that the
Business Event Handler logs package information.

Log thread information? A check box that when checked means that the
Business Event Handler logs thread information.

Log time information? A check box that when checked means that the
Business Event Handler logs time information.

Maximum number of socket source Maximum number of threads that can be created for
threads the adapter socket source. When this threshold is
exceeded, the request for a thread is refused and the
Business Event Handler reports a Connection
Refused error in its log file.

Maximum number of retries to The maximum number of times the Business Event
deliver events into Business Impact | Handler attempts to deliver an event to the Business
Engine Impact Engine (using RMI) before rolling back the

transaction for the business event.
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Table 31 Business Event Handler Settings

Descriptive Parameter Name

Description

Business Impact Engine event retry
delay (seconds)

Time (in seconds) between each attempt to send an
event from the Business Event Handler to the
Business Impact Engine using RMI.

Maximum number of retries to
deliver events from Hospital

The maximum number of times the Business Event
Handler attempts to deliver an event from the Event
Hospital to the Business Impact Engine.

The Business Impact Engine marks particular
categories of event errors to result in the event being
sent to the event Hospital and marked to be
automatically discharged; for example, events that
are received out of sequence and where there is no
flow or data instance created for the event.

If the Business Event Handler does not succeed in
delivering the event to the Engine in within the
specified number of retries, the event remains in the
event Hospital.

Hospital event poll interval (seconds)

Time (in seconds) that the Business Event Handler
polls the Event Hospital looking for events that have
been marked as ready for discharge and that can be
delivered to the Business Impact Engine.

Modifying the Business Event Handler Parameters

To change these settings, complete the following steps on the Windows
system, where the HPBPI Server is installed:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Select the Business Event Handler option from the Navigator pane on
the HPBPI Administration Console.

3. Enter the changes that you want to make to the settings as appropriate in
the right-hand pane.

4. Click 2pply to apply the changes to the HPBPI configuration.
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5. Select the Status option to move to the panel where the HPBPI
component status are shown.

6. Stop and restart all the HPBPI Server components using the Stop All
and Start All options. You can stop and restart the Business Event
Handler component; however, you are advised to use Stop A11 and Start
All to ensure that the HPBPI components are stopped and started in the

correct order.

The new settings are now applied to your HPBPI system.

JMS Business Event Handler

In addition to the parameters for the Business Event Handler, you also have
the option to enable the JMS Business Event Handler for your

implementation.

HPBPI supports the JMS message type javax. jms.TextMessage, where the
content of the text is an XML file in a particular format. This means you must
be integrating with an application that sends and receives this message type
if you want to use the JMS Business Event Handler.

Table 32 describes the parameter that you can use to enable the JMS
Business Event Handler for your implementation.

Table 32 Enabling the JMS Business Event Handler

Descriptive Parameter Name

Description

Add JMS Business Event Handler to
Status Page and enable
configuration?

A check box that when checked means that the JMS
Business Event Handler options are added to the
Administration Console under the JMS Business
Event Handler menu. An entry for the JMS Business
Event Handler is also added to the Status pane to
enable you to start and stop it.

You need to stop and restart all the HPBPI
components using the Stop A11 and Start All
options and also stop and restart the Administration
Console for the new entries to be added to the
navigation menu.
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Removing the JMS Business Event Handler Options

To remove the JMS Business Event Handler options, complete the following
steps on the Windows system, where the HPBPI Server is installed:

1.

Start the Administration Console as described in section Administration
Console Description on page 20.

Stop the JMS Business Event Handler:

Select the Status page and click the Stop button for the JMS Business
Event Handler.

Select the Business Event Handler option from the Navigator pane on
the HPBPI Administration Console.

Clear the checkbox for the following option:

Add JMS Business Event Handler to Status Page and enable
configuration?

Click the 2pply button to apply your changes to the HPBPI configuration.
Close and restart the Administration Console.

The JMS Business Event Handler options have now been removed from
the Navigation pane.

The new settings are now applied to your HPBPI system.
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Component Configurations - Business Process

Dashboard

The Business Process Dashboard option enables you to manage the
parameters of the Business Process Dashboard.

The configuration parameters are divided into a number of logical sections.
These sections appear hierarchically in the Administration Console in the
Business Process Dashboard settings pane within the following
categories:

e General settings
e Link to HPSD service calls and incidents

The parameters relating to these settings appear on the right-hand pane of
the Administration Console when you select one of the Business Process
Dashboard options in the console’s navigation tree. If the Business Process
Dashboard options are not visible in the navigation tree, expand the entries
using the Explorer-style navigation techniques.

You can also control the security settings for the Dashboard as described in
section Component Configurations - Security on page 123.

102 Chapter 2



General Settings

This option enables you to configure parameters related to the behavior of the
Business Process Dashboard. These parameters are listed in Table 33.

Table 33 Business Process Dashboard General Settings

Descriptive Parameter Name

Description

Page refresh delay (seconds)

The time interval (in seconds) that the Business
Process Dashboard page uses to set the refresh
interval for the Web browser.

Maximum number of retries on
database deadlock

The maximum number of attempts by the Business
Process Dashboard to retry a database transaction
before aborting it. It is possible for deadlocks to occur
when the Business Process Dashboard and other
applications are accessing the HPBPI database
simultaneously. This parameter ensures that, in the
case of a deadlock, the Business Process Dashboard
aborts the transaction in order to break the deadlock
and generates an error message. which is displayed
on a Web page. If the Business Process Dashboard
aborts the transaction, use the Refresh button on
your browser to reload the page.

This is particularly significant if you are developing
your own customized dashboard, and you are using
Microsoft SQL Server.

Database deadlock retry delay
(seconds)

The time (in seconds) between each attempt to retry
a database transaction.

Show service state for a completed
node?

A check box indicating whether or not to show the
status of services for nodes that have already been
completed in the business flow.
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Table 33 Business Process Dashboard General Settings

Descriptive Parameter Name Description

Show superseded flows? A check box indicating whether or not to show

superseded flows through the Dashboard.

HPBPI server time zone This parameter is available only when you have

selected a Dashboard Only installation type.

The timezone for the machine where the HPBPI
Server is installed. This enables you to make sure
that, in cases where the remote Business Process
Dashboard is located in a different time zone, the
times displayed from a remote Business Process
Dashboard are correct.

When selecting a time zone option, you are advised
to select a location/city style option, for example,
Pacific/Midway. Selecting this option, rather than a
GMT offset (for example, GMT+8) allows a daylight
saving rule to be applied.
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Modifying the General Settings

To change these settings, complete the following steps on the Windows
system, where the HPBPI Server is installed:

1.

Start the Administration Console as described in section Administration
Console Description on page 20.

Select the General Settings option from the Navigator pane on the
HPBPI Administration Console.

Enter the changes that you want to make to the settings as appropriate in
the right-hand pane.

Click 2pply to apply the changes to the HPBPI configuration.

If you have modified the Show service state for a completed node?
parameter, you need to stop and restart the Servlet Engine as described in
step 6. If you have not modified this parameter, continue at step 8.

Select the Status option to move to the panel where the HPBPI
component status are shown.

Stop and restart the Servlet Engine component.
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8. Ifyou have modified the Page refresh delay (seconds) parameter, and
the parameter was previously set to zero (0), you need to refresh the Web
browser window where the Business Process Dashboard is running.

9. The new settings are now applied to your HPBPI system.

Link to HPSD Service Calls and Incidents

This option enables you to link the HPBPI Server to an HP Service Desk
implementation from the Business Process Dashboard. If this integration is
correctly configured, the Business Process Dashboard can link HPBPI
Services to the related HPSD Service Calls and Incidents.

The HPSD integration configuration parameter settings are divided into
logical sections. These sections appear on the Link to HPSD service calls
and incidents pane within the following categories:

e Link to HP Service Desk Service Calls and Incidents on page 105
e Refresh Service Desk Content on page 106

e HP Service Desk Custom Field Configuration on page 107

e  Open Incident Status Configuration on page 108

e Open Servicecall Status Configuration on page 108

Link to HP Service Desk Service Calls and Incidents

Figure 34 lists the parameters that you can set to enable HPBPI to integrate
with a specific HPSD system to obtain the Service Call and Incident
information for flow instances.

Table 34 Link to HPSD Service Calls and Incidents

Descriptive Parameter Name Description

Enable link? Select this check box to enable the HPBPI Business
Process Dashboard to access HPSD Incident reports
and Service Calls, which are then available from the
Dashboard Service Health page.

HP Service Desk application server | The fully qualified domain name for the machine
hostname where the HPSD application server that you want to
access is running.

HPBPI Component Administration 105



Table 34 Link to HPSD Service Calls and Incidents

Descriptive Parameter Name Description

HP Service Desk user name The name of the user account set up within the

HPSD implementation for HPBPI. This is the user
name that HPBPI uses to access HPSD.

You are recommended to create an HPSD user
account specifically for HPBPI and this user account
should:

e be a concurrent user

e have the role Helpdesk

Note that the user name that you specify for HPBPI

is the HPSD login name for the user and not the
display name.

HP Service Desk password The password associated with the user account.
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You can now optionally configure the type of integration you require with
HPSD. The Business Process Insight Reference Guide provides details of the
different configuration options and how they relate to the parameters listed in
Table 35 on page 107.

If you want to configure HPSD custom field information or the Incident and
Service Call status information that is presented see the following sections.

Refresh Service Desk Content

Click the Refresh Service Desk Content button to obtain the latest

settings for custom fields, Incident and Service Call status information from
the HPSD machine that you have configured for HPBPI. When you refresh
the settings the parameters described in the following sections are updated:

e HP Service Desk Custom Field Configuration on page 107
¢ Open Incident Status Configuration on page 108
® Open Servicecall Status Configuration on page 108

When you first open the Link to HPSD service calls and incidents
pane, the contents of the drop-down lists for Custom Field, Incident and
Service Call information are disabled. The data shown in the drop-down lists
show the current settings.
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The content for the Custom Field, Incident and Service Call drop-down lists is
populated from the Service Desk using the Refresh Service Desk Content
button. Each time you refresh the Service Desk content, make your selection
and click the Apply button, the contents need to be re-populated before
further options can be selected.

HP Service Desk Custom Field Configuration

If you plan to enable custom field support, you can optionally select to refresh
the custom field information presented through the Administration Console to
make sure it is up to date. Click the Refresh Service Desk Content button
to do this; see also section Refresh Service Desk Content on page 106.

Table 35 lists the parameters that you can modify for the custom field
configuration.

Table 35 HPSD Custom Field Configuration
Descriptive Parameter Name Description
HP Service Desk integration type An indication of whether you want to configure

HPBPI to use the already defined HP Operations
Manager and OVIS service definitions within HPSD
(Automatic), or whether you want to enable the use
of HPSD custom fields (Custom only). There are
three options:

® Automatic

® Custom only

® Both

Select HP Service Desk custom field | This option available only when you choose to enable

to use

Custom only or Both as an integration type.

The custom field that you want to be used within
HPSD to hold HPBPI Service names. The list of
fields presented includes those already assigned, and
those that are currently available (inactive). If there
are no fields currently available, you need to find out
whether any of the assigned fields can be reused for
HPBPI.
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Open Incident Status Configuration

Use the parameters listed in Table 36 to set the lower and upper bounds for
the HPSD Incidents that you want to see reported from the Business Process
Dashboard. The Lower Incident and Upper Incident parameter values must
be logical in that the lower Incident Status must be lower than the higher
Incident Status. If the selected values are not logical, you are presented with
an error message. You can select the same value for the upper and lower
status.

Table 36 Open Incident Status Configuration

Descriptive Parameter Name Description

Lower Incident Status The lowest HPSD Incident status setting that you

want to be reported as open within the Business
Process Dashboard.

Upper Incident Status The highest HPSD Incident status setting that you

want to be reported as open within the Business
Process Dashboard.

Open Servicecall Status Configuration

Use the parameters listed in Table 37 to set the lower and upper bounds for
the HPSD Service Calls that you want to see reported from the Business
Process Dashboard. The Lower Service Call and Upper Service Call
parameter values must be logical in that the lower Service Call Status must
be lower than the higher Service Call Status. If the selected values are not
logical, you are presented with an error message. You can select the same
value for the upper and lower status.

Table 37 Open Servicecall Status Configuration
Descriptive Parameter Name Description
Lower Servicecall Status The lowest HPSD Service Call status setting that
you want to be reported as open within the Business
Process Dashboard.
Upper Servicecall Status The lowest HPSD Service Call status setting that
you want to be reported as open within the Business
Process Dashboard.
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Modifying the HPSD Service Calls and Incidents Settings

To change these settings, complete the following steps on the Windows
system, where the HPBPI Server is installed:

1.

Start the Administration Console as described in section Administration
Console Description on page 20.

Select the Link to HPSD Service Calls and Incidents option from
the Navigator pane on the HPBPI Administration Console.

Enter the changes that you want to make to the settings as appropriate in
the right-hand pane.

If you are changing the user name for the HPBPI Service Desk user, make
sure the user has the correct profile characteristics as described in the
HPBPI Installation Guide.

Click Apply to apply the changes to the HPBPI configuration.

Select the Status option to move to the panel where the HPBPI
component status are shown.

Stop and restart the Servlet Engine component.

The new settings are now applied to your HPBPI system.
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Component Configurations - MS SQL Server Access

The MS SQL Server Access parameters are available only when you select MS
SQL as the database from within the HPBPI installation procedure. If you
select Oracle as your database, the MS SQL Server parameters are not
available through the Administration Console.

The MS SQI Server Access option enables you to view the current
configurations for the SQL Server access and modify the password for the
database access. The database is used by the following components:

Business Impact Engine
Metric Engine

Business Event Handler
Notification Server
Business Process Dashboard
Intervention Client

OVIS, where you have installed the HPBPI OVIS Custom Probes

These parameters are listed in Table 38.

Table 38 MSSQL Access

Descriptive Parameter Name Description

MS SQL Server hostname This is a non-modifiable field and shows the fully

qualified domain name of the system where the
Microsoft SQL Server Database is installed.

MS SQL Server port number This is a non-modifiable field and shows the port

number that the Microsoft SQL Server Database is
expecting connections on.

MS SQL Server database This is a non-modifiable field and shows the name of

the database configured for HPBPI.
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Table 38 MSSQL Access

Descriptive Parameter Name Description

MS SQL Server login user This is a non-modifiable field and shows the name of
the user who has permission to read and write the
HPBPI database files.

MS SQL Server login password The password for the user with permission to read

and write the HPBPI database files. This field can be
used to re-synchronize the HPBPI version of the
password with the database password after the
database password is changed using the database
management tools.

To change the password for the database, follow the instructions on section
Changing the Password Details on page 111.

Changing the Password Details

This section describes how to change the password for the HPBPI database
user that you created during the installation.

Complete the following steps to make the changes to the database password:

1.  Start the Administration Console as described in section Administration
Console Description on page 20.

2. Stop all the HPBPI components using the Stop A11 button.

3. Select the MS SQL Server Access option on the HPBPI Administration
Console and make the changes to the following fields:

— MSSQL login password

— Confirm password
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4. Click Apply to apply the changes to the HPBPI configuration.

5. Return to the Status option and restart all the HPBPI components, using
the start All button.

Make sure that you also make this change on systems that have remote
HPBPI components installed; for example, remote Business Process
Dashboards.

You have now completed the tasks to change the database password details
used by HPBPI components.
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Component Configurations - Oracle Server Access

The Oracle Server Access parameters are available only when you select
Oracle as the database from within the HPBPI installation procedure. If you
select MS SQL Server as your database, the Oracle Server parameters are not
available through the Administration Console.

The Oracle Access option enables you to manage the properties of the
connection to the Oracle database. The database is used by the following
components:

Business Impact Engine
Metric Engine

Business Event Handler
Notification Server
Business Process Dashboard
Intervention Client

OVIS, where you have installed the HPBPI OVIS Custom Probes

These parameters are listed in Table 39.

Table 39 Oracle

Server Access

Descriptive Parameter Name Description

Oracle Server hostname This is a non-modifiable field and shows the fully

qualified domain name of the system where the
Oracle Database is installed.

Oracle Server port number This is a non-modifiable field and shows the port

number that the Oracle Database is expecting
connections on.

Oracle Server SID

This is a non-modifiable field and shows the name of
the database sid configured for HPBPI.
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Table 39 Oracle Server Access

Descriptive Parameter Name

Description

Oracle Server login user

This is a non-modifiable field and shows the name of
the user who has permission to read and write the
HPBPI database files.

Oracle Server login password

The password for the user with permission to read
and write the HPBPI database files. This field can be
used to resynchronize the HPBPI version of the
password with the database password after the
database password is changed using the database
management tools.

If you are changing the password for the database user with permission to
read and write the HPBPI database tables, follow the instructions on section
Changing the Password Details on page 114.

Changing the Password Details

To change the password for the HPBPI