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Welcome to This Guide

This guide describes how to install the Discovery and Dependency Mapping
(DDM) Probe, how to manage the DDM process and to automatically
discover and map IT infrastructure resources and their interdependencies.
DDM can discover such resources as applications, databases, network
devices, different types of servers, and so on. For users with an advanced
knowledge of DDM, there is a section on content writing.

For details on working with DDM content, see Discovery and Dependency
Mapping Content Guide.

This chapter includes:

» How This Guide Is Organized on page 11
» Who Should Read This Guide on page 12

> Getting More Information on page 13

How This Guide Is Organized

Part |

Part Il

The guide contains the following chapters:

The Discovery and Dependency Mapping Probe

Explains how to install the DDM Probe and provides details on how the
Probe works.

Introduction

Describes the main concepts, tasks, and reference for the Run Discovery, Set
Up Discovery Probes, Manage Discovery Resources, and Show Status
Snapshot applications.
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Part Il

Part IV

Part V

Administration

Explains how to use the DDM applications and the HP Discovery and
Dependency Mapping Web Service API (intended for users with an advanced
knowledge of Discovery and Dependency Mapping) to manage discovery.

Content Writing

Describes the approaches, methodologies, and practices of developing new
Discovery and Dependency Mapping (DDM) content (also known as
pattern-writing). Also, explains the multi-lingual locale feature.

Discovery and Dependency Mapping Security

This section explains how to harden Discovery and Dependency Mapping
and the DDM Probe.

Who Should Read This Guide

12

Y Y VY Y

This guide is intended for the following users of HP Business Availability
Center:

HP Business Availability Center administrators

HP Business Availability Center platform administrators

HP Business Availability Center application administrators
HP Business Availability Center data collector administrators

Readers of this guide should be knowledgeable about enterprise system
administration, have familiarity with ITIL concepts, and be knowledgeable
about HP Business Availability Center in general and HP Universal CMDB
technology specifically.
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Getting More Information

For a complete list of all online documentation included with HP Business
Availability Center, additional online resources, information on acquiring
documentation updates, and typographical conventions used in this guide,
see the HP Business Availability Center Deployment Guide PDF.
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The Discovery and Dependency Mapping
Probe
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DDM Probe Installation

Y Y VY Y

This chapter describes the procedures that are needed for the installation of
the Discovery and Dependency Mapping (DDM) Probe on a Windows
platform.

This chapter includes:

Tasks

Install the DDM Probe on page 18

Upgrade the Probe on page 28

Run Probe Manager and Probe Gateway on Separate Machines on page 28
Configure the Probe Manager and Probe Gateway Components on page 29
Reference

Probe Installation Requirements on page 31

17
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P Install the DDM Probe

18

The following procedure explains how to install the DDM Probe.

The Probe can be installed before or after you install the HP Business
Availability Center Gateway server. However, during Probe installation you
must provide the server name, so it is preferable to install the server before
installing the Probe.

It is recommended to install the Probe on a separate server from the
Business Availability Center servers, to distribute the overall system load.

To install the DDM Probe:

Select Admin > Platform > Setup and Maintenance > Download:s.

Note: The Probe link in the Downloads page is displayed only if you have
purchased a standard or advanced license for Discovery and Dependency
Mapping, and if the administrator has added the Probe link to the
Downloads page. For details, see “Licensing Models for Universal CMDB” on
page 45 and “Installing Component Setup Files” in the HP Business
Availability Center Deployment Guide PDF.

Click Discovery Probe for Windows 2000/2003/XP. You can open the Setup
file or save it to your computer:

» If you choose to open the file, it is not saved to your computer, and the
setup program starts immediately. In this case, depending on your
browser security settings, a security warning dialog box may open.
Confirm that you want to proceed.

» If you choose to save the file to your computer, double-click the
downloaded file to begin installation.
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A progress bar is displayed. Once the initial process is complete, the splash
screen opens:

=101 x|

Discovery and Dependency

Mapping 8.04

IEninsh - l

19
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3 Choose the locale language and click OK. The Introduction dialog box
opens.

] HP DDM Probe ] 3
Introduction

Introduction Welcorme to the Discovery Probe Setup.

This Setup program will install HP Discovery and Dependency
Mapping Probe 8.04 on your computer.

Itis recommended that vou close all other applications before
Frobe Configuration continuing.

License Agreement
Select Installation Folder

Frobe Domain Config
Frobe Yaorking Mode
Frobe Memory Size
Fre-Installation Summary
Installing...

Installation Complete

4

Installinywhere

Cancel | Freyious |

Click Mext to continue or Cancel to exit Setup.

[ BN BN BN BN BN BN BN BN ]

4 Click Next to open the License Agreement dialog box.

Ll HP DDM Probe o ] 4|
License Agreement

T Introduction Installation and use of HP Discovery and Dependency Mapping
™ License Agreement Prohe requires acceptance of the following License Agreement:
-

B Select installation Folder EMD USER LICENSE AGREEMENT :I
- Prube Corifiguiraiion PLEASE FEAD CAREFULLY: THE USE OF THE SOFTWARE IS
8 Frobe Domain Config SUBJECT TO THE TERMS AND COMDITIONS THAT FOLLOW
B Frobe Working Mode ("AGREEMENT™), UNLESS THE SOFTWARE IS SUBJECT TO 4
® Frobe Mermory Size SEPARATE LICENSE AGREEMENT EETWEEN ¥OU AND HF OR
ST A ———— IT% SUPPLIERS. EY DOWNLOADING, INSTALLING,

i i COPYING, ACCESSING, 0OR USING THE SOFTWARE, OF BY
® Installing. . CHOOSING THE "I ACCEPT™ 0PTION LOCATED ON OR
B [nstallation Complete ADJACENT TO THE SCREEN WHERE THIS AGREEMENT MAY BE

DISFLAYED, YOU AGREE TO THE TERM3 OF THIS
AGREEMENT, ANY APPLICAELE WARFANTY STATEMENT AND LI

I {1 accept the terms of the License Agreement

% | do MOT accept the terms of the License Agresment

Installanywhere

Cancel | Previous [=E

20
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5 Accept the terms of the agreement and click Next to open the Select
Installation Folder dialog box.

] HP DDM Probe ] 3
Select Installation Folder

" Intraduction Setup will install Discovery Probe into the fallowing falder.
™ License Agreement To continue, click Mext.
™ Selact Installation Folder To select a different folder, click Choose.
i To display the default installation folder again, click Restore Default
B Frobe Configuration Folder
B Probe Domain Config
B Probe Working Mode
I il | ?
® Probe Memory Size Where would you like to install?
® Fre-Installation Surmmary IC:lhpl"DDM"'D'scweWPmbe
B [nstalling... Restore Default Folder Choose...
B [nistallation Cormplete

Installinywhere

Cancel | Previous |

Accept the default entry or click Choose to display a standard Browse dialog
box. To install to a different directory, browse to and select the installation
folder.

Note: To restore the default installation directory, after selecting a directory
in the Browse dialog box, click Restore Default Folder.

21
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6 Click Next to open the HP Discovery and Dependency Mapping Probe
Configuration dialog box.

[aroorpobe =51
HP Discovery and Dependency Mapping Probe Configuration

! Introduction Select the application that the Probe will report to.

! License Agreement Enterthe host name {or IPy ofthe application server. For BAC, enter
| Select Installation Folder the name {or IP) of the BAC Gateway server,
Enter the Probe address {this machine by default).

FProbe Configuration
Frobe Domain Config
Frobe Yaorking Mode
Probe Memary Size Application to report to:
Fre-Installation Summary
Installing...

Installation Complete

& HP Universal CWMDE ° HP Business Availability Center

ass 888D

Application Server address: |

Ea Discovery Probe address: |JMICHAELIDS

Installinywhere

Cancel | Previous |

» Application to report to. Choose the application server with which you are
working. You can use the Probe with either HP Universal CMDB or
HP Business Availability Center.

» If you select HP Universal CMDB, in the Application Server address box,
enter the name or the IP address of the HP Universal CMDB server to
which the Probe is to be connected.

» If you select HP Business Availability Center, in the Application Server
address box, enter the IP or the DNS name of the Gateway Server.

» In the Discovery Probe address box, enter the IP address or the DNS name
of the machine on which you are currently installing the Probe, or accept
the default.

22
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7 If you do not enter the address of the application server, a message is

displayed. You can choose to continue to install the Probe without entering

the address, or to return to the previous page and add the address.

Server Configuration Problem

"j Server Configuration Problem
L3

There iz ne communication between this machine and the sener
Click Previous to change the sanver address or lgnare to continue
with the installation.

Ignare | | Return ta Previous Page |

8 Click Next to open the HP Discovery and Dependency Mapping Probe
Configuration dialog box.

Ll HP DDM Probe o ] 4|
HP Discovery and Dependency Mapping Probe Configuration

' Introduction

Enter a name for the Discovery Frobe. The probe identifier must he

! License Agreement unigue for each Discaovery Probe inyour deployment.

Select 'Use Default CMDE Domain'to use the default CMDE

. domain as defined inthe UCMDE installation. The Default UCMDE

Probe Configuration Domain is also configurable via the Infrastructure Settings Manager
Frobe Domain Config (Foundations = CMDE = Default Domain Property Value).

Probe Working Mode
Frobe Mermory Size

Pre-Installation Surmrmaty

' Select Installation Folder

Discovery Probe identifier: JMICHAELIOS

Installing. ..

a8 8e8d

¥ Use Default CMDE Domain

Installation Complete

A

Installfmhere

Cancel | Previous | T et

> In the Discovery Probe identifier box, enter a name for the Probe that will

be used to identify it in your environment.

23
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Important: The UCMDB Probe identifier must be unique for each Probe in
your deployment.

» Select Use Default CMDB Domain to use the default UCMDB IP address or
machine name, as defined in the BAC Server installation. The Default
UCMDB Domain is also configurable via the Infrastructure Settings
Manager, available after installing HP Business Availability Center
(Foundations > CMDB > CMDB Class Model Settings > Default Domain
Property Value).

9 Click Next to open the HP Discovery and Dependency Mapping Probe
Domain Configuration dialog box. (This dialog box is displayed only if you
cleared the Use Default CMDB Domain box in the HP Discovery and
Dependency Mapping Probe Configuration dialog box.)

] 3
HP Discovery and Dependency Mapping Probe Domain Configuration

! Intraduction Choose the Discovery Domain for the probe. A single Custarmer

! License Agreement domain can include multiple Discovery Probes while an External
domain includes only a single Discovery Probe. Please use
External domains only for upgraded 6.x systems. Mew installations
should always he configured to use domains of type Custorner.
FProbe Diomain Config Flease referto the product docurmentation for further information.

Frobe Working Mode
Frobe Memory Size

Fre-Installation Summany
Installing... & Custormer i External

' Select Installation Folder
' Probe Configuration

Probe domain type:

a8 8d

Installation Complete

QD]

Installanywhere

Cancel | Previous

Probe domain: | DefaultDomain

24



Chapter 1 « DDM Probe Installation

» Choose between Customer and External, depending on the type of domain
on which the Probe is to be running:

» Customer. Select if you are installing one or more Probes in your
deployment.

Important: For new installations, always select Customer.

» External. Select if you are upgrading from version 6.x systems.

» Probe domain: If you are not installing the Probe on the UCMDB Server
domain, enter the name of the domain here.

10 Click Next to open the HP Discovery and Dependency Mapping Probe
Working Mode dialog box.

ALl HP DDM Probe o ] 4|
HP Discovery and Dependency Mapping Probe Working Mode

! Introduction By default, each installation of Discovery Probe installs the Probe

! License Agreement Gateway and Prohe Manager sofhivare components running in a
single Java process, In some deployments, these two

. functionalities needs to be separated to two different processesto
! Prabe Configuration allow better load halancing and to overcome network issues
Prabe Damain Canfig

Probe YWorking Mode

' Select Installation Folder

FProbe Memony Size
Install Probe Gateway and Probe Manager in separate mode?

Installing... & Mo © Yes

(2]
]
B Pre-nstallation Summary
]
B [nstallation Complete

A

Installfmhere

Cancel | Previous |

You can run the Probe Gateway and Manager as one Java process or as
separate processes. You would probably run them as separate processes in
deployments that need better load balancing and to overcome network

issues.

Click No to run Probe Gateway and Probe Manager as one process.

25
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Click Yes to run Probe Gateway and Probe Manager as two processes. For
details on the procedure, see “Run Probe Manager and Probe Gateway on
Separate Machines” on page 28.

For details on Probe Gateway and Probe Manager, see “DDM Probe Tasks” on
page 34.

11 Click Next to open the HP Discovery and Dependency Mapping Probe
Memory Size dialog box.

@ rroomeobe i

HP Discovery and Dependency Mapping Probe Memory Size

Intraduction
License Agreement
Select Installation Folder

Probe Configuration

]

FProbe Domain Config
Probe YWaorking Mode
FProbe Memory Size
Pre-Installation Surmmary Discovery probe maximum heap |512
Installing...
Installation Complete

QD]

Installinywhere

Cancel | Previous |

]

Discovery probe minimum heap |255

a8 8 d

Define the minimum and maximum memory to be allocated to the Probe.
The values are measured in megabytes.

26
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Click Next to open the Pre-Installation Summary dialog box and review the
selections you have made.

] HP DDM Probe ] 3
Pre-Installation Summary

! Introduction Please review the following before continuing with the installation

! License Agreement of Discovery Probe.

' Select Installation Folder

' Prohe Configuration Product Name:

- ) Digoowvery Probe

™ Probe Domain Config

™ Probe Working Mode Installation Folder:

™ Probe Memary Size CAhplDOMDiscovenFrobe

| Erm :
PRSI XA Disk Space Information {for Installation Target):

® Installing. . Required: 287,537,455 bytes
B [nistallation Cormplete PAvailable: 39,255,538, 560 bytes

Installinywhere

Cancel | Previous | i Install

Click Install to complete the installation of the Probe. When the installation
is complete the Install Complete page is displayed.

Note: Any errors occurring during installation are written to the following
file: C:\hp\DDM\DiscoveryProbe\Discovery_Probe_lInstallLog.log.

Click Done. The following shortcut is added to the Windows Start menu:
Programs > HP DDM > DDM Probe
Activate the Probe by selecting the shortcut.

The Probe is displayed in HP Business Availability Center: access Admin >
Universal CMDB > Discovery > Set Up Discovery Probes > Domains and
Probes. For details, see “Domains and Probes Pane” on page 205.

You can run the Probe as a service. For details, see “Launch the Probe as a
Service” on page 41.
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T Upgrade the Probe

This task describes how to upgrade the DDM Probe.

1 Uninstall the Old Probe

Uninstall all existing Probes. If a Probe is running, stop it before you
uninstall it.

Install the New Probe
For details on installation, see “Install the DDM Probe” on page 18.

Note:

» You should install the new Probe with the same configuration, that is,
use the same Probe ID, domain name, and server name as for the
previous Probe installation.

» You must reactivate active jobs after the upgrade so that the newly
installed Probes receive the tasks they are assigned.

T Run Probe Manager and Probe Gateway on Separate

Machines

28

During installation, you can choose to separate the Probe Manager and
Probe Gateway processes so that they run on separate machines. You must:

1 Install the Probe on both machines according to the procedure in “Install

the DDM Probe” on page 18.

2 Choose Yes in step 10 on page 25.

3 Perform the configuration in “Configure the Probe Manager and Probe

Gateway Components” on page 29.
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T Configure the Probe Manager and Probe Gateway
Components

This section explains how to set up the Probe when the Probe Manager and
Probe Gateway run as separate processes on two machines.

This section includes the following topics:

» “Set Up the Probe Gateway Machine” on page 29
» “Set Up the Probe Manager Machine” on page 30

» “Start the Services” on page 30

1 Set Up the Probe Gateway Machine

a Open the following file:
C:\hp\DDM\DiscoveryProbe\root\lib\collectors\probeGateway\
probeMgrList.xml.

b Locate the line beginning <probeMgr ip>= and add the Manager
machine name in uppercase, for example:

<probeMgr ip>=OLYMPICS08

¢ Open the following file:
C:\hp\DDM\DiscoveryProbe\root\lib\collectors\
DiscoveryProbe.properties.

d Locate the lines beginning appilog.collectors.local.ip = and
appilog.collectors.probe.ip = and enter the Gateway machine name in
upper case, for example:

appilog.collectors.local.ip = STARSO01
appilog.collectors.probe.ip = STARSO01
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2 Set Up the Probe Manager Machine

a In C:\hp\DDM\DiscoveryProbe\root\lib\collectors\
DiscoveryProbe.properties, locate the line beginning
appilog.collectors.local.ip = and enter the Manager machine name in
uppercase, for example:

appilog.collectors.local.ip = OLYMPICS08

b Locate the line beginning appilog.collectors.probe.ip = and enter the
Gateway machine name in uppercase, for example:

appilog.collectors.probe.ip = STARS01

3 Start the Services

a On the Probe Manager machine start the Manager: Start > Programs > HP
DDM > DDM Manager.

b On the Probe Gateway machine start the Gateway: Start > Programs > HP
DDM > DDM Gateway.
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@ Probe Installation Requirements

Hardware Requirements

Computer/processor

Windows: Pentium IV 2.4 GHz or later processor

Memory

Windows: Minimum 1 GB RAM (Recommended: 2 GB RAM)

Virtual memory (for
Windows

Minimum 2 GB

Note: The virtual memory size should always be at least twice the physical

deployment) memory size.

Free hard disk space | Windows: Minimum 4 GB (at least 4 GB for database software and data
files) (Recommended: 20 GB hard disk)

Display Windows: Color palette setting of at least 256 colors (32,000 colors

recommended)

Installation on a
virtual machine

The installation of the DDM Probe on a virtual machine is supported for
UCMDB version 8.00 or later

Software Requirements

Operating system

Windows:

» Windows 2000 Server/Advanced Server, Service Pack 4 or later

» Windows 2003 Standard/Enterprise editions, Service Pack 1, Service
Pack 2

Java Runtime
Environment

JRE 1.5.0 (installed with the product)
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Introduction to the DDM Probe

This chapter provides information on the DDM Probe.

This chapter includes:
Concepts
» DDM Probe Tasks on page 34
» Data Validation on the DDM Probe on page 38
» Hardening the DDM Probe on page 39
» Filtering Results on page 39
Tasks
» Get Started With the DDM Probe on page 40
Reference
» The DiscoveryProbe.properties File on page 42

Troubleshooting and Limitations on page 43
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& DDM Probe Tasks

34
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This section explains how the DDM Probe manages tasks.

The DDM Probe comprises two components: the Probe Gateway and the
Probe Manager.

The Probe Gateway communicates with the server via HTTP or HTTPS, for
processes such as downloading tasks and returning task results. The
connection is always issued by the Probe Gateway.

The Probe Manager runs the DDM process itself.

The Probe Gateway communicates with the Probe Manager using RMI.

By default, the Gateway and Manager run as a single process but they can be
configured (during installation) to reside on separate processes. For details,
see step 10 on page 25 in “Install the DDM Probe.” Moreover, several Probe
Managers can be configured to connect to a single Probe Gateway. This can
be useful if a specific Probe Manager must deal with certain DDM jobs.

This section includes the following topics:

“Stage 1. Probe Gateway” on page 34

“Stage 2. Business Availability Center Gateway Server” on page 35
“Stage 3. Probe Gateway” on page 35

“Stage 4. Probe Manager” on page 36

“Stage 5. Probe Gateway” on page 36

“Stage 6. Probe and Server Synchronization Process” on page 37

“Probe Configuration Update” on page 38

Stage 1. Probe Gateway

The Business Availability Center Gateway server does not initiate tasks on
the Probe; it is the Probe’s responsibility to request relevant tasks to run.
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Stage 2. Business Availability Center Gateway Server

At the same time as the Probe requests tasks from the Gateway Server, it also
sends to the server the last update time of its configuration and the last
task ID received. The server returns to the Probe one of the following:

Updated server data (in the case that the configuration on the Probe is not
current). The server data includes: Python scripts, patterns, the Domain
Scope Document dictionary file, and so on. For details, see “Probe
Configuration Update” on page 38. For details on using the Domain Scope
Document to harden DDM, see Chapter 13, “Hardening DDM.”

The last task sent (if there is a mismatch between the Probe and the server
last task ID).

New tasks to run (if any exist):

» If a job has been deactivated, the server sends a delete job message to the
Probe.

» If a job has been activated, the server sends a run new job message to the
Probe.

The Business Availability Center Gateway server sends the Probe a response
(in XML format) with the new task data. Each task contains the job and
pattern names, and the relevant Trigger CI data.

The number of Trigger CIs for a task is limited (100 by default). For example,
if an active job includes 1000 destinations, the job is sent to the Probe in 10
tasks with 100 Trigger Cls in each task.

Stage 3. Probe Gateway

When the Probe Gateway receives tasks from the Business Availability
Center server, it saves them to its local database (MySQL).

Periodically, a thread on the Probe Gateway scans the database for tasks and
sends them to the Probe Manager. This process enables load balancing in
DDM when there are multiple Probe Managers for each Probe Gateway.
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Stage 4. Probe Manager

The tasks on the Probe Manager are scheduled using the Quartz third-party
library. When tasks are completed, the Probe Manager sends the results (in
XML format) to the Probe Gateway. (For details on Quartz, refer to the
documentation at http://www.opensymphony.com/quartz/.)

The Probe Manager receives a set of result objects. The Probe Manager first
performs processing on the results (for example, filters results, runs the
result redundant mechanism), and only then prepares the results for
sending to the Probe Gateway.

» The results are stored in the Probe Manager database.

> A thread scans the database for results that are ready to be sent to the Probe

Gateway. These results are merged into a single result, whose size does not
exceed a maximum result size (currently 20,000), as defined in the
discoveryProbe.properties file:

appilog.agent.local.maxTaskResultSize = 20000

When results reach the Gateway, it immediately responds with a success or
failure reply. Based on this acknowledgement from the Gateway, the Probe
Manager marks the results as ack in the database, so that they are not sent

again during the next cycle.

The task results that have been acknowledged by the Gateway remain in the
Probe Manager database till they are deleted—once a week.

When results reach the Probe Gateway, they are not sent directly to the
server, but are stored in the Gateway database, to avoid flooding the server
with data.

Stage 5. Probe Gateway

A dedicated thread on the Probe Gateway scans the database and searches
for task results that are ready to be sent to the server. These results are sent
to the server by the Probe Gateway, using the sendResultsToServer() API.

If the size of data that needs to be sent is too large, it is sent in chunks (max.
50,000). The information is then updated in the CMDB (using create,
update, or remove).
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» Finally, the Probe Gateway verifies that the server has finished handling the
results, deletes those results from its database (so they are not sent again to
the server), and continues sending results to the server, if any more results
exist.

Stage 6. Probe and Server Synchronization Process

After reading a predefined number of tasks, the Probe confirms these tasks
with the server. (This process prevents the need for manually reactivating
patterns or jobs.)

» The Probe sends to the server the names of all activated jobs and the
number of Trigger Cls for each job.

» The server checks that the number matches that in the CMDB:

» If a job is missing from the Probe, the server redispatches the job to the
Probe.

» If the Probe has less or more than the number of CIs on the server, the
server returns the names of the problematic jobs and their CIs to the
Probe.

» The Probe checks the problematic jobs’ list. If the Probe includes a job that
does not exist on the server, the Probe sends a remove job remote method
call to all Probe Managers.

» If the Probe includes a CI that does not exist on the server, the Probe sends a
remove Cl remote method call to all Probe Managers.

» If the server includes a Trigger CI that does not exist on the Probe, the Probe
requests this CI from the server. The server returns the task (in XML format)
and the Probe distributes this task.
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Probe Configuration Update

To perform discovery, the Probe needs resource data, such as the Domain
Scope Document dictionary file, scripts, and so on. The Probe is updated
automatically with these resources. Along with each task request from the
Probe Gateway to the server, the Probe Gateway sends the last (server)
update time of its latest updated resources.

The server, before returning any new tasks, validates that there are no more
recently updated resources. If there are, instead of returning the regular
queued tasks for the Probe, the server returns a special, crafted task for
updating the Probe’s resources.

When the Probe receives this task, it sends a GetResouces() request to the
server, which returns a list of resources that have not been updated to the
Probe. In that way the Probe is always updated with the latest system
configuration files.

& Data Validation on the DDM Probe

38

From version 7.0, the CIT model also resides on the DDM Probe. This
enables data validation to take place on the Probe when receiving data from
services. Problems are generated for a specific Trigger CI and displayed to the
user. For details, see “Discovery Status Pane” on page 138.

The following validation takes place on the Probe:

The CIT of the CI is compared to that in the CIT model.

» The Cl is checked to verify that all key attributes are present (on condition

that the CmdbObijectld attribute is not defined).

» The CI’s attributes are checked to verify that they are all defined in the CIT.
» The CI’s attributes of type STRING are checked to verify that they do not

exceed the size limit. If an attribute is longer than the limit, DDM checks
whether an AUTO_TRUNCATE qualifier is defined for the attribute. If there
is a qualifier, the value is truncated and a warning message is written to the
Probe error.log file.
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All invalid attributes raise a CollectorsProcessException exception, which
reports on a specific CI. When the Probe finds invalid data that is related to
the CITs, all data that the Probe has collected on that CI is dropped by the
Probe and is not sent to the server.

For details on attributes, see “CI Type Attributes” in Model Management.

& Hardening the DDM Probe

For details on hardening the DDM Probe, see Chapter 14, “Hardening the
DDM Probe.”

For details on hardening the Domain Scope Document, see “Control the
Location of the domainScopeDocument File” on page 409.

For details on enabling SSL on the DDM Probe, see “Using SSL with the
DDM Probe” on page 411.

& Filtering Results

You can filter results sent by the Probe to the Business Availability Center
Gateway server. You would probably need to filter irrelevant data regularly
during production runs and specifically when you are testing a limited
environment.

There are two levels of filtering: pattern filtering and global filtering:

» Pattern filtering. DDM filters the results for a specific pattern and sends to
the CMDB only those filtered CIs. You define a pattern filter in the Results
Management Pane in the Pattern Management tab. For details, see “Pattern
Management Tab” on page 264.

> Global filtering. DDM filters the results of all jobs running on a Probe. You
define global filters in the globalFiltering.xml file. For details, see
“globalFiltering.xml” on page 242.
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The order of filtering is as follows: during a run, DDM first searches for a
pattern filter and applies the filter to the results of the run. If there are no
pattern filters, DDM searches for a global filter and applies that filter to the
results. If DDM finds no filters, all results are sent to the server.

T Get Started With the DDM Probe

40
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This section explains how to install and launch the DDM Probe.

Note:

» The Probe link in the Downloads page is displayed only if you have
purchased a license for the DDM application.

» The managed environment is defined by the IP ranges of the domains.
However, with some patterns it is possible to override this behavior and
discover ClIs that are out of a Probe's range.

This task includes the following steps:

“Install the Probe” on page 40

“Launch the Probe from the Start Menu” on page 41
“Launch the Probe as a Service” on page 41

“Run Discovery and Dependency Mapping” on page 41
“Stop the Probe” on page 41

Install the Probe
For details, see Chapter 1, “DDM Probe Installation.”
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Launch the Probe from the Start Menu

On the machine on which the Probe is installed, select Start > Programs >
HP DDM > DDM Probe to start the Probe. A command prompt window
opens. To verify that the Probe has been launched successfully, in Business
Availability Center select Admin > Universal CMDB > Discovery > Set Up
Discovery Probes. Select the Probe and, in the Details pane, verify that the
status is connected.

For details on how the Probe works, see “DDM Probe Tasks” on page 34.

Launch the Probe as a Service

You can configure the Probe so that it starts automatically as a service. In
this case, the command prompt window is not displayed.

Access the Microsoft Services window and locate the DDM_Probe service.
Open the DDM_Probe Properties dialog box and start the service. If
required, change the Startup Type to Automatic.

Note: The user running the Probe service must be a member of the
Administrators group.

Run Discovery and Dependency Mapping

For details, see “Run Discovery — Overview” on page 96.

Stop the Probe

To stop the Probe when it is running in a command prompt window, press
CTRL+C, then y.

To stop the Probe when it is running as a service, access the Microsoft
Services dialog box. Locate the DDM_Probe service and click the Stop the
service link.
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@ The DiscoveryProbe.properties File

42

A DDM process needs several parameters to be activated. These parameters

specify the method to be used (for example, ping five times before declaring
a failure) and against which CI a method should be run. If parameters have
not been defined by the user, the DDM process uses the default parameters

defined in the DiscoveryProbe.properties file. To edit the parameters, open
DiscoveryProbe.properties in a text editor.

The DiscoveryProbe.properties file is located in
C:\hp\DDM\DiscoveryProbe\root\lib\collectors.

Important: If you update the parameters in the DiscoveryProbe.properties
file, you must restart the Probe so that it is updated with the changes.

The DiscoveryProbe.properties file is divided into the following sections:

Server Connection Definitions. Contains parameters that are needed to set
up the connection between the server and the Probe, such as the protocol to
be used, machine names, default Probe and domain names, time-outs, and
basic authentication.

DDM Probe Definitions. Contains parameters that define the Probe, such as
root folder location, ports, and Manager and Gateway addresses.

Probe Gateway Configurations. Contains parameters that define time
intervals for retrieving data.

Probe Manager Configurations. Contains parameters that define Probe
Manager functionality, such as scheduled intervals, result grouping,
chunking, threading, time-outs, and filtering.

> 118N Parameters. Contains parameters that define language settings.

> Internal Configurations. (Caution: These parameters should not be changed

without an advanced knowledge of Discovery and Dependency Mapping.)
Contains parameters that enable DDM to function efficiently, such as thread
pool size.
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Q, Troubleshooting and Limitations

Problem. You cannot transfer a DDM Probe from one domain to another.
Once you have defined the domain of a Probe, you can change its ranges,
but not the domain.

Solution. Install the Probe again:

(Optional) If you are going to use the same ranges for the Probe in the new
domain, export the ranges before removing the Probe. For details, see
“Ranges Pane” on page 203.

Remove the existing Probe from UCMDB. For details, see the Remove
Domain or Probe button in “Domains and Probes Pane” on page 205.

Install the Probe. For details, see Chapter 1, “DDM Probe Installation.”

During installation, make sure you give a different name to the Probe from
the one used by the old Probe. For details, see step 8 on page 23.
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Licensing Models for Universal CMDB

This chapter provides information on the Universal CMDB licensing
models.
This chapter includes:
Concepts
» Licensing Models — Overview on page 46
Tasks
» Upgrade to the Standard or Advanced License on page 48

Troubleshooting and Limitations on page 49
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& Licensing Models — Overview

There are three levels of licensing. Each level includes specific packages, as
follows:

License Level Packages

Foundation » Database_Basic

» NNM_Integration

» SE_Integration

» Oracle

HP Universal CMDB can work with the following
packages, but they are not provided by default. For
details, contact HP Software Support:

» DDMI_Integration

» SAR_Integration

» SM_Integration

Standard » NNM_Integration

» SE_Integration

» Oracle

» Credential_Less_Discovery

» Host_Resources_By_NTCMD

» Host_Resources_By_SNMP

» Host_Resources_By_TTY

» Host_Resources_By_WMI

» Layer2

» Network

» UMDB7-SCSM

Universal CMDB can work with the following
packages, but they are not provided by default. For
details, contact HP Software Support:

» DDMI_Integration

» SAR_Integration

» SM_Integration

Advanced All packages
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This section includes the following topics:

» “License for HP Software-as-a-Service” on page 47

» “License for HP ServiceCenter/Service Manager and Other Integrations” on

Y Y Y Y VY Y

page 47
“The DDM Probe Installation” on page 48

License for HP Software-as-a-Service
All packages.

License for HP ServiceCenter/Service Manager and Other
Integrations

The following packages are available:
UCMDB7-SCSM

SAR_Integration

DDMI_Integration
NNM_Integration

SE_Integration

SM_Integration

Note:

» The name of the license file is ucmdb_license.xml.

> You are asked for the location of the license file during installation. The
default location of the foundation license is: <Business Availability
Center root directory>\mam_lib\server on the Data Processing server
machine.

» Two weeks before the license expires, a reminder message is displayed for
you to renew the license.
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The DDM Probe Installation

You should install the DDM Probe, no matter which license you are
running. If you have the Foundation license, the Probe is needed to run the
Integration jobs (NNMi, SE, and DDMi). For details, see “DDM Probe
Installation” on page 17.

T Upgrade to the Standard or Advanced License

48

When you install Business Availability Center, you receive the Universal
CMDB Foundation license. To obtain the file needed to upgrade to the
Standard or Advanced license, contact HP Software Support, then perform
the following procedure:

To upgrade your license:

Obtain the appropriate file (standard or advanced) from HP Software
Support.

Replace the ucmdb_license.xml file in the <Business Availability Center root
directory>\mam_lib\server folder on the Data Processing server machine.

If Business Availability Center is installed in a distributed deployment,
replace the file on the Gateway Server machine.

Use the JMX console to force a license change:

a Launch a Web browser and enter the address
http://<server_name>.<domain_name>:8080/jmx-console, where
<server_name> is the name of the machine on which BAC is installed.
When prompted, enter the JMX Console authentication credentials (if
you do not have these credentials, contact your system administrator).

b Under MAM, click service=UCMDB Ul to open the JMX MBEAN View
page.
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¢ Locate java.lang.String getLicenseForCustomer() and enter the following
information:

In the force parameter box, select True.
In the ParamValue box for the parameter customerld, enter 1.

Click Invoke.

Note: To verify the type of license that is installed, select False and enter
the customer ID. Details about the license are displayed.

Q, Troubleshooting and Limitations

This section describes troubleshooting and limitations for UCMDB
licensing.

» Problem: When integrating BAC'’s Universal CMDB with HP Storage
Essentials, unable to run the SE Integration by SQL job with the Foundation
license.

Solution: Perform the procedure in “Discover the SE Oracle Database” in
Discovery and Dependency Mapping Content Guide.

» Problem: When integrating UCMDB with HP Network Node Manager i
(NNMi), unable to run the Layer2 by NNM job with the Foundation license.

Solution: For details, see “Run HP NNMi-UCMDB Integration” in Discovery and
Dependency Mapping Content Guide.
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Introduction to Discovery and
Dependency Mapping
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This chapter includes:

Concepts

Discovery and Dependency Mapping — Overview on page 54
Agentless Technology on page 55

Discovery and Dependency Mapping Architecture on page 56
Discovery and Dependency Mapping Components on page 57
Discovery and Dependency Mapping Applications on page 61
Trigger CITs, Trigger Cls, Input TQLs, and Trigger TQLs on page 62
Class Model — Overview on page 65

Class Model Changes on page 69

DDM Upgrade Information on page 69

Tasks

» Manually Activate a Job on page 70

» Manually Create a Network CI on page 70

» Schedule Modules to Run on page 70

>

Reference

Naming Conventions on page 70

» Log Files on page 71

Troubleshooting and Limitations on page 79
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& Discovery and Dependency Mapping - Overview

54

The Discovery and Dependency Mapping (DDM) process is the mechanism
that enables you to collect information about your system by discovering
the IT infrastructure resources and their interdependencies. DDM
automatically discovers and maps logical application assets in Layers 2 to 7
of the Open System Interconnection (OSI) Model.

DDM discovers resources such as applications, databases, network devices,
servers, and so on. DDM also communicates with industry standard or
application APIs. Each discovered IT resource is delivered to, and stored in,
the configuration management database (CMDB) where the resource is
represented as a managed CI.

DDM is an ongoing, automatic process that continuously detects changes
that occur in the IT infrastructure and updates the CMDB accordingly. You
do not need to install any agents on the devices to be discovered.

Following installation, the network on which the DDM Probe is located, the
host on which the Probe resides, and the host’s IP address are automatically
discovered and a Cl is created for each of these objects. These discovered Cls
are placed in the CMDB. They act as triggers that activate a DDM job. Every
time a job is activated, the job discovers more CIs, which in turn are used as
triggers for other jobs. This process continues until the entire IT
infrastructure is discovered and mapped.

Once you configure DDM and activate the required patterns, DDM runs on
the system, discovers system components, and saves them as ClIs in the
CMDB. You can discover new objects either manually or automatically.
Obijects that are outside the Probe’s network require additional, manual
configuration.

Note: This guide assumes that DDM Probe is installed in the default
location, that is, C:\hp\DDM\DiscoveryProbe\.
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& Agentless Technology

DDM is an agentless technology that discovers IT environment components
through a dedicated Probe residing on the customer’s site. For example, the
Netlinks discovery module discovers TCP/IP connections from received
NetFlow data.

The Probe connects to HP Business Availability Center via http or https
traffic to receive new tasks, send task results, and so on. For details on the
Probe workflow, see “DDM Probe Tasks” on page 34.

Although DDM is agentless, that is, it does not require the installation of
any agent on a customer’s machine, it does depend on agents that are
already installed such as:

» SNMP Agent. Provides information about the operating systems, device
types, installed software, and other system resources information. SNMP
agents can usually be extended to support new MIBs, exposing more data for
managerial purposes.

> WMI Agent. Microsoft’s remote management agent, which is usually
available for access by a remote administrator. The WMI agent is also
extensible by adding WMI providers to the generic agent.

» Telnet/SSH Agent (or daemon). Used mostly on UNIX systems to connect
remotely to a machine and to launch various commands to obtain data.

» xCmd. A remote administration technology similar in functionality to
Telnet/SSH that enables launching any console command over Windows
machines. xCmd relies on Administrative Shares & Remove Service
Administration APIs to function correctly.

» Application specific. This agent depends on the remote application to
function as an agent and respond appropriately to the Probe’s remote
queries, for example, database discoveries, Web server discoveries, and SAP
and Siebel discoveries.
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& Discovery and Dependency Mapping Architecture

Discovery and Dependency Mapping architecture is deployed as follows:

HTTP /=

&

1 1 i
wWeb Client BAC Gateway BAC Processing

HTTP/s

DB Server

A B i
~ - Discovery Probe

|
(__ Customer's Network ()
| I

DDM User Interface

» The DDM Probe is the component that performs the data collection and
runs on the customer’s network.

» The user interface servlet (collectorsUtilities) and the Probe servlets
(collectorsServlet, collectorsResultsServlet, and collectorsDownloadServlet)
reside on the HP Business Availability Center Gateway Server machine.

» To process clients’ requests, these components interact with the HP Business
Availability Center Data Processing Server running the DDM components,
the viewing system, and the CMDB.
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& Discovery and Dependency Mapping Components
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This section includes the following topics:

“DDM Probe” on page 57

“HP Business Availability Center Servers” on page 57
“Discovery Modules” on page 58

“Jobs” on page 58

“Discovery and Dependency Mapping Wizards” on page 59
“Protocols” on page 59

“Patterns” on page 59

“Configuration Files” on page 60

“External Resources” on page 60

“Packages” on page 60

“Scripts” on page 60

DDM Probe

The Probe is the main component responsible for requesting tasks from the
server, dispatching them, and sending the results back to the CMDB
through the server. You define a range of network addresses for a specific,
installed Probe. Each Probe is identified by its name. For details on how the
Probe functions, see “DDM Probe Tasks” on page 34.

The DiscoveryProbe.properties file contains configuration parameters. The
file is located in C:\hp\DDM\DiscoveryProbe\root\lib\collectors. For
details, see “The DiscoveryProbe.properties File” on page 42.

HP Business Availability Center Servers

The HP Business Availability Center Gateway Server hosts the servlets that
deliver requests to the Probe. The Processing Server receives the results and
stores the collected data in the CMDB.
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Discovery Modules

The module is a grouping of jobs that logically belong together, can be
operated and managed together, and so on. This helps to reduce clutter in
the main view when many jobs need to be written, and can also offer better
manageability.

When creating a job, you should choose a module for it or create a new
module. If you are creating several jobs, the best practice is to split them
into logical groups and assign them to modules accordingly.

Jobs

A job enables reuse of a pattern for different DDM processes. Jobs enable
scheduling the same pattern differently over different sets of triggered Cls
and also supplying different parameters to each set. (To activate DDM, you
activate jobs—organized in modules—and not patterns.)

Jobs are organized in modules as follows:

Applications. The modules discover Microsoft Exchange, Oracle E-Business
Suite components, the SAP environment based on Computer Center
Management System (CCMS), the Siebel environment (such as the Siebel
topology and database), WebSphere MQ, and the UDDI registry Web
services.

» Cluster. The modules discover Microsoft Cluster, ServiceGuard, and Veritas.

Database. DDM first finds instances of databases, then of the database
resources (for example, users, tables, tablespaces) for each database instance.
Business Availability Center includes predefined default views of the DB2,
Oracle, and Microsoft SQL Server databases.

Discovery Tools This module holds the jobs necessary to discover document
files and directories, discover hosts, import data from external sources, and
serve as a template example.

Integration. These modules are needed for integration between UCMDB and
NNM Layer 2 and Storage Essentials.

J2EE. The modules discover JBoss, Oracle Application Server, WebLogic, and
WebSphere components.
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» Network. The modules discover resources on Windows and UNIX hosts, for
example, disk information, running processes or services, load balancing,
and so on.

» Virtualization. The module discovers VMware components.

> Web Servers. The modules discover Apache and Microsoft IIS for Windows,
SunOne for Solaris, and IBM HTTP Server.

Discovery and Dependency Mapping Wizards

You use one of the DDM wizards (to discover the infrastructure, databases,
and J2EE applications) when you need to use the default values set for IP
ranges, network credentials, and so on. For details on using a wizard to run
DDM, see “Basic Mode Window” on page 122.

Protocols

Discovery of the IT infrastructure components uses protocols such as SNMP,
WMI, JMX, Telnet, and so on. For details, see “Domain Credential
References” on page 209.

Patterns

Patterns are one of the resources of a Discovery and Dependency Mapping
job (DDM job). A pattern includes default configuration parameters, an
input TQL (that describes potential input ClIs), and scheduling information
that define how to perform DDM. A pattern also includes scripts and other
code needed for discovery.

A job can either override the default pattern configuration (by associating a
specific set of Trigger ClIs with each pattern) or can run what is declared in
the pattern.

For details on making pattern changes, see “Manage Discovery Resources
Window” on page 262. For details on pattern-writing, see Chapter 11,
“Content Development and Writing.”
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Configuration Files

Configuration files include properties and parameters that are relevant for
the DDM patterns. For example, the portNumberToPortName.xml file (that
maps a discovered port’s number to a port name) includes a list of ports used
by DDM when discovering networks. For details on user-definable files, see
“Resource Files” on page 241.

External Resources

External resources include all resources external to Business Availability
Center that are needed in DDM, for example, a Visual Basic file, a
credentials file, and so on.

Packages

Packages contain job definitions, patterns, resources, and tools that enable
you to discover IT infrastructure resources such as network extensions,
applications, and databases. For details, see “Package Manager” in Model
Management.

Scripts

Business Availability Center uses Jython scripts for pattern writing. For
example, the SNMP_Connection.py script is used by the
SNMP_NET_Dis_Connection pattern to try and connect to machines using
SNMP. Jython is a language based on Python and powered by Java. For
details on pattern-writing, see Chapter 11, “Content Development and
Writing.”

For details on how to work in Jython, you can refer to these Web sites:

> http://www.jython.org
» http://www.python.org
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& Discovery and Dependency Mapping Applications

Y Y VY Y

Discovery and Dependency Mapping includes the following applications:

“Run Discovery” on page 61
“Set Up Discovery Probes” on page 61
“Manage Discovery Resources” on page 61

“Show Status Snapshot” on page 62

Run Discovery

The Run Discovery application enables you to manage the DDM modules
and jobs (required for discovering a specific group of Cls). You run the
process by activating jobs. You can choose to activate all or some of the jobs
in a module. You can also edit jobs, and you can schedule a job to run at a
certain time.

For details, see Chapter 6, “Run Discovery.”

Set Up Discovery Probes

Set Up Discovery Probes enables you to add Probes to the system and to edit
existing Probes. You define the network range that each Probe must cover.

For details, see Chapter 7, “Set Up Discovery Probes.”

Manage Discovery Resources

Note: Only users with an advanced knowledge of Discovery and
Dependency Mapping should make changes to the resources.

Manage Discovery Resources enables you to view the resources that are
needed to perform discovery. You can edit patterns, scripts, configuration
files, and you can replace or remove external resources needed in DDM.

For details, see Chapter 8, “Manage Discovery Resources.”
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Show Status Snapshot

Show Status Snapshot enables you to view details about the scheduling of a
particular job as well as job statistics. You can also view the report results in
a My BSM portlet.

For details, see Chapter 9, “Show Status Snapshot.”

& Trigger CITs, Trigger Cls, Input TQLs, and Trigger TQLs

62

This section describes the functions of Trigger CITs, Trigger Cls, Input TQLs,
and Trigger TQLs. For details on these objects, see “Define Pattern Input
(Trigger CIT and Input TQL)” on page 326 and other sections in Chapter 11,
“Content Development and Writing.” For details on TQLs, see “Topology
Query Language” in Model Management.

Trigger CITs

The Trigger CIT defines which CIT is used as the input for a pattern. For
example, for a pattern that is going to discover IPs, the input CIT is Network.
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Example - Trigger CIT Activating Jobs

The Network CIT is a trigger that activates the Class C IPs by ICMP job. The
Class C IPs by ICMP job then discovers instances of IP addresses. These
discovered IP addresses themselves become Cls that act as triggers to activate
the Host Connection jobs, which in turn discover more IP addresses and
Network ClIs. The process ends when all the IP addresses included in the
range defined for the Probe are discovered, as seen in the following
illustration:

DME Resolver (3243) Host Connection by Shell (3684) Host Connection by SMMP (3684) Host Connection by Wil (3654
'y

Dizcovery Probe Gateway(1) HDST(3302) Network(230)
85
Range [Pz by ICWMP (1) Clazs C IPs by ICMP
3669 #l-

v v v

N

IP(4272)

Trigger Cls

A Trigger Cl is a CI in the CMDB that activates a job. Every time a job is
activated, the job discovers more Cls, which in turn are used as triggers for
other jobs. This process continues until the entire IT infrastructure is
discovered and mapped.

For details on adding Trigger CIs to a job, see “Discovery Status Pane” on
page 138.
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Input TQLs
An Input TQL has two functions:

An Input TQL is associated with a pattern. The Input TQL defines a minimal
set of requirements for every Trigger CI included in a job that runs this
pattern. (This is true even when no trigger TQL is associated with the job.)

For example, an input TQL can query for IPs running SNMP, that is, only IPs
with installed SNMP agents can trigger this pattern. This prevents the case
where a user could manually create a Trigger CI that adds all hosts as triggers
to a pattern.

An Input TQL defines how to retrieve data information from the CMDB.
Destination data information, even if it is not included in a Trigger CI, can
be retrieved by the Input TQL. The Input TQL defines how to retrieve the
information.

For example, you can define a relationship between a Trigger CI (a node
with the node name of SOURCE) and the target CI and then can refer to the
target CI according to this node name, in the Triggered CI Data pane. For
details, see “Triggered CI Data Pane” on page 276.

For details on using input TQLs when writing patterns, see “Step 1: Create a
Discovery and Dependency Mapping Pattern” on page 325.

Trigger TQLs

A Trigger TQL associated with a job is a subset of the Input TQL, and defines
which specific ClIs should be the Trigger CIs for a job. That is, if an Input
TQL queries for IPs running SNMP, a Trigger TQL queries for IPs running
SNMP in the range 195.0.0.0-195.0.0.10.

Note: A Trigger TQL must refer to the same objects as the Input TQL. For
example, if an Input TQL of a pattern queries for IPs running SNMP, you
cannot define a Trigger TQL for an associated job to query for IPs connected
to a host. This is because some of the IPs may not be connected to an SNMP
object, as required by the Input TQL.
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& Class Model - Overview

This section provides an overview of the UCMDB class model, focusing on
the high-level and important CI Types.

Cl Types
Cl Types || = ﬁ 3 &
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o Business (3)
) T Process (0)

[HFH

- Application Resource (140643)
G-
B S Host (6168)
= Computer (2504)
4 et Device (266)
. Host Resource (G85593)
Metwork Resource (47945)
% ATM Port (0)

—iti OSPF (0)
G- j Physical Port (0)
—ithi Service Address (24352)

§ WLAN (0)
[+ ¢ Software Element (7825)
— = UDDI Registry (0)

B4 Web Resource (35)

This section includes the following topics:
“The Host CIT” on page 66

“The Host Resource CIT” on page 66

“The Software Element CIT” on page 66
“The Application Resource CIT” on page 67
“The Application System CIT” on page 68

Y Y Y Y Y Y

“The Service Address CIT” on page 68
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The Host CIT

The Host CIT represents any network node (physical or virtual) in your
environment.

In UCMDB, there are two host CITs:

Computer. A general purpose device, running general purpose operating
systems (for example, UNIX, Windows, mainframe).

Network Device. A network device with a pre-designated purpose (that is,
Router, Switch, Load Balancer Device, Firewall, and so on).

Any host in UCMDB is identified either by an IP address or a strong ID value
(such as a MAC address or hardware ID). Hosts identified by an IP address
are considered incomplete (the Host Is Complete attribute has a false value).
Hosts identified by a strong ID are considered complete.

The Host Resource CIT

The Host Resource CIT represents the resources of a host, which include
both physical resources (for example, Memory, CPU) and operating system
resources (for example, File System, File, Network Share, OS User).

Host Resource CITs are always strongly contained in a Host CIT (they are
linked with a container link), that is, in the UCMDB world they cannot exist
outside the context of a host.

The Software Element CIT

The Software Element CIT represents a piece of software running on a host
that is part of an application solution.

Examples of software elements discovered by DDM include: databases
(Oracle, MSSQL, DB2, and Sybase), Web servers, Microsoft Exchange Server,
J2EE servers, load balancing software, and cluster software.
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Software Element CITs are considered either of a strong type or a weak type:

Strong type Software Element CITs. These CITs are specialized (they are
derived from the Software Element CIT) and include more attributes,
different identification rules, a display label, and so on.

Weak type Software Element CITs. These CITs are CI instances of the
Software Element CIT itself. They include basic configuration attributes
only. Also, only one instance of each software component type can exist in
the model. That is, you cannot model two different Oracle instances on a
single host using a weak type software element.

A reconciliation mechanism handles the mapping of weak type software
elements to their corresponding strong type, once they are discovered. This
mechanism enables DDM to detect the existence of software by one
method, and report additional details about the software when it is
discovered using another method, knowing the two ClIs will eventually be
merged in the UCMDB.

The reconciliation mechanism relies on a shared attribute value between the
weak type and strong type: the Name attribute (data_name). All software
elements (strong or weak) are created with a distinguishing name: when a
strong software element is discovered on a host containing a weak software
element with the same name, the weak software element is merged with the
strong one.

Weak type software elements are usually discovered by DDM’s Host
Resources discovery patterns. These patterns rely on a configuration file
(Application Signature) that identifies key software according to the running
processes and their network interconnections.

Like the Host Resource CIT, a Software Element CIT is strongly contained in
a host.

The Application Resource CIT

The Application Resource CIT represents a software element’s internal
configuration. These CITs are used when attributes are not enough to
describe the complex configuration of certain software elements. One group
of such resources is the Database Resource group that includes CIs that
describe a database’s internal configuration (the database schema, database
data files, database tables, and so on).
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Further generic application resources (for example, Configuration Files,
Resource Pool, Web Service) are included in multiple software element CITs,
rather than being specific to a single CIT.

The Application Resource CIT is strongly contained in the Software Element
CIT.

The Application System CIT

The Application System CIT represents an application deployment. Unlike
the Software Element CIT, which is constrained to a one-host context, the

Application System CIT is designed to represent application configurations
across multiple hosts.

An Application System CI is usually linked via a member relationship to the
Software Element CI. The Application CI together with the Software
Element CI represent the application in the CMDB.

Examples of Application System CITs include Clusters, SAP System, Siebel
Enterprise System, and MS Exchange System.

The Service Address CIT

The Service Address CIT derives from the Network Resource CIT and
represents an address used by client software to retrieve a service from a
software element.

The Service Address CIT key attributes include:

» Address Type. Currently acceptable values are TCP/UDP or URL.

Service Address. The contents of the Service Address field depend on the
address type. The TCP/UDP addresses use the format <IP-Address:Port>. The
URL addresses contain the accessible URL value.

The mapping of software dependencies relies on the Service Address CIT in
the model. The client Software Element is linked via a depend relationship
to the Client Process CI. The Client Process CI has a Client Server
relationship to a remote Service Address CIT. This Service Address CIT is
connected through the use relationship to the process (Host Resource)
and/or to the software element that provides a service at that address.
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The Service Address CIT is also strongly contained in the Host CIT.
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& Class Model Changes

For details on the changes to the class model in version 8.00, see “Class
Model Changes” in Reference Information. Also, see “Class Model — Overview”
on page 65.

& DDM Upgrade Information
The following sections include upgrade information:

» “Discovery and Dependency Mapping API Changes” in Reference
Information.

» “Discovery Modules” in Reference Information.

» “Upgrading the DDM DomainScopeDocument File” in Reference Information.
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P Manually Activate a Job

You can activate a job by clicking the Activate button in the Discovery
Modules pane. You can manually activate a CI by disabling the TQL and
adding a CI. (You disable a TQL in the Edit Probe Limitation for TQL Output
dialog box. You manually add a CI in the Choose CIs to Add dialog box.)
The job runs using only the redispatched ClIs. For details, see “Discovery
Modules Pane” on page 148.

P Manually Create a Network Cl

A Probe starts by discovering the network on which it is running, so usually
there is no need for you to create a network CI. However, if you install the
Probe on a certain network, but configure the Probe to discover objects on
another network, DDM is not able to discover the network. You must
manually create a network CI for the network that the Probe must discover.

To verify that a network CI exists, access the View Manager (Admin >
Universal CMDB > Modeling > View Manager). Locate the Network folder
and verify that the folder contains a Network Topology view.

For details on manually creating a network CI, see “New CI Dialog Box” in
Model Management.

T Schedule Modules to Run

You can set a schedule for a job or a module so that it runs at a certain time.
For details, see “Discovery Scheduler Dialog Box” on page 152.

® Naming Conventions

When naming entities in DDM, you can use the following characters: a-z,
A-Z, 0-9. When entering IP addresses, use only digits and asterisks (*).

70



Chapter 4 ¢ Introduction to Discovery and Dependency Mapping

? Log Files

This section describes the DDM log files and explains how to perform basic
troubleshooting. Log files store messages, including errors, relating to the
activation of jobs. For details on problem management, see “Managing
Problems With Error Reporting” on page 99. For details on setting options
for communication logs, see “Execution Options Pane” on page 266.

Severity Levels

Each log is set so that the information it records corresponds to a certain
severity threshold. Because the various logs are used to keep track of
different information, each is pre-set to an appropriate default level. For
details on changing the log level, see “Changing Log Levels” below.

Severity levels are listed here from narrowest to widest scope:

> Fatal. This level reports serious errors such as a problem with the
infrastructure, missing DLL files, or exceptions.

» Debug. This level is used by HP Software Support when troubleshooting
problems.

» Error. This level reports problems that cause DDM not to retrieve data. Look
through these errors as they usually require some action to be taken (for
example, to increase time-out, to change a range, to change a parameter, to
add another user credential, and so on).

» Warning. When a run is successful but there may be non-serious problems
that you should be aware of, DDM marks the severity as Warning. You
should look at these CIs to see whether data is missing, before beginning a
more detailed debugging session. Warning can include messages about the
lack of an installed agent or remote host, or that invalid data caused an
attribute not to be properly calculated.

» Info. The log records all activity. Most of the information is normally
routine and of little use and the log file quickly fills up.

» Success. The Trigger CI ran successfully.
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Note: The names of the different log levels may vary slightly on different
servers and for different procedures. For example, Info may be referred to as
Always logged or Flow.

Changing Log Levels

If requested by HP Software Support, you may have to change the severity
threshold level in a log (that is, to set verbosity), for example, to a debug
level.

To change the severity threshold level:

Open the log properties file in a text editor. Log file properties are defined in
files in the following directories:

a C:\hp\DDM\DiscoveryProbe\root\lib\collectors\probeManager\
probeMgrLog4j.properties

b C:\hp\DDM\DiscoveryProbe\root\lib\collectors\probeGateway\
probeGwLog4j.properties

Locate the log parameter. For example:
log4j.appender.LOGFILE_Performance.Threshold=DEBUG

Change the level to the required level. For example:
log4j.appender.LOGFILE_Performance.Threshold=INFO

For a description of the log levels, see “Severity Levels” on page 71.
Save the file.

This section includes the following topics:

» “Server Logs” on page 73

» “Probe Logs” on page 74
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® server Logs

Server log files reside on the HP Business Availability Center Gateway server.
They store information about server activity, including error messages, that
occurs on the server side.

The following logs are located in the <HP Business Availability Center root
directory>\log\ or in a sub-folder.

mamAutoDiscovery.log

Contains information about tasks running on the server. The server provides
services to the user interface, such as: activating jobs, processing results from
the Probe, or creating tasks for the Probe. In a distributed environment, the
file resides on the Data Processing server.

Level Description

Error All DDM process errors on the server side.
Information Information about requests being processed.
Debug Logs mainly for debugging purposes.

Basic Troubleshooting. Check this log when you have invalid user interface
responses or errors you need to explore. This log provides information to
enable you to analyze the problems.

discoveryServlet.log

This log receives messages from:

The Collectors Utilities Servlet. The user interface connects to the server
through this servlet.

The Collectors Servlet. The Probe requests new tasks from the server
through this servlet.

The Collectors Results Servlet. The Probe sends new results through this
servlet.

The Collectors Download Servlet. The Probe downloads new server data
through this servlet.
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In a distributed environment, the file resides on the Gateway server.

Level Description

Error All errors in the servlet.

Information Information about user requests and Probe task
requests.

Debug » User requests
» Probe requests to read DDM tasks.
» Probe access of the servlet.

Basic Troubleshooting.

» User Interface-Server communication problems.
» Probe-Server communication problems.
Some processing problems may be written to this log instead of to

mamAutoDiscovery.log.

mamAutoDiscoveryUpgrade.log

Contains information about the upgrade process.

mamAutoDiscoveryResultsStat.log

Contains the statistics of the results received from the Probe.

@ Probe Logs

Probe logs store information about job activation that occurs in the Probe
Gateway and Probe Manager.

The logs in this section are located in C:\hp\DDM\DiscoveryProbe\root\
logs.




General Logs

wrapperProbe.log

Records all the Probe’s console output in a single log file.

Chapter 4 ¢ Introduction to Discovery and Dependency Mapping

Level Description

Error Any error that occurs within the Probe Gateway.

Information Important information messages, such as the arrival
or removal of a new task.

Debug Record of every Probe access of the servlet.

Basic Troubleshooting. Use this file for any Probe Gateway problems to
verify what occurred with the Probe Gateway at any time as well as any
important problems it encountered.

probe-error.log

Summary of the errors from the Probe.

Level Description

Error All errors in the Probe components.
Information N/A

Debug N/A

Basic Troubleshooting. Check this log to verify if errors occurred in the

Probe components.

probe-infra.log

List of all infrastructure messages.

Level Description

Error All infrastructure errors.

Information Information about infrastructure actions.
Debug Messages mainly for debug purposes.
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Basic Troubleshooting. Messages from the Probe’s infrastructure only.

WrapperProbeMgr.log
Level Description
Error Any error that occurs within the Probe Manager.
Information Important information messages such as received
tasks, task activation, and the transferring of results.
Debug N/A

Basic Troubleshooting. Use this file for any Probe Manager problems to
verify what occurred with the Probe Manager at any time as well as any
important problems it encountered.

Probe Gateway Logs

probeGW-taskResults.log
This log records all the task results sent from the Probe Gateway to the

server.
Level Description
Error N/A
Information Result details: task ID, job ID, number of CIs to
delete or update.
Debug The ObjectStateHolderVector results that are sent to
the server (in an XML string).

Basic Troubleshooting.

» If there is a problem with the results that reach the server, check this log
to see which results were sent to the server by the Probe Gateway.

» The results in this log are written only after they are sent to the server.
Before that, the results can be viewed through the Probe JMX console
(use the ProbeGW Results Sender MBean). You may have to log in to the
JMX console with a user name and password.

76




Chapter 4 ¢ Introduction to Discovery and Dependency Mapping

probeGW-tasks.log
This log records all the tasks received by the Probe Gateway.
Level Description
Error N/A
Information N/A
Debug The task’s XML.

Basic Troubleshooting.

» If the Probe Gateway tasks are not synchronized with the server tasks,
check this log to determine which tasks the Probe Gateway received.

> You can view the current task’s state through the J]MX console (use the
Discovery Scheduler MBean).

Probe Manager Logs

probeMgr-services.log
Java services debug messages.

Level Description
Error N/A
Information N/A
Debug N/A

Basic Troubleshooting. Check this log to view Java services debug messages.
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probeMgr-performance.log

Performance statistics dump, collected every predefined period of time,
which includes memory information and thread pool statuses.

Level Description
Error N/A
Information N/A
Debug N/A

Basic Troubleshooting.

» Check this log to investigate memory issues over time.

» The statistics are logged every 1 minute, by default.

probeMgr-patternsDebug.log
This log contains messages used to debug pattern issues.

Level Description
Error N/A
Information N/A
Debug N/A

Basic Troubleshooting. Use this log file for debugging patterns.
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Q, Troubleshooting and Limitations
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For details on using the log files to perform basic troubleshooting, see “Log
Files” on page 71.

This section includes the following topics:

“Probe Gateway and Probe Manager Activation” on page 80

“The Probe Gateway and Probe Manager Connection” on page 81
“Host Name Cannot Be Resolved to IP Address” on page 81
“Discovery Tab Missing from Tabs” on page 82

“Connection Fails” on page 82

“DDM Results Do Not Appear in the Topology Map” on page 82
“Networks and IPs” on page 82

“TCP Ports” on page 83

“Status ‘Disconnected’ for Probe” on page 83

“SSH/Telnet Credentials” on page 83

“SNMP Credentials” on page 84

“Discover Processes and Running Software on Solaris Machine” on page 84
“Discover Resources on a Windows XP Machine” on page 84
“SAP Discovery Fails” on page 84

“Limitations” on page 85
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Probe Gateway and Probe Manager Activation

Problem. The Probe Gateway or Probe Manager cannot be activated.

Indication. When trying to activate the Probe Gateway or Probe Manager,
the console opens and immediately closes.

Verification. To view the exception message, open the following files located
in C:\hp\DDM\DiscoveryProbe\root\logs:

» For the Probe Gateway: WrapperProbeGw.log

For the Probe Manager: WrapperProbeMgr.log

A message is displayed. If one of the following messages is displayed, the
problem lies in the memory size definition:

Initial heap too small for new size specified.
Incompatible initial and maximum heap sizes specified.
The port number is being used.

To solve this problem, see the following Solution. If another message is
displayed and you cannot fix the problem, contact HP Software Support.

Solution. There can be several reasons for the activation problem, for
example:

Inappropriate memory size. Minimum and maximum memory sizes are
allocated for each CMDB component. These definitions are set in the
batch.cmd file, under the set memory sizes section. If memory sizes are too
high for your workstation, are illegal, or incompatible with one another, you
must change them, save the file, and restart the component whose values
you changed.

Installation path is too long. If you installed Business Availability Center to a
directory with a long path, the operating system or JVM may have problems
running the Business Availability Center execution commands. Reinstall
Business Availability Center to a different directory that creates a shorter
path.
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The Probe Gateway and Probe Manager Connection

Problem. The connection between the Probe Gateway and Probe Manager
cannot be established.

Indication. The DDM process is not working properly.

Verification. For the Probe Gateway: An error message is displayed in the
Probe Gateway log (WrapperProbeGw.log, located in
C:\hp\DDM\DiscoveryProbe\root\logs), as shown in the following
example:

Failed to connect to probe manager at <server>. Will retry later

For the Probe Manager: An error message is displayed in the Probe Manager
log (probe-infra.log, located in C:\hp\DDM\DiscoveryProbe\root\logs), as
shown in the following example:

Connection attempt to service:jmx:rmi:///jndi/rmi://<Probe GW HOST>:1742/jmxrmi
failed, probe GW may be down

Solution. Check the following:

Verity that the correct port—1742—is defined. The RMI connection port
parameter is called appilog.collectors.rmi.port. It is defined in the
DiscoveryProbe.properties file, located in
C:\hp\DDM\DiscoveryProbe\root\lib\collectors.

Verify whether the Probe Manager port is being used by another application.
To verify this, in the Windows command interpreter (cmd.exe) type: netstat
-na. A list of ports that are currently in use is displayed. If the port is in use,
either close the other application or change the port number in the
DiscoveryProbe.properties file.

Host Name Cannot Be Resolved to IP Address

Problem. A host name cannot be resolved to its IP address. If this happens,
the host cannot be discovered, and patterns do not run.

Solution. Add the host machine name to the Windows HOSTS file on the
Probe machine.
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Discovery Tab Missing from Tabs

Problem. The Discovery tab is not displayed in the main page of Business
Availability Center.

Solution. Install a license for the Probe. For details, see “Licensing Models
for Universal CMDB” on page 45.

Connection Fails

Problem. The connection between the HP Business Availability Center
server and the Probe fails due to an RMI or http exception.

Solution. Ensure that none of the Probe ports are in use by another process.

DDM Results Do Not Appear in the Topology Map

Problem. Data that should have been discovered during the DDM process
does not appear in the topology map.

Verification. The CMDB cannot retrieve the data or build the TQL results.
Check the Statistics Results pane. If the CIs were not created, the problem is
occurring during the DDM process.

Solution. Check the error messages in the probeMgr-services.log file located

in C:\hp\DDM\DiscoveryProbe\root\logs.

Networks and IPs

Problem. Not all networks or IPs have been discovered.
Indication. Not all the networks or IPs appear in the topology map results.

Verification. The IP address range in the Set Up Discovery Probes window
does not encompass the scope of the networks or IPs that should have been
discovered.

Solution. Change the scope of the DDM range:

Select Admin > Discovery > Set Up Discovery Probes to open the Set Up
Discovery Probes window.

2 Select the Probe and the range.
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3 Change the IP address range in the Ranges box as required.

TCP Ports
Problem. Not all TCP ports have been discovered.

Indication. Not all TCP ports appear in the topology map results.

Verification. Open the portNumberToPortName.xml file (Admin > Universal
CMDB > Manage Discovery Resources > Network > Configuration Files >
portNumberToPortName.xml), and search for the missing TCP ports.

Solution. Add the port numbers that should be discovered to the

portNumberToPortName.xml file.

Status ‘Disconnected’ for Probe

Problem. Discovery and Dependency Mapping shows a disconnected status
for a Probe.

Solution. Check the following on the Probe machine:

» That the Probe is running.

» That there are no network problems.

SSH/Telnet Credentials
Problem. Failure to connect to the TTY (SSH/Telnet) agent.

Solution. To troubleshoot connectivity problems with the TTY (SSH/Telnet)
agent, use a utility that can verify the connectivity with the TTY
(SSH/Telnet) agent. An example of such a utility is the client tool PuTTY.
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SNMP Credentials
Problem. Failure to collect information from SNMP devices.
Solution 1. Verify that you can actually access information from your

Network Management station by using a utility that can verify the
connectivity with the SNMP agent. An example of such a utility is GetlIf.

Solution 2. Verify that the connection data to the SNMP protocol has been
defined correctly in the Add Protocol Parameters dialog box. For details, see
“Protocol Parameters Dialog Box” on page 207.

Solution 3. Verify that you have the necessary access rights to retrieve data
from the MIB objects on the SNMP agent.

Discover Processes and Running Software on Solaris
Machine

Problem. Failure to discover processes and running software on a Solaris
machine.

Solution: Verify that the /usr/ucb/ps utility is installed on the machine.

Discover Resources on a Windows XP Machine

Problem. Failure to discover resources on a machine running on the
Windows platform.

Solution 1. Start > Settings > Control Panel > System. In the Remote tab,
verify that the following check box is selected: Allow users to connect
remotely to this computer.

Solution 2. (For Windows XP) In Windows Explorer, select Tools > Folder
Options. In the View tab, clear the Use simple file sharing (Recommended)
check box.

SAP Discovery Fails

Problem. The SAP discovery fails and a Java message is displayed:

This application has failed to start because MSVCR71.dIl was not found.
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Solution. Two .dll files are missing. For the solution, read Note #684106 in
https://websmp205.sap-ag.de/~form/sapnet?_FRAME=CONTAINER& _
OBJECT=012003146900000245872003.

Limitations

When DDM is installed on a non-English operating system, job and module
names are limited to English characters.

When performing an Oracle Real Application Clusters (Oracle RAC)
discovery, note that DDM cannot discover links to the remote machines
(the database clients) in the following situation: The discovered database
reports its clients by their host names and not by their IP addresses, and the
host name cannot be resolved to an IP address. In this case, the remote
client cannot be created.

Each Content Pack installation overrides all out-of-the-box resources with
the contents of that Content Pack. This means that any changes you made
to these resources are lost. This applies to the following resources: TQLs,
Views, Enrichments, Reports, DDM Jython scripts, DDM patterns, DDM
jobs, DDM resources, DDM configuration files, DDM modules, CI Types,
and Relat